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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Deadline dates for news items and notices are 2 months prior to publication.

New Fellows of the Acoustical Society of America

David L. Bradley succeeds James H. Miller as
Associate Editor of the Journal

In January 1997 Professor David
L. Bradley, now of the Applied Re-
search Laboratory at Pennsylvania
State University, became an Associate
Editor of theJournal for papers in Un-
derwater Sound~PACS 43.30!. He
succeeded Professor James H. Miller
of the Department of Ocean Engineer-
ing at the University of Rhode Island.
The Editor-in-Chief is happy to ex-
press his deep appreciation to Profes-
sor Miller who completed 4 years of
faithful and effective service to the
Journal.

David L. Bradley was born in
Detroit, Michigan and received his
B.S. degree in Physics from Michigan

Technological University in 1960, and M.S. in Physics from Michigan State
University in 1963. His Ph.D. in Mechanical Engineering~Applied Physics/
Underwater Acoustics! was in 1970 from Catholic University, Washington,
DC.

He has been a U.S. government employee since 1960, at the Naval
Ordnance Laboratory until 1978; at NORD Activity until 1979; at OPNAV
until 1982; and moved to the Office of Naval Research until 1985; then
served as Superintendent, Acoustics Division, Naval Research Laboratory to
1993. He recently completed a three-year assignment as the Director of the
SACLANT Undersea Research Center, La Spezia, Italy.

Dr. Bradley is a Fellow of the Society and has served on its Executive
Council and as Chairman of the Underwater Acoustics Technical Commit-
tee. He is a member of the American Geophysical Union. He has authored

or co-authored nearly 50 publications, and has received several Civilian
Service Awards.

The Editor-in-Chief and his colleagues welcome Professor Bradley to
membership on the Editorial Board.

DANIEL W. MARTIN
Editor-in-Chief

ASA members receive awards from the
Society of Automotive Engineers (SAE)

ASA Fellow Emmanuel P. Papadakis, President of Quality Systems
Concepts, Inc., has been recognized for the originality of his contribution to
automotive engineering through authoring of an SAE paper. He is one of 43
recipients of the Arch T. Colwell Merit Award. Dr. Papadakis was honored
for his paper ‘‘An Ultrasonic Technique for Measuring the Elastic Constants
of Small Samples’’ presented at SAE’s 1995 International Congress and
Exposition.

ASA member Sean F. Wu, Associate Professor at Wayne State Uni-
versity, was selected to receive the 1997 SAE Ralph R. Teetor Education
Award. Recipients of the Teetor Award are chosen on the basis of their
academic training, contributions to teaching and research, and participation
in extracurricular student involvement.

ASA member Pranab Saha, Secretary/Treasurer of Kolano and Saha
Engineers, Inc., is the recipient of the 1997 Forest R. McFarland Award.
The award, established in 1979, recognizes individuals who have rendered
outstanding service in the organization of technical sessions and papers for
SAE meetings and conferences.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

James F. Lynch—For contributions to
shallow water acoustics and ocean
acoustic tomography.

Thomas Shipp—For contributions to
the understanding of laryngeal physiol-
ogy.

Suk Wang Yoon—For contributions to
the acoustics of bubble clouds in the
ocean.

David L. Bradley

1 1J. Acoust. Soc. Am. 102 (1), July 1997 0001-4966/97/102(1)/1/8/$10.00 © 1997 Acoustical Society of America



1997
9–13 July International Clarinet Association, Texas Tech Univ.,

Lubbock, TX @Keith Koons, Music Department, Univ.
of Central Florida, P.O. Box 161354, Orlando, FL
23618-1354, Tel.: 407-823-5116; E-mail:
kkoons@pegasus.cc.ucf.edu#.

21–27 Aug. 1997 Conference on Implantable Auditory Prostheses,
Pacific Grove, CA@Alena Wilson, Conference Coordi-
nator, House Ear Inst., 2100 W. 3rd St., Los Angeles,
CA 90057; Tel.: 213-353-7086; FAX: 213-413-0950;
E-mail: alena@hei.org; WWW: http://www.rti.org/
ciap97#.

7–11 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314; Tel.: 703-836-4444;
FAX: 703-683-5100#.

19–20 Sept. Fifth Annual Conference on Management of the Tinni-
tus Patient, Iowa City, IA@Richard Tyler, Univ. of
Iowa, Dept. of Otolaryngology—Head & Neck Sur-
gery, 200 Hawkins Dr. C21-3GH, Iowa City, IA 52242-
1078, Tel.: 319-356-2471; FAX: 319-353-7639;
E-mail: rich-tyler@uiowa.edu#.

22–24 Sept. Second Biennial Hearing Aid Research and Develop-
ment Conference, Bethesda, MD@National Institute of
Deafness and Other Communication Disorders, 301-
970-3844; FAX: 301-907-9666; E-mail:
hearingaid@tascon.com#. Deadline for abstracts is 15
March.

1–5 Dec. 134th meeting of the Acoustical Society of America,
San Diego, CA@ASA, 500 Sunnyside Blvd., Wood-
bury, NY 11797, Tel.: 516-576-2360; FAX: 516-576-
2377; E-mail: asa@aip.org, WWW: http://asa.aip.org#.

1998
22–26 June 135th meeting of the Acoustical Society of America/

16th International Congress on Acoustics, Seattle, WA
@ASA, 500 Sunnyside Blvd., Woodbury, NY 11797,
Tel.: 516-576-2360; FAX: 516-576-2377; E-mail:
asa@aip.org, WWW: http://asa.aip.org#.

13–17 Sept. American Academy of Otolaryngology—Head and
Neck Surgery, San Francisco, CA@American Academy
of Otolaryngology—Head and Neck Surgery, One
Prince St., Alexandria, VA 22314; Tel.: 703-836-4444;
FAX: 703-683-5100#.

12–16 Oct. 136th meeting of the Acoustical Society of America,
Norfolk, VA @ASA, 500 Sunnyside Blvd., Woodbury,
NY 11797; Tel.: 516-576-2360; FAX: 516-576-2377;
E-mail: asa@aip.org, WWW: http://asa.aip.org#.

Revisions to Membership List
New Associates

Ahnert, Wolfgang, ADA Acoustic Design Ahnert, Gustav Meyer Allee 25,
Berlin D-13355, Germany

Alwi, Hasan A. B., Dept. of Physics, Univ. of Kebangsaan Malaysia, Bangi
43600, Malaysia

Amirinia, Mohammad R., No. 17 Hammond House, Tiller Road, London
E14 8PW, U.K.

Andruszkiewicz, Michael J., 30885 Crest Forest, Farmington Hills, MI
48331

Bean, Colin, R&D Dept., B&W Loudspeakers, Ltd., Elm Grove Lane, Stey-
ning, West Sussex BN2 5JA, U.K.

Brunstrom, Jeff M., Psychology, Birmingham University, Birmingham B15
2TT, U.K.

Cheng, Chih-Chun, Dept. of Mechanical Engineering, National Chung
Cheng Univ., 160 Sanhsing, Minghsium, Chia-Yi, Taiwan 621, R.O.C.

Dalsgaard, Paul, Grantoften 2, Aalborg DK-9210, Denmark
Deng, Cheri X., Biomedical Engineering Lab., Riverside Research Inst., 330
West 42nd Street, New York, NY 10036

Engel, Blake A., 18841 West Marian Drive, Lake Villa, IL 60046
Feleppa, Ernest J., Biomedical Engineering LAbs., Riverside Research Inst.,
330 West 42nd Street, New York, NY 10036

Feves, Michael L., Earth Dynamics, 2284 NW Thurmon, Portland, OR
97210

Fortin, Christopher S., 43 Preston Drive, North Kingstown, RI 02852
Fox, Christopher G., Pacific Marine Environmental Lab., National Oceanic
& Atmospheric Admin., 2115 SE OSU Drive, Newport, OR 97305

Fujiwara, Kyoji, Dept. of Acoustic Design, Kyushu Inst. or Design,
Shiobaru 4-9-1, Minami, Fukuoka, 815 Japan

Gabrielsson, Alf G. H., Dept. of Psychology, Uppsala University, Box 1225,
Uppsala S-751-42, Sweden

Garcia-Bonito, Juan, Inst. of Sound and Vibration, Univ. of Southampton,
Southampton SO17 1BJ, U.K.

Gerard, Christian E., Av. Grecia #2541, Depto. 226, Nunoa, Santiago, Chile
Gruenhagen, Deborah A., 533A Frederick Street, Santa Cruz, CA 95062
Hall, Kristi D., Incredible Technologies, 4010 Winnetka Avenue, Rolling
Meadows, IL 60008-1374

Hambric, Stephen A., Applied Research Lab., Pennsylvania State Univ.,
P.O. Box 30, State College, PA 16804

Harrison, Jonathan A., 68 Alfred Road, Dorchester, Dorset DT1 2DW, U.K.
Herr, Mary C., 7311 Coal Creek Parkway, Newcastle, WA 98059
Hindl, Dieter, Olgastrasse 36, Waiblingen 71332, Germany
Humphrey, Victor F., School of Physics, Univ. of Bath, Bath BA2 7AY,
U.K.

Iah, Alur R., Civil Engineering, Indian Inst. of Technology Chennai,
Chennai, Tamil Nadu 600036, India

Jaeger, Eric M., Research and Development, Symphonix Devices, Inc., 3047
Orchard Parkway, San Jose, CA 95134-2024

Jupiter, Tina, 20 West 86th Street, New York, NY 10024
Karlsson, Christer U., Kopmansvagen 21, Huddinge S-141 43, Sweden
Killeen, Peter R., Dept. of Psychology, ASU, Box 871104, Tempe, AZ
85287-1104

Kirkeby, Ole, Inst. of Sound and Vibration Research, Univ. of Southampton,
Southampton, Highfield SO17 1BJ, U.K.

Krajewski, Chris A., Approvals, Ontario Ministry of Enviroment and En-
ergy, 250 Davisville Avenue, Toronto, ON M4S 1H2, Canada

Krause, Nicholas D., 6086 Gary Place, San Luis Obispo, CA 93401
Kwolkoski, Jeffrey P., 818 West Geddes Circle, Littleton, CO 80120
Lakomyj, Alexander, 6040 Cipriano Road, Lanham, MD 20760
Lawson, Bill H., Robert Kahn, John Kahn & Assoc., Inc., 1601 Dove Street,
Suite 290, Newport Beach, CA 92660

Leonard, John J., Dept. of Ocean Engineering, Massachusetts Inst. of
Techology, Room 5-422, 77 Massachusetts Avenue, Cambridge, MA
02139

Lobkis, Oleg I., Center for NDE, Iowa State Univ., 1915 School Road, ASC
II, Ames, IA 50011

Lohr, Bernard, Psychology, Univ. of Maryland, College Park, MD 20742
Luce, Paul A., Dept. of Psychology, Univ. at Buffalo, 365 Park Hall, Buf-
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Nobili, Renato A., Dipt. di Fisica, Univ. Degli Studi di Padova, Via Marzolo
8, Padova 35131, Italy

Passechnik, Viktor I., Rostovskaya Nab. 1-97, Moscow 119121, Russia
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Steffen, Gerald R., AFMETCAL Detachment 1, MLEE, 813 Irvingwick
Drive, West, Suite 4M, Heath, OH 43056-6116

Su, Alvin W. Y., Computer Science & Info. Eng., Chung-Hwa Polytechnic
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Dutta, Debashree, CA-29, Salt Lake City, Calcutta, West Bengal 700064,
India

Edson, Patrick L., 129 Chiswick Road, Apt. B, Brighton, MA 02135
Ehnert, Jesse J., 330 Arrowhead Boulevard, Apt. 63A, Jonesboro, Ga 30236
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Gresham, Lisa C., Dept. of Electrical & Computer Eng., Duke University,
130 Hudson Hall, Box 90291, Durham, NC 27708-0291
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MA 02139
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Oboznenko, Elena I., General Delivery, Kiev-57 2520957, Ukraine
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fields Avenue, Wollongong, NSW 2500, Australia
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D. C. Anderson, M. A. Armstrong, S. M. Avanesyan, L. M. B. Baart de la
Faille, D. G. Baize, S. M. Barlow, A. N. Bart, G. E. Bartuska, N. B. Bea, K.
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Miranda, M. A. Moehring, M. Mogilevsky, A. R. Mohanty, K. M. Mok, W.
M. L. Morawitz, B. A. Morrongiello, D. C. Mountain, P. D. Mourad, J. W.
Mullennix, H. Murakawa, A. Nadim, R. J. Nagem, R. Nici, J. C. Norris, S.
Nowicki, B. L. O’Toole, J. F. Olsen, J. A. Ortiz Garcia, J. H. Park, B. J.
Parker, S. I. Parks, M. T. Peet, J. J. Phelan, S. P. Pisciotta, R. Pitre, E. Pitts,
III, T. D. Plemons, M. A. Plummer, D. K. Polican, A. J. Policastro, D. J.
Powell, R. Priebe, J. O. Ramsay, K. J. Randolph, P. W. Rappold, M. A.
Reed, D. R. Regan, J. A. Resnick, S. A. Rhodes, A. M. Richardson, K. M.
Rittenmeyer, R. Robledo, C. A. Rogers, J. Roginsky, R. C. Rose, W. J.
Rose, T. H. Rousseau, III, D. L. Rowley, E. Sabat Garibaldi, D. A. Sachs, S.
Santiago, A. A. Sarkady, S. J. Saunders, A. Sauter, Jr., D. C. Savererbicr, P.
R. Saxon, K. P. Scharnhorst, J. C. Schoppe, D. W. F. Schwarz, A. A. S. Sek,
X. Serra, C. Sheris, K. A. Shipley, M. Simoni, L. Song, J. E. Spanier, M. W.
Sprague, S. L. Staples, J. P. Stec, M. Stevenson, R. E. Sturz, J. A. Sullivan,
S. Taherzadeh, T. Takanohashi, A. Tarraf, T. Tateno, A. J. Taylor, T. W.
Taylor, S. A. Telenkov, L. F. M. Ten Bosch, R. Todd, S. K. Tomar, R.
Torre, B. N. Tran, T. V. Tran, W. K. Trappe, L. Trevino, W. Tsoi, F. M.
Tucker, J. S. Uhlman, S. A. Valderrabano, A. M. Vendetti, M. L. Vigilante,
J. D. Vrieslander, J. M. Wagner, G. H. Wakefield, K. L. Warner, L. G.
Weiss, J. A. Wilder, R. J. Williams, P. A. Wlodkowski, R. L. Woodcock, B.
L. Wooley, K-T. Wu, D. D. X. Xiano, J. Yang, J. S. Yaruss, T. J. Yoder, A.
Yonovitz, D. A. Zapala, R. L. Zimmerman,Associates
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5,455,475

43.20.Ye PIEZOELECTRIC RESONATOR SENSOR
USING THE ACOUSTOELECTRIC EFFECT

Fabien J. Josse and Zack A. Shana, assignors to Marquette
University

3 October 1995„Class 310/316…; filed 1 November 1993

‘‘An AT cut quartz crystal resonator has an unbalanced electrode ge-
ometry to induce a particularly strong electrical field in a surface of the
resonator adjacent a medium. The electrical field will interact with ions and
dipoles in the medium and may be used to accurately and repeatably mea-
sure the electrical characteristics of the medium. Specific examples are pro-
vided illustrating the use of a sensor designed in accord with the invention in
sensing dilute electrolytes, and other applications are contemplated.’’—
MDB

5,473,578

43.30.Lz SONAR AND CALIBRATION UTILIZING
NONLINEAR ACOUSTIC RERADIATION

W. L. Conrad, assignor to the United States of America
5 December 1995„Class 367/13…; filed 14 March 1994

A radiated beam of sound impinges on a nonlinear reradiator which
then returns sound waves of a different frequency to a hydrophone which is
to be calibrated. This hydrophone is located proximate to the original
source. The frequency and amplitude of the signal that is incident on the
hydrophone can be controlled by varying the input to the original source.
Since the original source and the hydrophone are near one another, the need
for a wire communication link between operators at two distant sites is
eliminated. In another application of the concept, a comparable effect is
realized by having the original beam of sound interact with the cavitation
produced by a ship’s propeller.—WT

5,594,165

43.35.Yb METHOD AND APPARATUS FOR
DETECTION OF PARTICLES IN ULTRA-PURE
LIQUIDS USING ACOUSTIC SCATTERING
AND CAVITATION

Sameer I. Madanshetty, assignor to Trustees of Boston
14 January 1997„Class 73/61.75…; filed 23 March 1996

In one apparatus of this patent for detecting very small particles in a
liquid, an active transducer on one side of a tube, through which the liquid
is flowing, generates at 30 MHz a peak negative focused sound pressure of
50 kilopascals that causes gas caps to form on the particles. Via a transducer
on the other side of the tube, a 0.75-MHz 1.5-megapascal ‘‘negative focused
acoustic signal’’ causes cavitation bubbles. Part of the first claim: ‘‘...detect-
ing an acoustic signature which comprises a reflection of said high fre-
quency acoustic field or said low frequency, high tensile pressure pulsed
cavitation filled off of said bubbles, whereby said acoustic signature indi-
cates that the particles are present in the fluid.’’—RWY

5,457,863

43.35.Zc METHOD OF MAKING A TWO
DIMENSIONAL ULTRASONIC TRANSDUCER
ARRAY

Lewis J. Thomas III and Lowell S. Smith, assignors to General
Electric Company

17 October 1995„Class 29/25.35…; filed 22 March 1993

A relatively large transducer block comprises a rectangular piezoelec-
tric body having two layers of backing material including an inner electri-
cally conducting layer and an outer lossy backing layer. The transducer
block is then cut or sawed in spaced parallel planes perpendicular to the
layers to form a number of substantially identical elongated, relatively nar-
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row transducer strips. Electrical connections to the front and back faces of
the piezoelectric material are provided by metal films. After the conducting
films are formed on the transducer strips, the strips are assembled into a
block form, and grooves or kerfs are cut from the front face through the
matching layers.—MDB

5,438,554

43.38.Fx TUNABLE ACOUSTIC RESONATOR FOR
CLINICAL ULTRASONIC TRANSDUCERS

M. S. Seyed-Bolorforosh et al., assignors to Hewlett-Packard
Company

1 August 1995„Class 367/140…; filed 28 February 1994

A tunable ultrasonic probe comprises a number of pillars102of con-
ventional piezoelectric ceramic such as lead zirconate titanate attached to
similar pillars103of a relaxor ferroelectric ceramic such as lead magnesium
niobate. The composite pillars sit on a base104of epoxy or other damping
material. A suitable suite of electrodes allows 3–3 coupling to the longitu-

dinal vibrations of the composite pillars. Grooves are cut in the top portion
1B of the lead zirconate titanate pillars to effect a better impedance match
with the target medium~flesh!. The polarization of the lead magnesium
niobate material is variably controlled by an applied bias voltage, thereby
controlling the resonance frequency of the structure.—WT

5,590,208

43.38.Ja SPEAKER SYSTEM

Shinji Koyano et al., assignors to Pioneer Electronic Corporation
31 December 1996„Class 381/154…; filed in Japan 18 April 1994

It is difficult to know exactly what is patented here. The illustration
depicts a variant of the 1951 R–J patent in which a duct is driven both by
the front of a loudspeaker and by a vented rear chamber. The operating
principle is rediscovered periodically, and the geometry shown has been

used by this reviewer in subwoofer designs for more than ten years. The
patent text commendably emphasizes how interaction between the acoustic
load and the frequency dividing network can be included in overall system
design, but in the Claims section this is reduced to a generic filter ‘‘...for
eliminating a high frequency component contained in the drive signal.’’—
GLA

5,570,429

43.38.Ja AUDIO TRANSDUCER WITH FLEXIBLE
FOAM ENCLOSURE

Paul W. Paddock, assignor to Lineaum Corporation
29 October 1996„Class 381/202…; filed 3 February 1995

Lineaum’s previous patents describe a diaphragm shaped in cross sec-
tion like a figure 3, clamped at its outer edges and driven at the center apex
to create a generally dipolar radiation pattern. If instead the rear surface of
the diaphragm works against a conforming block of elastic foam which fills
a sealed cavity, then assembly is simplified and performance is improved.—
GLA

5,444,790

43.38.Kb MICROPHONE WINDSCREEN MOUNTING

James H. Kogen, assignor to Shure Brothers, Incorporated
22 August 1995„Class 381/168…; filed 28 February 1994

The windscreen12 slides over the microphone13and is secured to the

assembly by mating26with 24. Ring 24 is preferably a permanent magnet
material and ring26 is ferrous material.—MDB

5,577,126

43.38.Lc OVERLOAD PROTECTION CIRCUIT FOR
TRANSDUCER

Wolfgang Klippel, Dresden, Germany
19 November 1996„Class 381/59…; filed in Germany 27 October
1993

The patent describes a previous protection scheme based on a mirror
filter plus a controllable high-pass filter. This improved circuit has a very
short reaction time and minimizes audible changes in the input signal. It
consists of a reference filter, a controller, a multiplier, and a summer. The
reference filter serves both to provide a signal that can be used to indicate
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overload, and to decrease the amplitude of those spectral components which
cause the overload.—GLA

5,586,194

43.38.Lc AUGMENTATION AMPLIFIER

Jon M. Risch, assignor to Peavey Electronics Corporation
17 December 1996„Class 381/120…; filed 31 March 1994

Yes, power amplifiers can be connected in series. Solid-state amplifi-
ers are commonly used in a bridge configuration with push–pull drive to the
two inputs. However, a second unity-gain inverting amplifier can simply be
driven from the output of the first amplifier. To the best of the reviewer’s

knowledge, this configuration was first used more than 20 years ago in
special amplifiers supplied by JBL to Disney theme parks. The amplifier of
this patent is intended primarily for use with computer audio systems and
includes a clever provision for outboard equalization.—GLA

5,555,306

43.38.Md AUDIO SIGNAL PROCESSOR PROVIDING
SIMULATED SOURCE DISTANCE CONTROL

Michael A. Gerzon, assignor to Trifield Productions Limited
10 September 1996„Class 381/63…; filed 27 June 1995

Audio processing applications such as computer gaming may require
several program sources to be simultaneously and independently ‘‘spatial-
ized’’. The patent discloses an interesting method for controlling the dis-
tance parameter.—GLA

5,561,737

43.38.Md VOICE ACTUATED SWITCHING SYSTEM

Donald J. Bowen, assignor to Lucent Technologies, Incorporated
1 October 1996„Class 395/2.84…; filed 9 May 1994

This conference microphone arrangement consists of a set of micro-
phones facing outward in different directions from a central support stand.
The angle covered by each microphone corresponds closely to the width of
its directionality pattern as shown in the figure. A processor monitors all

microphone channels for speech presence, selecting one or possibly mixing
the signals from two active microphones for transmission. This offers a
greatly reduced level of reverberation feedback signal as compared to that of
a single microphone.—DLR

5,574,453

43.38.Md DIGITAL AUDIO RECORDING
APPARATUS

Ayataka Nishio and Yasuhiro Ogura, assignors to Sony
Corporation

12 November 1996„Class 381/143…; filed in Japan 3 March 1994

The patent document provides a good overview of the virtues of So-
ny’s sigma-delta digital recording system. One object is to prevent a
maximum-level noise burst if an abnormality occurs in the transmission
system.—GLA

5,586,193

43.38.Md SIGNAL COMPRESSING AND
TRANSMITTING APPARATUS

Atsushi Ichise and Kenji Inoue, assignors to Sony Corporation
17 December 1996„Class 381/106…; filed in Japan 27 February
1993

The process of decoding high-quality, perceptual encoded audio is
time consuming. An in-flight entertainment system that employs such signal
compressing means has a problem with announcements—the listener hears
real-time audio from the overhead loudspeaker along with a delayed signal
from his headset. The apparatus of this patent switches between two com-
pression modes. ‘‘By providing selectable compression time periods music
can be enjoyed in high-quality sound, while the announcement of a message
can be delivered satisfactorily without the loss of any information.’’—GLA

5,467,322

43.38.Pf WATER HAMMER DRIVEN VIBRATOR

B. H. Walter, North Vancouver, British Columbia, Canada
14 November 1995„Class 367/142…; filed 26 October 1994

A vibrator for shaking structures, such as fluid agitators, shaking
screens, conveyors, or the walls of bins with large amplitude vibrations, is
discussed. The vibrations are generated by using water-hammer pressure
pulses to shake the structures. Many versions of the hydraulic driving sys-
tem and activator are discussed.—WT

5,590,213

43.38.Si HEADSET WITH ADJUSTABLE HEADPAD

Richard M. Urella and Glen A. Davis, assignors to David Clark
Company

31 December 1996„Class 381/183…; filed 15 February 1995

The patent shows an adjustable cushioning headpad on a headband
supporting earphones. Slide members on the leg portions of the headband
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are adjustable to position the headpad in the desired location.—SFL

5,444,768

43.38.Si PORTABLE COMPUTER DEVICE FOR
AUDIBLE PROCESSING OF REMOTELY STORED
MESSAGES

Charles A. Lemaire et al., assignors to International Business
Machines Corporation

22 August 1995„Class 379/68…; filed 31 December 1991

The portable hand-held computer device connects to a remote central
message facility through telephone systems. There is provided means for
downloading the messages for local replay, and means for accessing through
logic circuits the remote location. Local storage is either analog or digital in
random access memory.—MDB

5,581,618

43.38.Vk SOUND-IMAGE POSITION CONTROL
APPARATUS

Sekine Satoshiet al., assignors to Yamaha Corporation
3 December 1996„Class 381/17…; filed in Japan 3 April 1992

This is yet another entry in the frantic field of computer game ‘‘spa-
tialization,’’ in this case panning multiple sources between virtual loud-
speakers. The patent abstract enthuses that ‘‘...it is possible to obtain a
brand-new live-audio effect, by which the point of producing the sounds
corresponding to the animated image can be moved in accordance with the
movement of the animated image which is moved by the player of the
game.’’—GLA

5,590,094

43.38.Vk SYSTEM AND METHOD FOR
REPRODUCING SOUND

Kiyofumi Inanaga and Yuji Yamada, assignors to Sony
Corporation

31 December 1996„Class 369/4…; filed in Japan 25 November 1991

The patent describes a many-channel recording system which is dis-
tributed through a large array of loudspeakers, allowing ‘‘an actual audio
image’’ to be reproduced. A multiplexing scheme allows the audio signals,
plus information about positions and dimensions, to be encoded within lim-
its of practical signal processing and bandwidth.—GLA

5,574,962

43.38.Wl METHOD AND APPARATUS FOR
AUTOMATICALLY IDENTIFYING A PROGRAM
INCLUDING A SOUND SIGNAL

Michel Fardeau et al., assignors to The Arbitron Company
12 November 1996„Class 455/2…; filed in France 30 September
1991

The object is to acoustically~but imperceptibly! tag radio or TV pro-
grams such that they can be identified when reproduced by an unmodified,
commercial receiver. One or more narrow bands of frequencies within the
overall range from 100–700 Hz are modulated by pulse-type encoding for
short periods of time ‘‘...so that the encoded message included in the sound
signal is anaudible.’’—GLA

5,574,963

43.38.Wl AUDIENCE MEASUREMENT DURING A
MUTE MODE

Lee S. Weinblatt and Thomas Langer, assignors to Lee S.
Weinblatt

12 November 1996„Class 455/2…; filed 31 July 1995

It is well known that broadcast ratings which state how many people
are watching a certain TV program at a certain time are based on relatively
few, carefully selected households. These viewers should be able to watch
TV on standard receivers, yet have their program selections monitored au-
tomatically. One method is to inject specially coded, hopefully inaudible,
signals into the audio portions of certain programs. These are detected and
logged by small monitoring devices. But suppose the viewer presses the
mute button? Now the monitoring device has no way of knowing what, if
anything, is being watched. The patented circuit routes premute audio di-
rectly to the monitoring unit when the mute function is activated. This seems
not only redundant but to contravene the requirement for unmodified TV
sets.—GLA

5,394,378

43.38.Zp HYDROPHONE TRANSDUCTION
MECHANISM

A. Dandridge et al., assignors to the United States of America
28 February 1995„Class 367/149…; filed 21 June 1993

A planar array of interferometric fiber optic acoustic sensors is de-
scribed. Each sensor comprises an optical fiber wound around a plurality of
hollow compliant mandrels which are encapsulated in acoustically transpar-
ent material and mounted in a fixed planar relationship with respect to one
another. The reference optical fiber is, of course, isolated from the incident
pressure waves.—WT

5,537,688

43.40.Ng HAND COVERING WITH VIBRATION-
REDUCING BLADDER

Douglas D. Reynolds and Thomas C. Jetzer, assignors to ErgoAir,
Incorporated

23 July 1996„Class 2/20…; filed 30 December 1994

An air-bladder-based material from which gloves are fashioned is de-
scribed. The material isolates vibrating sources such as pneumatic tools
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from the hand of the user.—JE

5,478,306

43.40.Ng APPARATUS AND METHOD TO
SUPPORT CARPALS TO AID IN THE PREVENTION
AND TREATMENT OF CARPAL TUNNEL
SYNDROME AND RELATED CONDITIONS

L. Paul Stoner, Lititz, PA
26 December 1995„Class 602/20…; filed 12 October 1993

To ‘‘aid in the prevention and treatment of carpal tunnel syndrome and
related conditions,’’ an adjustable band is described which fits around the
wrist. Since carpal tunnel syndrome is caused by constriction of the space in
the carpal tunnel, it is unclear how a device which further restricts this space
can be beneficial.—JE

5,581,277

43.40.Ng ANTI-CARPAL TUNNEL DEVICE (ACTD)
FOR COMPUTER OPERATORS

Akira Tajiri, Reedley, CA
3 December 1996„Class 345/163…; filed 6 March 1995

A device to position the wrist over a computer mouse in such a manner
as to prevent hyper flexion is described. The device places a spacer in the
form of a ball, attached to the top of the mouse by Velcro, between the hand

of the user and the device. The result is maintenance of a straight alignment
from the fingers to the forearm.—JE

5,549,271

43.40.Tm VIBRATION CANCELER

Arno Hamaekers, assignor to Firma Carl Freudenberg
27 August 1996„Class 73/669…; filed in Germany 26 August 1993

This patent pertains to a simple tuned absorber that consists of a metal
inertial mass and an elastomeric spring. The elastomeric spring has a metal
clamping element at its end, and is configured to be easily inserted into a
matching opening in the mass, so as to facilitate inexpensive assembly.—
EEU

5,549,282

43.40.Tm VIBRATION PROOFING STRUCTURE

Masahiko Ikeda, assignor to Kiyoko Ikeda
27 August 1996„Class 267/126…; filed in Japan 24 May 1993

The device described in this patent is a vibration-attenuating support
for a seat in a motor vehicle. The device basically consists of two stacked
platforms that can slide horizontally; the lower platform can slide laterally
relative to a base and the upper platform can slide axially relative to the
lower platform. The platforms are interconnected via oil-filled piston damp-
ers and include travel limiters.—EEU

5,550,335

43.40.Tm RESONANCE ABSORBER

Klaus Ermert et al., assignors to Deutsche Aerospace AG
27 August 1996„Class 181/207…; filed in Germany 16 December
1993

This absorber for the attenuation of structure-borne sound essentially
consists of an assembly of damped reeds of different lengths. The various
reeds have different resonance frequencies; thus the assembly would attenu-
ate vibrations of a body to which it is attached over a relatively wide range
of frequencies. The reeds here are obtained by cutting parallel slots of dif-
ferent lengths into rectangular metal plates, which are stacked with a damp-
ing material between them and bolted to each other along a line.—EEU

5,444,324

43.40.Yq MECHANICALLY AMPLIFIED
PIEZOELECTRIC ACOUSTIC TRANSDUCER

John F. Priest and Mathew G. Schmidt, assignors to Western
Atlas International

22 August 1995„Class 310/334…; filed 25 July 1994

With applications to acoustic well logging, a piezoelectric actuator6
consists of a single piezoelectric element. On application of a voltage the

actuator elongates, causing movement of piston2 which is in contact with
the medium in the well.—MDB
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5,456,111

43.40.Yq CAPACITIVE DRIVE VIBRATING BEAM
ACCELEROMETER

Rand H. Huising II, assignor to Allied Signal, Incorporated
10 October 1995„Class 73/514.32…; filed 24 January 1994

The patent describes a micromachined vibrating beam accelerometer,
of the type described in U.S. Patent 5,456,110, that has opposing surfaces
within the structure coated with electrically conducting material so as to
provide a capacitor. This capacitor may be driven by an external signal
source as a method for reducing ‘‘squeeze film damping’’ when operated
under nonvacuum environments.—MDB

5,456,110

43.40.Yq DUAL PENDULUM VIBRATING BEAM
ACCELEROMETER

Rand H. Huising II, assignor to Allied Signal, Incorporated
10 October 1995„Class 73/514.38…; filed 12 November 1993

Two accelerometer elements are micro-machined into a rectangular
piece of silicon. Each accelerometer element comprises a mass supported by

hinge elements connected to a frame. The two transducers are configured in
a push–pull arrangement.—MDB

5,540,099

43.40.Yq VIBRATION DETECTING DEVICE AND
VEHICULAR ROAD SIMULATOR EMPLOYING THE
DEVICE

Shokichi Harashima, assignor to Honda Giken Kogyo Kabushiki
Kaisha

30 July 1996„Class 73/669…; filed in Japan 19 November 1993

The detection device here consists of an accelerometer having its out-
put fed to an integrator to produce a velocity signal so as to obtain better
coverage of the low-frequency regime of importance in motor vehicles. The
device is mounted near a vehicle’s axis, and its output is used to record the
vibrations that the vehicle experiences as it is being driven. The vibrations to
which a test vehicle is subjected in a road simulator then are adjusted via a
control system to correspond to those measured on the vehicle that was
driven.—EEU

5,551,298

43.40.Yq IDENTIFICATION OF VIBRATION
INDUCED NOISES IN VEHICLES

Kevin D. Rayment, assignor to Ford Motor Company
3 September 1996„Class 73/669…; filed in the United Kingdom 9
March 1994

In the approach described in this patent a vehicle is vibrated by means
of a computer-controlled road simulator at frequencies that are changed
slowly, while an observer notes the frequencies at which particular noises
begin to appear and disappear. The frequency range in which a noise is
present is compared then with stored data concerning the frequency ranges
in which specific vibration-induced noises have been found previously.—
EEU

5,461,777

43.50.Gf APPARATUS FOR MANUFACTURING A
SILENCER

Tsukasa Ikeda and Akihiko Tamano, assignors to Sankei Giken
Kogyo Kabushiki Kaisha

31 October 1995„Class 29/890.08…; filed in Japan 19 April 1993

This patent relates to a method of manufacturing a silencer for use in
an internal combustion engine of an automobile and with the associated
apparatus. Of particular interest is a silencer having a perforated inner tube,
a solid surface outer tube, and with sound absorbing material filling the
intervening cavity. Equipment is described for use in rapid assembly in
order to fill the cavity uniformly and snugly without necessity for using a
binding agent. The inner tube and wound absorbing material are rotated and
shaped by leveling members, and are then inserted into the stationary outer
tube for final assembly.—HHH

5,550,336

43.50.Gf TURBINE SOUND REDUCER

Joseph W. Kieffer, assignor to Wagner Spray Tech. Corporation
27 August 1996„Class 181/230…; filed 9 November 1994

This patent relates to control of bleed air associated with turbines used
with air atomization assisted paint-spray guns. During those portions of the
operating cycles for which air is bled from the turbine, it is routed into a
discharge line and through an expansion chamber muffler which is built into
the main equipment housing.—HHH

5,575,121

43.50.Gf SOUND BARRIER WALL CONSTRUCTION
USING TIRE SECTIONS

Philippe LaJaunie, New York, NY
19 November 1996„Class 52/144…; filed 7 March 1995

This patent relates to the construction of sound barriers along high-
ways and airport boundaries in order to shield adjacent residential areas
from ground vehicle noise and aircraft generated ground run-up noises, re-
spectively. A system is described for using half tire sections, stacked so that
the open sides face the noise sources and are tilted to enhance drainage.
Advantages cited are relatively low cost, durability and effective sound
absorption.—HHH
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5,577,888

43.50.Gf HIGH EFFICIENCY, LOW-NOISE AXIAL
FAN ASSEMBLY

Hugo Capdevilaet al., assignors to Siemens Electric Limited
26 November 1996„Class 415/210.2…; filed 23 June 1995

This patent relates directly to the design of axial flow fans for gener-
ating air flows through automobile heat exchangers. A particular configura-
tion having eight blades and 20 downstream guide vanes is described. Ta-
pered and twisted blades and vanes are noted to have relatively high
aerodynamic efficiency and low noise.—HHH

5,579,661

43.50.Gf NOISE AND VIBRATION DAMPENING
CONNECTOR TO A TWO PIECE TRANSMISSION
SHIFT LEVER ASSEMBLY

James A. Yarnell and Larry D. Stawinski, assignors to Dana
Corporation

3 December 1996„Class 74/473R…; filed 2 September 1994

This patent relates to a device for reducing the vibration and noise
from shifting lever assemblies for manually operated vehicle transmissions.
An improved damping mechanism is provided in the shifting lever assembly
to reduce vibrations and noise transmitted from the engine and transmission
to the drive compartment. The damping mechanism is a cup-shaped isolator
formed of resilient elastomeric material, and is located between the upper
and lower shift lever members.—HHH

5,590,206

43.50.Ki NOISE CANCELER

Hyeong-keon An et al., assignors to Samsung Electronics
Company

31 December 1996„Class 381/71…; filed in Republic of Korea 9
April 1992

The text of this somewhat puzzling patent starts with the observation
that ‘‘...noise produced during the starting of an automobile or the overhead
passage of an aircraft can result in the interruption of the normal operation
of appliances.’’ For example, the appliance might be some kind of audio
recorder. When one uses the microphone input of a multi-media personal
computer, then the resulting digital recording may be contaminated by
noises of automobiles or aircraft. The remedy is to first digitally record a
library of automobile, aircraft, and other noises. When you are ready to
make a noise-free recording your computer first detects and identifies the
background noise, then selects the appropriate library file and mixes in-
verted waveforms with the microphone output. It might be easier just to
teach the computer how to identify unwanted noise and not record it at
all.—GLA

5,594,174

43.58.Bh SYSTEM AND METHOD FOR MEASURING
ACOUSTIC REFLECTANCE

Douglas H. Keefe, assignor to University of Washington
14 January 1997„Class 73/585…; filed 6 June 1994

Three phases of this system for measuring the linear and nonlinear
acoustic reflectance of the human ear are stimulus activation, calibration,
and activation. A computer calculates a custom-designed pulse for a driver
at the closed end of a calibration tube 25–350 cm long; the tube fits into the
ear canal. Reflections from the middle and inner ear back to a microphone at
the closed end of the tube are interpreted by the computer as to the condition
of the middle and inner ear. The system is usually calibrated for each pa-
tient. The system can be similarly attached to study the behavior of a mu-
sical instrument such as a trumpet.—RWY

5,467,321

43.58.Dj INSERTION ULTRASONIC TRANSDUCER
WITH MODE CONVERSION AND METHOD
FOR REDUCING MULTIPLE SIGNAL RECEPTION

J. Baumoel, assignor to Controlotron Corporation
14 November 1995„Class 367/140…; filed 26 September 1994

An insertion-type ultrasonic transducer for monitoring fluid flow rates
in pipes consists of a longitudinally vibrating piezoceramic crystal100
bonded to the end of a steel rod120which in turn is welded to a hole cut in
the pipe wall50. The end110 of the steel rod is cut at some angle~here
indicated at 22°! to the rod axis. The primary beam of energy radiated by the
transducer115 is substantially converted from longitudinal waves to shear
waves upon reflection at the rod wall at122. This beam of shear wave

energy117 ~the indicated angle of 30° from the normal to the rod axis
assumes a Poisson’s ratio of 0.26! is then substantially reconverted to lon-
gitudinal waves after another reflection at the rod wall at124. Those longi-
tudinal waves140exit the rod orthogonally to face130which is cut at the
same 22° angle as the end110. The thesis here is that essentially all of the
pulse of energy introduced into the rod experiences a well-defined emergent
time, thereby avoiding a multplicity of modes which aberrate the received
waveform and make a precise determination of the transmit time of the
acoustic waves through the fluid very difficult to accomplish.—WT

5,563,953

43.58.Ry APPARATUS AND METHOD FOR
EVALUATING AUDIO DISTORTING

Soon-Keon Kwon, assignor to Daewoo Electronics Company
8 October 1996„Class 381/58…; filed in Republic of Korea 25
August 1993

Measurement of the distortion in high-quality audio equipment has
typically used physical signal parameters, such as total harmonic distortion
~THD! and signal-to-noise ratio~SNR! to characterize the audio quality. The
measurement method disclosed in this patent would use a masking threshold
and spectral difference calculation to compute a perceptually weighted sig-
nal distortion rating~PWD?!.—DLR

5,597,380

43.66.Ts SPECTRAL MAXIMA SOUND PROCESSOR

Hugh J. McDermott and Andrew E. Vandali, assignors to
Cochlear Ltd.

28 January 1997„Class 607/57…; filed in Japan 2 July 1991

The patent shows a sound processor with particular application to co-
chlear implants. Received sound signals are channelized into at least ten
analysis channels to produce amplitude signals for each channel. A pre-
defined number—at least four—of channels with the largest amplitudes are
used to modulate stimuli for the implanted array.—SFL

5,584,869

43.66.Ts FAILURE DETECTION IN AUDITORY
RESPONSE STIMULATORS

Patrice L. Heck et al., assignors to Advanced Bionics Corporation
17 December 1996„Class 607/57…; filed 13 February 1995

The method described utilizes a test signal at a low level to constantly
monitor the functioning of the system. For a cochlear implant, this test
signal might be comparable in magnitude to that produced when the implant
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is being stimulated. If the output of the monitoring system drops signifi-
cantly, an alarm is caused to function. The figure shows a block diagram of
the device when used to monitor a cochlear implant. The arrangement
shown requires transmission through the skin in both directions. The device
appears to have limited application to cases where failure of a system would
not be obvious to the wearer.—SFL

5,600,728

43.66.Ts MINIATURIZED HEARING AID CIRCUIT

Scot R. Satre, Concord, CA
4 February 1997„Class 381/68.2…; filed 12 December 1994

The patent shows a microelectronic circuit design with four sections to
minimize size. One section contains ‘‘normal use’’ circuits, the second
‘‘specialized circuits,’’ the third ‘‘for control,’’ and a fourth section contains
passive elements. The control circuit includes means for switching the pas-
sive elements of the fourth section between the first two sections. Several
circuit diagrams are shown.—SFL

5,581,821

43.66.Vt REELABLE EAR PLUGS FOR
CONSTRUCTION HELMETS

Steven A. Nakano, San Pedro, CA
10 December 1996„Class 2/422…; filed 26 June 1995

The patent shows a reel mounted on the back of a construction helmet
that contains earplugs on the end of a flexible cord. The arrangement makes
ear protection readily available when needed.—SFL

5,600,729

43.66.Vt EAR DEFENDERS EMPLOYING ACTIVE
NOISE CONTROL

Paul Darlington and Gerald A. Powell, assignors to the
Government of Great Britain and Northern Ireland

4 February 1997 „Class 381/71…; filed in the United Kingdom 28
January 1993

The patent shows an active ear defender with a noise pickup micro-
phone outside an earphone, and a small loudspeaker to deliver a noise-
canceling signal inside the ear shell. A digital feedback controller generates
a feedback signal derived from the microphone. An estimation means pro-
vides an approximation of the earshell transfer function.—SFL

5,555,272

43.72.Gy SIGNAL PROCESSING DEVICE USING
SEVERAL DIFFERENT FILTERINGS,
ESPECIALLY FOR AUDIO-FREQUENCY CODING
OF VOICE SIGNALS

Freddy Balestro and Patrice Senn, assignors to France Telecom
10 September 1976„Class 375/220…; filed in France 16 April 1993

The patent text notes that current signal processing applications, such
as cellular telephones and speaker phones, often use multiple analog and
digital filters, many of which have similar passband and stopband charac-
teristics. This patent promises cost reductions by applying methods of shar-
ing hardware or software filter structures, either by time or frequency shar-
ing or by specific design simplifications.—DLR

5,555,273

43.72.Gy AUDIO CODER

Toshiyuki Ishino, assignor to NEC Corporation
10 September 1996„Class 375/244…; filed in Japan 24 December
1993

This audio signal coder uses a combination of quantization step
changes and Huffman coding to minimize the encoding bitrate. Two differ-
ent quantizer step adjustment strategies are pursued simultaneously, routing
both outcomes through the Huffman encoder. One of the two outputs is
selected for transmission based on the resulting bitrates.—DLR

5,555,447

43.72.Gy METHOD AND APPARATUS FOR
MITIGATING SPEECH LOSS IN A COMMUNICATION
SYSTEM

Michael D. Kotzin and Gary W. Grube, assignors to Motorola,
Incorporated

10 September 1996„Class 455/72…; filed 14 May 1993

This patent addresses a problem which arises in communications sys-
tems when a processing delay is imposed by hardware concerns. For ex-
ample, portions of the equipment may have been shut down to conserve
power. The user may, however, push a button and begin talking immedi-
ately. The incoming speech samples are stored, possibly compressed, in a
FIFO buffer until the circuit is ready to operate. Once processing begins,
samples from the buffer are processed with a slight sample rate speedup
until the excess stored samples have been used. During this time, pitch
correction may be applied to minimize effects of the speedup.—DLR

5,555,546

43.72.Gy APPARATUS FOR DECODING A DPCM
ENCODED SIGNAL

Ichiro Matsumoto, assignor to Kokusai Electric Company
10 September 1996„Class 315/244…; filed in Japan 20 June 1994

In DPCM speech coders, it is advantageous to detect periods of silence
so that portions of the circuitry can be shut down to minimize power loads.
However, the transitions between active and quiet states can cause prob-
lems, particularly when a false ‘‘active’’ state change command is sent. In
this case, the receiver stops producing the filler background noise signal and
prepares to decode speech which does not arrive. The result is an annoying
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click as the background resumes. This apparatus inserts a five-frame hold-
over of the background sound until new activity is confirmed. The previous
smoothed speech predictor values are also maintained to preset the decoder
for the new activity.—DLR

5,557,705

43.72.Gy LOW BIT RATE SPEECH SIGNAL
TRANSMITTING SYSTEM USING AN ANALYZER
AND SYNTHESIZER

Tetsu Taguchi, assignor to NEC Corporation
17 September 1996„Class 395/2.28…; filed in Japan 3 December
1991

This multipulse vocoder uses a variety of techniques to reduce the
transmission bitrate. With an 8K sample rate, frames of 256 samples are
extrapolated for an additional 5 ms~negative overlap!, lowering the frame
rate to 27 per second. Perceptually weighted line spectral pair~LSP! param-
eters are computed for each frame. A separate impulse response is computed
for each subframe of length 40 samples~5 ms!. These are cross-correlated
with the speech signal and also auto-correlated. From the correlations, a
single positive or negative excitation pulse is placed at one of the 40 sample
times of the subframe. The subframe pulse positions and polarities are trans-
mitted along with the LSP parameters at the frame rate.—DLR

5,563,913

43.72.Gy HIGH EFFICIENCY ENCODING DEVICE
AND A NOISE SPECTRUM MODIFYING
DEVICE AND METHOD

Kenzo Akagiri and Makoto Akune, assignors to Sony Corporation
8 October 1996„Class 375/243…; filed in Japan 31 October 1992

This noise-reducing speech compression system provides a perceptu-
ally weighted background noise by using a fixed filter shaped like the hear-
ing sensitivity curve to process the error signal. Sample-by-sample differ-
ences are observed over a block of samples to determine an appropriate
compression constant. The compressed signal is transmitted and also fed

back through a corresponding expander and subtracted from a block-length
delayed copy of the input speech. The difference signal is passed through
the fixed loudness curve filter and used to control the compression
system.—DLR

5,561,736

43.72.Ja THREE DIMENSIONAL SPEECH
SYNTHESIS

Danial J. Moore and Peter W. Farrett, assignors to International
Business Machines Corporation

1 October 1996„Class 395/2.69…; filed 4 June 1993

This text-to-speech synthesizer includes an additional system which
generates stereophonic output channels corresponding to a specific, pro-
grammable spatial position for the reproduced talker. This is done by pass-
ing the synthesized speech signal through two transfer functions, one spe-
cific to each channel. The method for doing this is disclosed in prior U.S.

Patent No. 5,046,097. The synthesizer control structure allows separate spa-
tial positions to be associated with each of several virtual talkers, each of
which also has specific voice quality and accent or dialect parameters.—
DLR

5,559,792

43.72.Kb SOUND MODIFICATION FOR USE IN
SIMULTANEOUS VOICE AND DATA
COMMUNICATIONS

Stanley Bottoms et al., assignors to Lucent Technologies,
Incorporated

24 September 1996„Class 370/20…; filed 20 April 1994

A simultaneous voice and data~SVD! modem is described which in-
cludes special features for applications in remote game playing. While trans-
mitting the moves and other game progress information digitally, the mo-
dem also allows the user to alter the characteristics of the outgoing voice
signal or that of the remote player. Various sound effects may also be added
to the outgoing audio channel.—DLR

5,563,952

43.72.Kb AUTOMATIC DYNAMIC VOX CIRCUIT

Walter J. Mercer, assignor to Tandy Corporation
8 October 1996„Class 381/56…; filed 16 February 1994

The patent describes a hardware circuit for voice detection~VOX!
intended for reliable, low-cost applications, such as an intercom system. A
peak detector circuit operates in two modes, roughly following the smoothed
incoming peak level when the system is in nonspeech state, and holding the
previous peak level when the system is in speech state. The incoming speech
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level is compared to the peak detector output. In nonspeech state, the com-
parator output provides the peak detector input signal. At all times, the
comparator output drives a logic circuit which watches for comparator tran-
sitions within a duration range of 40 ms to 1 s. As long as transitions are
seen in this duration range, the system stays in speech detection state.—
DLR

5,553,119

43.72.Ne INTELLIGENT RECOGNITION OF SPEECH
SIGNALS USING CALLER DEMOGRAPHICS

Alex McAllister and Laird Wise, assignors to Bell Atlantic
Network Services, Incorporated

3 September 1996„Class 379/67…; filed 7 July 1994

This patent describes a method of combining existing technologies in
an attempt to provide satisfactory speech recognition performance in a va-
riety of telephone applications. Existing recognizers are notoriously tem-
peramental in their need for narrow constraints; constraints on the speaker’s
voice, speaking style, and choice of phrases, to name only a few. In this
system, information on the caller would first be obtained passively by num-
ber ID ~ANI !, caller ID, or other means. A database at the switching office
would then supply demographics. The caller would be prompted for a spe-
cific response which would be analyzed to add to a growing information
base on the caller. This information would be used to select one of multiple
available recognition strategies most able to process the speech signal given
the known information.—DLR

5,557,661

43.72.Ne SYSTEM FOR CODING AND DECODING
MOVING PICTURES BASED ON THE RESULT
OF SPEECH ANALYSIS

Yutaka Yokoyama, assignor to NEC Corporation
17 September 1996„Class 379/96…; filed in Japan 2 November 1993

This system would use information gathered from a voice channel to
improve the naturalness of the image displayed on an associated video chan-
nel, especially when the video signal has been highly compressed, resulting
in a reduced frame rate. A speech recognizer would process the audio signal
and produce a sequence of phonetic symbols. These would be used to access
a database of lip position information. Stored past video frames having the
proper lip patterns would then be integrated with the incoming video frames
to enhance the display. One wonders whether the patent term will expire
before the technology is up to this task.—DLR

5,566,272

43.72.Ne AUTOMATIC SPEECH RECOGNITION
(ASR) PROCESSING USING CONFIDENCE
MEASURES

Douglas J. Brems and Max S. Schoeffler, assignors to Lucent
Technologies, Incorporated

15 October 1996„Class 395/2.4…; filed 27 October 1993

Widespread public acceptance of speech recognition by machines will
not take place before the machine appears to exhibit a modicum of intelli-
gent behavior in its responses to the human. Even though the confidence
measure described here may occasionally be faulty, the actions taken as a
result of that measure will go a long way toward establishing a sense of
‘‘communication’’ in the user. As in many recognition systems, scores are
obtained for multiple candidates in each recognition attempt. The difference
between the top score and the first runner-up score gives the confidence
measure. Based on that measure and a history of interactions, if any, with
the present user, the system either uses the information as recognized, asks
for confirmation, asks for repetition~saying the same thing in a different
way!, or tries to proceed using an alternative strategy.—DLR

5,468,906

43.75.Tv SOUND SYNTHESIS MODEL
INCORPORATING SYMPATHETIC VIBRATION OF
STRINGS

Bryan J. Colvin, Sr. and Perry R. Cook, assignors to Media
Vision, Incorporated

21 November 1995„Class 84/625…; filed 2 September 1993

When a piano damper pedal is depressed, the undamped strings can
respond sympathetically to vibrations they receive through the bridge from a
struck string, creating tonal complexity. This patent describes the use of a
bank of parallel single-string emulation circuits that can be connected to a
digital electronic piano tone synthesizer for the addition of sympathetic
string vibrations. Each single-string emulator can be in the form of a delay
line loop containing a digital filter using ‘‘waveguide synthesis,’’ a method
in which the circuit model is based on the physical structure of the instru-
ment. From a practical standpoint, it is not necessary to provide an emulator
for each string in the piano. Twelve emulators tuned to an octave of low
tones is sufficient.—DWM

5,512,705

43.75.Tv MUSICAL TONE SYNTHESIZING
APPARATUS

Kaoru Kobayashi, assignor to Yamaha Corporation
30 April 1996 „Class 84/622…; filed in Japan 12 December 1989

In this digital piano tone synthesizer, closed-loop circuit1, which
simulates the vibration of a piano string, includes delay circuits3 and 7,
adder circuits4 and8, filter circuits5 and9, and phase-inversion circuits6
and10. The inversion circuits correspond to the fixed ends of the string. The
time period corresponding to excitation vibration traveling once around the
closed-loop circuit defines the fundamental frequency of the string standing
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wave. The filters create more rapid decay for the higher partials. The playing
key provides key code KC to memories13 and14which control tone color.
InputV0 is modified by nonlinear function generator12 to provide the initial
amplitude of the excitation signal. The delay step numbersn andm provide
control of the hammer strike point along the string, depending upon the
position of the note in the piano scale.—DWM

5,582,174

43.80.Qf ULTRASONIC DIAGNOSTIC SYSTEM

Takeshi Shirai, assignor to Fujitsu Limited
10 December 1996„Class 128/661.01…; filed in Japan 21 December
1994

In this system, a difference signal for flow velocity estimation is
formed by subtracting from the received signal another received signal as-
sociated with the same scan line or a different scan line.—RCW

5,588,433

43.80.Qf ULTRASONIC DIAGNOSTIC APPARATUS

Takeshi Shirai et al., assignors to Fujitsu Limited
31 December 1996„Class 128/660.05…; filed in Japan 12 December
1995

Color pixels that represent motion but appear in less thann ~typically
1 or 2 or 3! continuous sets are replaced by data that represent the absence
of displacement.—RCW

5,588,434

43.80.Qf ULTRASONIC DIAGNOSTIC APPARATUS
PRESENTING CLOSELY CORRELATED
ULTRASONIC IMAGE

Hiroshi Fujimoto, assignor to Olympus Optical Company
31 December 1996„Class 128/660.07…; filed 29 September 1995

A sequence of images produced by an intracavitary probe are stored
sequentially as video frames in this apparatus that has a freeze frame capa-
bility. When a freeze frame operation is performed, the degree of coinci-
dence between data obtained at the start of the scan and at the end of the
scan is calculated, and the video with the highest coincidence is displayed as
a frozen frame. This process reduces image artifacts caused by tissue motion
when the first and last scan lines of an image are spatially adjacent.—RCW

5,582,588

43.80.Sh ULTRASONIC THERAPEUTIC
APPARATUS

Tomohisa Sakuraiet al., assignors to Olympus Optical Company
10 December 1996„Class 604/22…; filed in Japan 19 April 1993

The distal end14 of this apparatus vibrates ultrasonically to emulsify
tissue. A sheath15 forms a passage through which saline flows to cool the

probe. Emulsified tissue is removed via a tube18 into a bottle20via suction
pump22. A foot switch24 is used to turn the system on and off.—RCW

5,588,432

43.80.Sh CATHETERS FOR IMAGING, SENSING
ELECTRICAL POTENTIALS, AND ABLATING
TISSUE

Robert J. Crowley, assignor to Boston Scientific Corporation
31 December 1996„Class 128/660.03…; filed 10 July 1995

These catheters contain at their distal end an ultrasonic transducer and
an electrode. The electrode makes electrical contact with the structure that is
ablated chemically by delivery of a fluid or by mechanical vibration. A
marker mounted on the catheter emits a sonic wave when excited and pro-
duces in an ultrasonic image an indication of the marker position.—RCW

5,582,173

43.80.Vj SYSTEM AND METHOD FOR 3-D
MEDICAL IMAGING USING 2-D SCAN DATA

Ming Li, assignor to Siemens Medical Systems, Incorporated
10 December 1996„Class 128/660.07…; filed 18 September 1995

The correlation of speckle regions in a series of not necessarily parallel
b-scan images is determined, and compared with a predetermined speckle
correlation versus distance function to provide an estimate of the distance
between frames. The reliability of distance estimates is improved and evalu-
ated in various ways, for example, by comparing combinations of possible
distances from end frames and by comparing calculated frame or subframe
velocities with a known or estimated transducer velocity. Using estimates of
distances between frames, a three-dimensional image is created.—RCW

5,582,176

43.80.Vj METHODS AND APPARATUS FOR
AUTOMATICALLY DETERMINING EDGE
FREQUENCY IN DOPPLER ULTRASOUND
SIGNALS

Peter Swerlinget al., assignors to MedaSonics
10 December 1996„Class 128/661.09…; filed 15 August 1995

A maximum likelihood estimation process is used to distinguish be-
tween spectral power components arising from fluid flow and spectral power
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components arising from background scattering and electronic noise.—
RCW

5,582,177

43.80.Vj BROADBAND PHASED ARRAY
TRANSDUCER DESIGN WITH FREQUENCY
CONTROLLED TWO DIMENSION CAPABILITY AND
METHODS FOR MANUFACTURE THEREOF

Amin M. Hanafy et al., assignors to Acuson Corporation
10 December 1996„Class 128/662.03…; filed 3 March 1995

In this array, transducer elements have a thickness that gradually var-
ies in elevation from a minimum at the center in the elevation direction to a
maximum at the outer edges in the elevation direction. One or more match-
ing layers may be used to improve bandwidth. Also, a two-crystal transducer
element or a composite transducer structure may be employed.—RCW

5,582,178

43.80.Vj METHOD AND APPARATUS FOR
INTRAVASCULAR ULTRASONOGRAPHY

Paul G. Yock, assignor to Cardiovascular Imaging Systems,
Incorporated

10 December 1996„Class 128/662.06…; filed 6 June 1995

A catheter is employed to image vessel walls ultrasonically. The cath-
eter includes a tube within which is a cable drive that rotates an ultrasonic
probe to create a circumferential scan. Both the tube and the drive cable are
sufficiently small and flexible to permit insertion into the vessel and ad-
vancement through the vessel to an imaging location.—RCW

5,584,294

43.80.Vj METHOD AND APPARATUS FOR
ULTRASONIC BLOOD FLOW DISPLAY

Shinishi Amemiya et al., assignors to GE Yokogawa Medical
Systems

17 December 1996„Class 128/660.05…; filed 10 October 1995

This is an ultrasonic power Doppler blood flow display apparatus in
which a change in the region selected for blood flow display is used to
display ab-mode image in the blood flow display region, while the blood
flow display region is moved, and to display the blood flow image in the
blood flow display region when the motion is stopped.—RCW

5,585,546

43.80.Vj APPARATUS AND METHODS FOR
CONTROLLING SENSITIVITY OF TRANSDUCERS

Turuvekere R. Gururaja et al., assignors to Hewlett–Packard
Company

17 December 1996„Class 73/1 DV…; filed 31 October 1994

Transducer element parameters such as temperature, acoustic pressure,
input power, and a figure of merit determined from the dielectric constant
and coupling coefficient are measured and stored. The stored data and model
relations are used to monitor operational parameters during use. Feedback
compensation is then determined and applied to maintain transducer sensi-
tivity substantially constant.—RCW

5,588,435

43.80.Vj SYSTEM AND METHOD FOR AUTOMATIC
MEASUREMENT OF BODY STRUCTURES

Lee Weng et al., assignors to Siemens Medical Systems,
Incorporated

31 December 1996„Class 128/660.07…; filed 22 November 1995

A user-designated geometric feature of an ultrasonic image frame is
employed along with one or two reference points for the calculation of
parameters that may be the circumference or diameter of the head or abdo-
men or the length of the humerus or femur. The image is then processed to
calculate the parameter using a predetermined approximating function. The
processing employs weighting, binarization, and morphologic filtering of the
image before creating the approximating function.—RCW

5,588,436

43.80.Vj PULSED DOPPLER PROBE

Krishna Narayanan et al., assignors to Cook Pacemaker
Corporation

31 December 1996„Class 128/662.03…; filed 11 October 1995

This probe is designed to monitor blood flow within a vessel. The
ultrasonic transducer30 is positioned on the vessel with a mesh band44and
thread48 that passes through the band. The thread is enclosed in a sheath17

along with wires26 connected to the ultrasonic transducer. to remove the
probe, the thread is cut and the sheath along with transducer is withdrawn
while the mesh band remains.—RCW
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A study of temporal features and frequency characteristics
in American English foreign accenta)

Levent M. Arslan and John H. L. Hansenb)

Robust Speech Processing Laboratory, Department of Electrical Engineering, Box 90291, Duke University,
Durham, North Carolina 27708-0291

~Received 10 May 1996; revised 2 August 1996; accepted 27 November 1996!

In this paper, a detailed acoustic study of foreign accent is proposed using temporal features,
intonation patterns, and frequency characteristics in American English. Using a database which
consists of words uttered in isolation, temporal features such as voice onset time, word-final stop
closure duration, and characteristics of duration are investigated. Accent differences for
native-produced versus Mandarin, German, and Turkish accented English utterances are analyzed.
Of the dimensions considered, the most important accent relayer is found to be word-final stop
closure duration. Mandarin accented English utterances show significant differences in terms of this
feature when compared to native speaker utterances. In addition, the intonation characteristics
across a set of foreign accents in American English is investigated. It is shown that Mandarin
speaker utterances possess a larger negative continuative intonation slope than native speaker
utterances, and German speaker utterances had a more positive intonation slope when compared to
native speaker utterances. Finally, a detailed frequency analysis of foreign accented speech is
conducted. It is shown that the midfrequency range~1500–2500 Hz! is the most sensitive frequency
band to non-native speaker pronunciation variations. Based on this knowledge a new frequency
scale for the calculation of cepstrum coefficients is formulated which is shown to outperform the
Mel-scale in terms of its ability to classify accent automatically among four accent classes. ©1997
Acoustical Society of America.@S0001-4966~97!03804-6#

PACS numbers: 43.10.Ln, 43.72.Lc, 43.71.Hw@JS#

INTRODUCTION

Foreign accent can be defined as the change in pronun-
ciation patterns of a non-native speaker due to his or her first
language background. Speakers of a second language often
exhibit varying degrees of foreign accent traits based on a
number of factors such as the age of second language learn-
ing and the length of residence in the second language speak-
ing country~Asher and Garcia, 1969; Leather, 1983; Flege,
1988; Flege and Fletcher, 1992b!. An understanding of the
causes and acoustic properties of foreign accent can be quite
useful in several areas such as speech synthesis, speech cod-
ing, and speech recognition. Defining the acoustic norms of
American English in terms of pronunciation patterns may
lead to more natural sounding speech output from text-to-
speech systems. In addition, for some applications it may be
desirable to produce speech with a specific regional or for-
eign accent. On the other hand, improved speech recognition
performance can be achieved by incorporating accent infor-
mation as a means of adapting to speaker differences. In a
recent study, Arslan and Hansen~1996! showed that incor-
porating accent information into an isolated word speech rec-
ognition system can lead to substantial improvement in rec-
ognizer performance. In a separate study, Brousseau and Fox
~1992! showed that improvement in the continuous speech
recognition rate can be achieved by retraining on European
French as opposed to Canadian French, or British English as
opposed to American English.

There has been considerable research directed at under-
standing the causes and acoustic characteristics of foreign
accent in English. In the text by Chreist~1964!, a brief over-
view of sound problems in foreign accent is presented, where
the issue of accent is regarded as a speech pathology prob-
lem. An alternative was considered in a study by Wells
~1982! where dialects in British English were examined from
a linguistics point of view. From an historical perspective,
these studies can be said to be more general in their treat-
ment of accent. Recently, there have been more focused
studies detailing the acoustic characteristics of foreign ac-
cent. For example, in a number of studies~Flege, 1980,
1984a; Flege and Hillenbrand, 1984b; Flege and Eefting,
1987; Flege, 1988; Flegeet al., 1992a, 1995; Port and
Mitleb, 1983; Munro, 1993; Crowther and Mann, 1992;
Bohn and Flege, 1992; Arslan and Hansen, 1996! specific
language accents were investigated in terms of their acoustic
characteristics. It was shown that the second formant (F2) is
statistically the most significant resonance frequency in dis-
criminating French accent from American accent for the
French syllables /tu/~’tous’! and /ty/~’tu’ !. In another study,
Arslan and Hansen~1996! compared computer algorithm
performance with that of human listener performance in the
detection and classification of foreign accent based on iso-
lated words. It was shown that a hidden Markov model
~HMM ! based computer algorithm could both detect and
classify accent better than the average human listener for
isolated word based acoustic features derived from utter-
ances of native and non-native speakers.

In this paper, we consider a study of temporal features,
intonation patterns, and frequency characteristics of accented
speech based on native-produced, Turkish, German, and

a!‘‘Selected research articles’’ are ones chosen occasionally by the Editor-
in-Chief, that are judged~a! to have a subject of wide acoustical interest,
and ~b! to be written for understanding by broad acoustical readership.

b!Electronic mail: http://www.ee.duke.edu/Research/Speech
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Mandarin accents. In Sec. I, we describe the database that
was established at Duke University for analysis of foreign
accent. In Sec. II, an assessment of each temporal feature’s
ability to discriminate accent is made based on statistics gen-
erated from the accent database. The investigated features
include voice onset time, word-final stop closure duration,
average voicing, and average word duration. In Sec. III, the
differences between intonation patterns of native and non-
native speaker utterances are analyzed. In Sec. IV, we
present an analysis to determine which frequency bands are
more sensitive to foreign accent. In addition, the validity of
using the Mel-scale in accent classification is questioned, and
a more appropriate scale for accent classification is proposed.
Finally, a discussion of the results and conclusions are drawn
in Sec. V.

I. ACCENT DATABASE

Based on an extensive literature review of foreign accent
problems in American English, a test vocabulary was se-
lected which contained a rich collection of phoneme class to
phoneme class transitions. Particular attention was paid to
select the set of words that were identified to be more prob-
lematic for non-native speaker production~Chreist, 1964!.
The chosen vocabulary consists of 20 isolated words, and
four test sentences. These words and phrases are listed in
Table I. The data corpus was collected using a mixture of
two environmental conditions including a head-mounted mi-
crophone in a quiet office environment and an on-line tele-
phone interface~43 speakers used microphone input, 68
speakers used telephone input!. The speakers were from the
general Duke University community. All speech was
sampled at 8 kHz and each vocabulary entry was repeated
five times. Practice was not permitted before recording be-
gan. Available speech includes native-produced American
English, and English under the following accents: German,
Mandarin, Turkish, French, Persian, Spanish, Italian, Hindi,
Rumanian, Japanese, Greek, and others. For the studies con-
ducted here, the focus was on American English speech from
48 male1 speakers between the ages of 20 and 40 across the
following four accents: native-produced, Turkish, Mandarin,
and German. In the evaluations, the microphone speech was
bandpass filtered between 100 and 3800 Hz in order to simu-
late the same telephone channel response, and thereby pro-
vide consistency in the database.

II. TEMPORAL FEATURES

Studies have suggested that duration is an important su-
prasegmental feature in perception of foreign accent. A
speaker often exhibits accent through hesitations, pauses, and
the amount of time spent in producing or forming strings of
different phonemes or phoneme classes. A number of studies
have considered the analysis of temporal features in accented
speech. For example, studies by Caramazzaet al. ~1973!,
Flege ~1980!, Flege and Hillenbrand~1984b!, and Port and
Mitleb ~1983! showed that voice onset time is an important
parameter in detecting the presence of French accent.
Crowther and Mann~1992! investigated native language fac-
tors affecting use of vocalic cues to final consonant voicing.
They found that Japanese and Mandarin speakers of English
show less difference inF1 offset frequencies in their tokens
of pod compared to their tokens ofpot. In another study,
Byrd ~1984! investigated the speaking-rate differences
among eight regional dialects of American English in the
TIMIT database.2 Byrd found significant differences between
the ‘‘Army Brat’’ 3 group and ‘‘South,’’ and ‘‘Army Brat’’
and ‘‘South Midland’’ dialects. Part of the difference re-
sulted from the frequency of pauses. Speakers from South
Midland and South paused more often than expected, while
speakers from the North Midland, West, and the ‘‘Army
Brat’’ paused less often than expected given a random dis-
tribution.

In this study, we investigate voice onset time and word-
final stop closure duration across native-produced, Turkish,
Mandarin, and German accented English. Two of the lan-
guage accents studied~Turkish, Mandarin! do not possess
voiced stops at the word-final position. In addition, Mandarin
does not have unvoiced stops at the word-final position.
These facts led us to choose word-final stop closure duration
as one variable in our study. Voice onset time has been in-
vestigated by many researchers~Caramazzaet al., 1973;
Flege, 1980; Flege and Hillenbrand, 1984b! for the study of
foreign accent, and therefore was chosen as the second vari-
able to analyze. In addition, average voicing duration and
average word duration are investigated which are found to be
affected to a large extent by accent related factors based on
time-frequency analysis of the accent database. The study
here is by no means intended to cover all aspects of foreign
accent in English; rather, we focus our analysis on a subset
of acoustic features that we believe to be significant for the
language accents considered here.

A. Word-final stop closure duration

Word-final stop closure duration has been investigated
in several recent research studies. Port and Mitleb~1983!, for
example, showed that there are significant differences in con-
sonant closure durations between word-final lax and tense
stops produced by Arab and American speakers of English.
In a separate study, Flegeet al. ~1992a!, reported signifi-
cantly longer closure durations in final stops produced by
Mandarin and Spanish speakers when compared to native
English speakers.

An extensive analysis of word-final stop closure dura-
tion was conducted using selected entries from the accent
data corpus. This included the following words:would, bird,

TABLE I. List of words and phrases that are included in the foreign accent
database.

Foreign accent database

Words
aluminum catch line student thirty

bird change look target three
boy communication root teeth white

bringing hear south there would
Phrases

This is my mother.
He took my book.
How old are you?

Where are you going?
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target, look, root, white. In our analysis of time-frequency
responses of native and non-native speaker utterances, we
observed that the closure duration prior to the release of a
stop consonant at the end of a word~word-final stop closure
duration! is in general longer for non-native speakers than
for native speakers. In Fig. 1, spectrograms of the English
word ‘‘would’’ from eight different speakers are shown. The
four spectrograms in Fig. 1~a! belong to American speakers,
and the four spectrograms in Fig. 1~b! belong to Mandarin
speakers. The closure before the release of the stop conso-
nant /D/4 is significantly longer in duration~155 ms on av-
erage! for all Mandarin versus native speakers. This result
complies with a previous study by Flegeet al. ~1992a! which
indicates that Mandarin speakers produce the stop /D/ in
bVd andsVdwords 30–40 ms longer than American speak-
ers. The small difference in the two studies may be due to
different speaker population characteristics. Descriptive sta-
tistics of word-final stop closure durations are obtained

across six words under the four accents~native-produced,
Mandarin, German, and Turkish!. In this analysis, a total of
12 male speakers from each accent group, and three tokens
of each word from each speaker were used in estimating the
statistics.5 In order to assess the significance of differences
among the four accent classes in terms of word-final stop
closure duration, a one-way analysis of variance was per-
formed. The results are summarized in Table II. The word-
final stop closure duration for the wordwouldwas found to
be highly dependent on speaker accent. However, it should
be noted here that the largest contribution to statistical sig-
nificance of differences across the four language accents
comes from voiced stops produced by Mandarin speakers.
Therefore, pairwise statistical significance tests were per-
formed where native English closure durations were com-
pared to Turkish, German, and Mandarin closure durations.
The results of these tests are also summarized in Table II,
with the superscript b indicating a (p,0.05! statistical sig-

FIG. 1. Illustration of the change of stop closure durations~i.e., stop closure durations are indicated by solid bars above spectrograms! for the word ‘‘would’’
due to Mandarin accent.~a! Spectrograms of four native speaker utterances.~b! Spectrograms of four Mandarin speaker utterances.
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nificance, and a superscript c indicating a (p,0.01! signifi-
cance. Mandarin speakers had significantly longer stop clo-
sure durations for both word-final /T/ and /D/ sounds when
compared to American speakers. However, for the /K/ sound
in look, the differences were not statistically significant. Both
Turkish and German speakers had significantly longer clo-
sure durations for the voiced stop /D/ when compared to
native speakers. However, for unvoiced stops such as /T/ and
/K/ the closure durations for Turkish and German speakers
were not significantly different from American speakers.
These results verify the presence of a direct influence from
the first language background of the non-native speaker to
his/her accent, since the Mandarin language does not allow
voiced or unvoiced word-final stops, whereas Turkish does
not allow voiced stops in word-final position.

Among the stop consonants, non-native speakers consis-
tently used longer closure duration for the /D/ sound in
wouldandbird. For the accents considered, Mandarin speak-
ers were found to employ consistently longer closure dura-
tion for the investigated stop consonants.

In order to evaluate the discriminative power of word-
final stop closure duration in terms of accent classification,
the mean6 and standard deviation are used to generate Gauss-
ian probability density functions~PDF! for each word under
each accent. Next, a maximum-likelihood classifier is devel-
oped which employs the PDF’s in order to make a decision
as to which accent PDF results in the closest match for an
input set of data samples. Finally, the true accent classes and
accent classes obtained after employing the maximum-
likelihood classifier are compared to calculate the average
accent classification rate based on the word-final stop closure
duration. The closed set accent classification rate obtained
following this approach is shown in Fig. 2. The average clas-
sification rate using only word-final stop closure duration is
44.9%, which is significantly higher than the chance rate
~25% for four accents!. Accent classification performance
over several words with final stops are also summarized.
Consistent classification results were obtained for both
voiced and unvoiced stops. Here, it should be emphasized
that the classification rate is based on closed test data, and
should therefore be used only for the purposes of comparison
as a relative confidence measure for the feature. The value of
the classification rate here will take on further meaning when
compared to the classification rates obtained from voice on-

set time and average voicing duration features in the follow-
ing sections. Based on this average classification rate and the
statistical significance test results, it can be concluded that
word-final stop closure duration is a useful discriminator of
accented speech.

B. Voice onset time

In this section, we consider voice onset time as a poten-
tial accent discriminator. Voice onset time~VOT! represents
the interval between the release burst of a leading stop con-
sonant and the onset of voicing for the following vowel.7

Caramazza and Yeni-Komshian~1974! found that French
talkers produced the /T/ phoneme with VOT values signifi-
cantly longer than the VOT measured in French words pro-
duced by French monolinguals. However, in an experiment
conducted by Flege~1984a!, the /T/ edited from French
speaker utterances of the /tu/ and /ti/ syllables were 30 and
15 ms shorter than that of native English speakers on the
average. This result was also consistent with other studies on
foreign accent~Caramazzaet al., 1973; Flege, 1980; Flege
and Hillenbrand, 1984b!.

In the present study, VOT values were investigated
across four accents for a set of words which include a stop
consonant in the initial position~target, teeth, catch, commu-

FIG. 2. Closed set accent classification rates among four accent classes
~native-produced, Mandarin, Turkish, German! based on the maximum-
likelihood estimate of word-final stop closure durations.

TABLE II. A descriptive statistical analysis of word-final stop closure duration across accent groups. The mean
and standard deviation~in parentheses! of word-final stop closure duration for each accent class across various
words are listed. Null hypothesis represents the case where the averages of word-final stop closure durations are
equal across four accents~native-produced, Turkish, German, Mandarin!. ~a: p,0.01!. Pairwise ANOVA re-
sults comparing native-produced versus non-native accents are summarized as:b:p,0.05,c:p,0.01.

Analysis of variance results for
word-final stop closure duration~ms!

Word English Mandarin Turkish German F~3,140!

would 64.5~13.7! 119.0~34.1!c 85.5 ~24.0!c 81.7 ~31.1!c 27.8a

bird 64.1~12.2! 104.0~35.5!c 94.9 ~30.3!c 76.2 ~17.8!c 18.7a

target 89.8~33.1! 118.3~28.8!c 85.8 ~15.7! 80.5 ~25.1! 19.2a

look 124.4~37.9! 138.0~33.4! 111.5~28.2! 108.2~21.5!b 7.3a

root 104.7~33.7! 138.1~28.0!c 99.0 ~16.9! 99.3 ~30.7! 19.1a

white 102.6~34.0! 128.1~30.7!c 102.6~14.5! 111.4~29.0! 7.5a
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nication!. In general, Turkish speakers demonstrated shorter
voice onset times, whereas Mandarin and German speakers
had longer voice onset times when compared to American
speakers. However, as shown in Table III, the statistics of
VOT are not significantly different enough to discriminate
reliably among the four accents. For the wordsteeth and
catch, the average VOT differences across accent classes did
not reach the minimum significance level (p.0.05!. Pair-
wise statistical significance tests~also shown in Table III!
verified that, in general, voice onset time is not a significant
discriminator among the accent classes considered in this
study. The VOT value for the unvoiced /T/ intarget was
found to be significantly shorter for Turkish speakers~57 ms!
when compared with American speakers~69 ms!. In addi-
tion, the VOT value for the /K/ sound incommunicationwas
found to be significantly shorter for Mandarin speakers~57
ms! when compared to American speakers~65 ms!. As a
result, when the maximum-likelihood classifier was em-
ployed for accent classification based on voice onset times
for these words, an average classification rate of 32.0% was
achieved in the closed set. The detailed classification results
across the four words are shown in Fig. 3. Although this
feature did not prove to be a strong indicator among the
accent classes considered here, it may be more useful as a
secondary feature in accent classification or potentially use-
ful for other accent classes not considered here.

C. Average voicing duration

The third temporal feature investigated for accent dis-
crimination is average voicing duration. There have been a
number of studies on vowel duration as a perceptual cue to
the voicing feature in word-final stops produced by native
speakers of English~Raphael, 1972; Repp, 1978; Wardrip-
Fruin, 1982; Hogan and Rozsypal, 1980; Port and Dalby,
1982!. Voicing duration is measured from the first positive
peak in the periodic portion of voiced speech until the point
where voicing ends~i.e., the speech becomes unvoiced!. The
following eight words from the vocabulary set were selected
for analysis:bird, catch, change, hear, look, south, boy,
teeth. The statistics obtained here were based on the same
speakers and accent classes as in the previous sections. Table
IV summarizes the statistical analysis of average voicing du-
ration. Excluding the wordchange, all words considered
showed statistically significant differences among accent
classes in terms of their average voicing duration. Accent
classification rates across the eight words after employing
the maximum-likelihood classifier are shown in Fig. 4.
Again we see consistent performance, with an average clas-
sification rate of 37.0% which is clearly above the chance
probability. In general, non-native speakers spent longer
times in voiced speech sections. In particular, average voic-
ing duration for Mandarin speakers was consistently longer
than for native speakers.

D. Average word duration

Next, the average word duration is analyzed among the
four accents as an indicator of the speaking rate. Using the
same speaker and accent set, the average word duration and
its standard deviation for the 20 words available in the data-
base were obtained and tabulated in Table V. With the ex-
ception of the following three words~bringing, change, and
would!, the remainder of the 20 word vocabulary did reach
statistically significant differences in average word duration
for the accents considered. Mandarin speakers had signifi-
cantly slower phoneme production rates when average word
duration was chosen as the criterion. Average word duration
for Mandarin speakers was 813 ms, whereas it was 741 ms
for native speakers. In contrast with Mandarin speakers,
Turkish speakers were found to be using shorter duration
~725 ms! for the production of word utterances when com-
pared to native speakers. One possible explanation for this

FIG. 3. Closed set accent classification rates among the four accents based
on a maximum-likelihood classifier using voice onset time.

TABLE III. A descriptive statistical analysis of voice onset time across accent groups. Null hypothesis repre-
sents the case where the averages of voice onset times are equal across four accents~native-produced, Turkish,
German, Mandarin!. ~a: p,0.05!. Pairwise ANOVA results comparing native-produced versus non-native ac-
cents are summarized as:b:p,0.05,c: p,0.01.

Analysis of variance results for
voice onset time~ms!

Word English Mandarin Turkish German F~3,140!

target 69.2~20.1! 72.4~22.1! 57.4~16.3!c 73.0~28.5! 4.1a

teeth 76.1~18.4! 79.6~23.9! 72.7~23.1! 78.6~22.5! 0.7
catch 70.5~18.0! 73.1~16.4! 69.9~13.3! 80.6~28.8! 2.3

communication 65.4~19.1! 57.1~14.6!b 63.3~16.2! 69.3~15.2! 3.7a
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might be that Turkish speakers generally substitute shorter
steady-state vowels for diphthongs in American English.

III. INTONATION

When a native speaker listens to foreign accented
speech, it is quite common to perceive a change in the into-
nation patterns. The role of intonation in English and other
languages has been studied extensively~Bolinger, 1958;
Chomsky and Halle, 1991; Leon and Martin, 1980; Pilch,
1970!. In general, each language shows different intonation
patterns depending on syntax, semantics, and phonemic
structure. An experiment by Groveret al. ~1987! verified that
French, English, and German speakers differ in the slopes
~fundamental frequency divided by time! of their continua-
tive intonation. In Fig. 5, the average intonation slopes
among the four accents considered here are shown. The
slopes are calculated based on the following delta parameter
computation:

D f 0~ l !5F (
k52K

K

k f0~ l2k!G•G, 1<n<P, ~1!

where l is the frame index, andG is a gain term chosen to
make the variances off 0( l ) andD f 0( l ) equal.

8 Here,6K
represents a 75-ms delta pitch analysis window. It should be

noted that the slope calculation is based on words produced
in isolation from the accent database using the previous set
of 48 male speakers. The results discussed here should not be
extended to continuous speech, since other suprasegmental
issues must also be addressed. In fact, a study using continu-
ous speech utterances could better represent intonation char-
acteristics in a language accent. However, in this study the
primary focus was on experiments using isolated speech ut-
terances, and the results and conclusions of this study should
be regarded in this context.

Based on the average intonation slopes and their varia-
tion across speakers, three important conclusions can be
drawn.

„1… German speakersconsistently exhibited more positive
continuative intonation slopes than American speakers.

„2… Mandarin speakers consistently exhibited more nega-
tive continuative intonation slopes than American speakers,
which was due primarily to the sharp fall in pitch contour at
the end of utterances.

„3… Turkish speakers showed much less variation in their
intonation contours when compared to other accents.

The above results agree with previous findings that Ger-
man speakers exhibit more positive intonation slope than
American speakers, and that pitch information can be useful
in determining the accent or language class of a speaker
~Grover et al., 1987!. It should be noted that other factors
also affect pitch characteristics such as a speaker’s emotional
state or the lexical stress across a word, phrase, or sentence.
In general, the pitch variance across words is quite large as
expected for a time-varying speech feature, which makes use
of the maximum-likelihood classifier very difficult. There-
fore, although pairwise accent classification~i.e., German
versus English or Mandarin versus English! may benefit
from pitch information, when a larger set of accent classes
are employed it is not expected to provide a significant level
of accent discrimination.

IV. FREQUENCY CHARACTERISTICS

In this next section, the focus for accent feature analysis
shifts to frequency domain characteristics. Features that rep-
resent frequency characteristics of speech are commonly
used in speech recognition systems. Although there has re-

FIG. 4. Closed set accent classification rates among the four accents based
on the maximum-likelihood estimate of average voicing duration.

TABLE IV. A descriptive statistical analysis of average voicing duration across accent groups. Null hypothesis
represents the case where the averages of average voicing duration are equal across four accents~native-
produced, Turkish, German, Mandarin!. ~a: p,0.05.! Pairwise ANOVA results comparing native-produced
versus non-native accents are summarized as:b: p,0.05,c: p,0.01.

Analysis of variance results for
average voicing duration~ms!

Word English Mandarin Turkish German F~3,140!

bird 233.5~48.8! 283.7~53.5!c 234.1~46.2! 245.4~43.8! 8.8a

catch 137.9~25.5! 179.3~40.0!c 148.6~22.4! 150.5~27.1!b 13.0a

change 306.2~47.8! 325.3~65.7! 303.1~42.4! 316.3~51.2! 1.4
hear 273.8~60.0! 325.7~55.0!c 259.4~35.3! 325.3~66.8!c 14.2a

look 194.8~41.6! 220.0~45.3!b 197.0~43.0! 221.5~45.2!c 4.1a

south 224.0~39.2! 258.3~48.1!c 229.6~31.4! 255.0~37.4!c 7.1a

boy 322.8~67.9! 383.6~73.0!c 318.7~60.4! 346.6~74.8! 6.7a

teeth 163.2~23.1! 216.6~64.6!c 205.0~44.9!c 195.4~42.6!c 9.0a
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cently been significant improvement in speech recognition
algorithm development, automatic speech recognition perfor-
mance still lags far behind that achieved by humans. There-
fore, in order to formulate better speech recognition algo-
rithms, it may be beneficial to first consider aspects of the
human auditory perception mechanism. Studies on psycho-
acoustic analysis of the human auditory perception mecha-
nism have shown that the human ear responds differently to
each acoustic tone based on their relative frequencies. Em-
pirical evidence suggests that the human ear is more sensi-
tive to low-frequency signals. After extensive experimental
analysis, the Mel-scale was formulated for the sampling of

the frequency axis based on perceptual criteria~Koenig,
1949!. Speech features derived using the Mel-scale have also
resulted in superior speech recognition performance when
compared to parameters obtained from a linear scale~Davis
and Mermelstein, 1980!.

In this section, our main argument is that the problem of
accent classification is different than that experienced in
speech recognition. Therefore care must be taken when ap-
plying standard speech recognition parametrization tech-
niques to the problem of accent classification~the same
could also be said for speaker verification and language iden-
tification!. It could be argued that a non-native speaker will
focus his attention on speaking as close to an idealized native
speech goal as possible based on ‘‘perception’’ of his own
speech. As such, attempts would first be made to correct
perceptually the most significant differences in pronunciation
when compared to the native speaker pronunciation~e.g.,
what is typically done when students listen to teaching tapes
of a new language!. Therefore, a parameter set which is
based on perceptual criteria for speech recognition may not
be the optimal feature set for the problem of accent classifi-
cation. In light of this argument, a series of experiments were
conducted in order to assess the statistical significance of
various resonant frequencies and frequency bands for both
speech recognition and accent classification. The following
sections will discuss the experimental framework and corre-
sponding results.

A. Formant frequencies

In a previous study by Flege~1984a!, the French syl-
lables /tu/~’tous’! and /ty/ ~’tu’ ! produced in three speaking
tasks by native speakers of American English and French
talkers living in the United States were examined. Acoustic

FIG. 5. Average intonation slopes across the four accents based on the
20-word accent database.

TABLE V. Average word durations and standard deviations~in parentheses! across four accents for isolated
words in the database.@a: statistically significant~p,0.05!.#

Statistics related to speaking rate
differences among accents~in ms!

Word
Native-produced

m~s!
Mandarin

m~s!
Turkish

m~s!
German

m~s! F~3,143!

aluminum 794~ 97! 894~123! 782~114! 867~102! 20.4a

bird 671~123! 744~194! 659~112! 676~ 99! 4.9a

boy 648~131! 727~120! 623~ 94! 662~101! 10.6a

bringing 753~156! 783~153! 756~117! 771~132! 2.1
catch 742~111! 794~119! 691~ 88! 763~ 75! 4.9a

change 828~106! 842~130! 763~ 97! 834~ 71! 2.3
communication 1047~118! 1133~155! 1092~144! 1134~ 94! 5.2a

hear 685~ 88! 773~124! 671~100! 754~ 84! 11.4a

line 755~143! 783~105! 692~121! 776~ 96! 2.9a

look 665~ 96! 702~139! 629~ 95! 714~ 93! 3.9a

root 680~129! 798~176! 721~112! 795~ 94! 12.4a

south 786~138! 814~140! 746~101! 814~ 87! 4.3a

student 895~150! 994~151! 913~115! 967~123! 4.7a

target 706~121! 874~158! 746~121! 790~101! 16.5a

teeth 719~124! 768~162! 691~110! 717~ 82! 2.9a

there 690~101! 776~172! 672~118! 732~112! 6.3a

thirty 668~126! 800~163! 679~ 97! 734~105! 20.0a

three 727~168! 762~156! 634~113! 723~ 89! 10.6a

white 671~142! 787~141! 682~101! 729~ 92! 10.6a

would 679~115! 704~165! 640~117! 680~ 83! 2.2
Avg.~ms! 741 813 725 782
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analysis revealed that the American talkers produced the /U/
sound with significantly higherF2 and F3 formant
frequency9 locations than the French talkers. Fant~1970!
performed a series of experiments in order to investigate the
influence of the place of tongue constriction and the constric-
tion area on formant frequencies. In Fig. 6, the measure-
ments of formant frequencies based on an electrical line ana-
log ~LEA10) of the vocal tract model are plotted. In the
graph, the horizontal axis corresponds to the axial coordinate
of the tongue constriction center. Each of the three curves
represent formant frequencies corresponding to the area of
constriction values ranging between 0.16 and 8.0 cm2. Based
on these curves it can be stated that a very small change in
the place of the center tongue constriction or the cross-
sectional area at the tongue center constriction can lead to
large shifts inF2 andF3 , whereas the remaining formants
follow a more gradual change. Large shifts in the frequency
location ofF1 can only be observed when the overall shape
of the vocal tract is changing~e.g., an increasing vocal tract
area as in /AA/ versus a decreasing vocal tract area in /IY/!.
In general, non-native speakers do not produce the same
tongue movements as native speakers, since they automati-
cally produce different sounds based on learned tongue
movements of their native language. Therefore, it is sug-
gested thatF2 andF3 will play a bigger role in the discrimi-
nation of foreign accent.

In our analysis of frequency across the accent database,
F2 and F3 contours of native speaker utterances were ob-
served to be significantly different from that of non-native
speaker utterances. When time-frequency analysis of all
words in the corpus was conducted for the four accents, we
observed that the relative position ofF3 with respect toF2

for the /ER/ sound was consistently different between native
and non-native speakers. In Fig. 7, a comparison between the
spectrograms of native and non-native speakers for the /ER/

sound inbird is illustrated. For American speakers,F3 col-
lapses intoF2 for the /ER/ sound@Fig. 7~a!# which suggests
early oral cavity closure resulting from the tip of the tongue
touching the hard palate and sliding back. However, for
some non-native speakers the tongue does not touch the hard
palate until the very last moment in the production of the
/ER/ sound, which causes some degree of separation between
these two formant frequencies@Fig. 7~b!#.

A series of experiments were also performed in order to
assess the relative significance of formant frequencies in the
discrimination of accent. First, voiced sections of each word
in the database were extracted. Next, the first four formant
frequencies are estimated for each time frame. The formant
frequency tracks were visually inspected and corrected after
using a standard computer algorithm. For each formant fre-
quency the derivative is estimated based on the delta param-
eter computation from Eq.~1!. A hidden Markov model
~HMM ! is obtained for each word in the database for each
accent using one formant with its derivative at a time~e.g., a
HMM is formed based onF1 and deltaF1 parameters of the
word thirty from the Turkish training speaker set!. It is im-
portant to note that when generating the HMM models, all
the available data from speakers sharing the same first lan-
guage background is used, and therefore no attempt is made
to subjectively judge the level of accent exhibited by each
utterance. Arslan and Hansen~1996b! attempted to address
this issue by proposing a selective training algorithm to au-
tomatically detect any unreliable tokens11 in the data and
reduce their weights in the HMM model generation phase.
Although improvements have been reported, this issue still
poses an important problem in automatic accent model gen-
eration. Here, the HMM based accent recognizer employing
formant location structure was evaluated. Open test accent
classification results for the first four formant frequencies are
shown in Fig. 8~a!. Using the HMM set trained from Ameri-

FIG. 6. The influence of the place of tongue constriction and constriction area on the formant frequencies. Each of the three curves for each formant frequency
represent the contours corresponding to different cross-sectional areas at the place of constriction~dot-dashed line:A58.0cm2, dashed line:A52.0 cm2, solid
line: A50.16 cm2). Adopted from Fant~1970!.
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can speakers, we evaluated speech recognition performance
based on the 20-word vocabulary using a new~i.e., open! set
of American speakers. In this case, the open test speech rec-
ognition performance for each formant is shown in Fig. 8~b!.
Here, speech recognition and accent classification evaluation
is conducted for each formant. When accent classification
and speech recognition performance are compared,F2 is

found to be the most significant resonant frequency contrib-
uting to correct classification for both problems. However,
F1 which is known to be important in speech recognition
~and demonstrated here!, was not found to be as useful as
F2 in accent classification. This result also supports our pre-
vious argument regarding the accented speech production
mechanism, which states that previously developed percep-

FIG. 7. Illustration of the influence of accent onF2-F3 separation in /ER/ sound inbird: ~a! three native speakers~b! three non-native speakers~from top to
bottom, Turkish, Mandarin, German!.

FIG. 8. The influence of formant frequencies on the performance of~a! accent classification and~b! speech recognition.
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tual based critical frequency scales may not play such a sig-
nificant role in differentiating between accent classes.

B. Filter banks

In automatic speech recognition systems, it is often dif-
ficult to work with formant frequencies as a standard param-
eter set because of the uncertainty involved with the estima-
tion of these resonances. Moreover, the formant frequencies
are not accurate representations of unvoiced sounds such as
/F/ and /P/. Generally, a parameter set that represents the
entire frequency band~e.g., filter bank coefficients or Mel-
frequency cepstrum coefficients! is used in practice. In order
to investigate the accent discrimination ability of various fre-
quency bands, a series of experiments were performed. The
frequency axis~0–4 kHz! was divided into 16 uniformly
spaced frequency bands, as shown in Fig. 9. Energy in each
frequency band is weighted with a triangular window. Next,
the output of each filter is used as a single parameter in
generating an HMM for each word across the four accent
classes. Using a single filter bank output as the input param-
eter, isolated word HMM’s for native-produced, Turkish,
Mandarin, and German accented English were generated via
the forward-backward training algorithm. The HMM topol-
ogy was a left-to-right structure with no state skips allowed.
The number of states for each word was between 7 and 21,
and was set proportional to the duration of each word. In the
training phase, 11 male speakers from each accent group
were used as the closed set and 1 male speaker from each
accent group was set aside for open speaker testing. In order
to use all speakers in the open test evaluations, a round-robin
training scenario was employed~i.e., the training simulations
were repeated 12 times to test all 48 speakers under open test
conditions!.

In Fig. 10, plot ~a! shows accent classification perfor-
mance across the 16 frequency bands. In order to compare

accent classification performance to speech recognition per-
formance across frequency bands, a second experiment was
performed. Using only HMM’s trained with native-produced
English utterances obtained in the previous experiment, open
set American speaker utterances were tested to establish
speech recognition performance on the 20-word vocabulary.
The speech recognition performance as a function of fre-
quency is shown in Fig. 10~b!. From the graphs, it can be
concluded that the impact of high frequencies on both speech
recognition and accent classification performance is reduced.
However, midrange frequencies~1500–2500 Hz! contribute
to accent classification performance to a greater extent than
for speech recognition, whereas low frequencies improve
speech recognition performance more than for accent classi-
fication. These results are consistent with those obtained with
individual formant frequencies, since theF2-F3 range which
was shown to be significant in accent discrimination roughly
corresponds to the 1500–2500 Hz frequency range, andF1

which was shown not to be as significant in accent discrimi-
nation corresponds to lower frequencies in Fig. 10~a!.

The Mel-scale which is approximately linear below 1
kHz and logarithmic above~Koenig, 1949!, fits suitably with
that of speech recognition performance across frequency
bands. However, the results here suggest that it is not the
most appropriate scale to use for accent classification. There-
fore, a new frequency axis scale was formulated for accent
classification which is shown in Fig. 11. Since a larger num-
ber of filter banks are concentrated in the midrange frequen-
cies, the output coefficients are able to emphasize accent
sensitive features better. The 16 center frequencies of the
filter bank which range between 0–4 kHz are also given in
Fig. 11.

While this new frequency scale will prove to be useful
for accent, it could be argued that the frequency based results
in Fig. 10 could be biased due to the chosen vocabulary or
accent classes under consideration. Although this is a valid
argument, the results presented here do show statistically sig-
nificant performance improvement. Future studies may con-

FIG. 9. The extraction of filter bank coefficients.

FIG. 10. Comparison of accent classification versus speech recognition per-
formance based on the energy in each frequency band.
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sider larger databases or a wider range of accent classes.
Unfortunately, at the present time, no extensive database is
available~such as the OGI multilanguage or TIMIT available
through LDC!12 in order to perform more extensive analysis
across a wider range of accents. However, the main goal in
this section on frequency is to show that accent classification
is a different problem than speech recognition. Since we
have evaluated both accent classification and speech recog-
nition performance on the same vocabulary set, respective
rates based on each frequency band provide sufficient evi-
dence to suggest that accent sensitive frequencies are some-
what different than perceptually motivated frequencies for
recognition. The reason for the relatively poor accent classi-
fication rates at low frequencies can be explained by our
previous hypothesis. Since the human auditory system is
highly sensitive to low frequencies~Zwicker and Fastl,
1990!, non-native speakers concentrate on correcting the
low-frequency characteristics in their speech. On the other
hand, the frequency response in midrange frequencies
~1500–2500 Hz! differ from that of native speech, because
the non-native speaker’s auditory system is not as perceptu-
ally sensitive to changes in this frequency range. These fre-
quencies (F2-F3 range! also represent detailed tongue move-
ment which most non-native speakers have difficulty in
adopting.

In order to compare the performance of the accent-
sensitive frequency sampling scheme to that of the Mel-scale
and linear scales, an accent classification experiment was
performed on the accent database. The following three sets
of cepstrum coefficients were extracted from the isolated
word utterances across the four accents~native-produced,
German, Turkish, Mandarin!: ~i! cepstrum coefficients de-
rived from uniform sampling of the filter banks,~ii ! Mel-
frequency cepstrum coefficients, and~iii ! cepstrum coeffi-
cients derived from accent-sensitive sampling of the filter
banks. Using each parametrization approach, separate iso-

lated word HMM’s were generated using the forward-
backward training algorithm. In order to reduce spectral bias,
the long-term cepstral mean removal method is applied to
each parameter set. The average accent classification rates
for these parameter sets are shown in Table VI. The param-
eter set derived from the accent-sensitive scale resulted in the
highest performance. It is also observed that the Mel-scale
performed better than the linear scale for accent classifica-
tion. When delta parameters as calculated using Eq.~1! are
added to the feature set, an increase in accent classification
rate is obtained across all three frequency scales, while the
same ordering of performance among the three parameter
sets is retained. The improved results after addition of delta
parameters are also shown in Table VI. The results show that
the use of an accent sensitive frequency scale in calculation
of the cepstral parameters improves accent classification per-
formance. The same frequency scale has also been tested for
the related task of language classification, and significant im-
provement was achieved using the OGI multilanguage data-
base~Arslan, 1996!.

V. DISCUSSION AND CONCLUSION

In this study, a detailed acoustic feature analysis of for-
eign accent in American English has been considered using
temporal features, intonation patterns, and frequency charac-

FIG. 11. A new sampling scheme for the filter banks which is more sensitive to accent characteristics.

TABLE VI. Comparison of the linear scale, Mel-scale, and accent-sensitive
scales in terms of their accent classification performance among native-
produced, Mandarin, Turkish, and German accented English.

Comparison of different frequency scales
in terms of accent classification performance

Linear scale Mel-scale Accent-sensitive

Accent classification % 55.4 57.1 58.3
With delta 60.0 60.7 61.9
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teristics. First, it was shown that word-final stop closure du-
ration is a significant indicator of accent. This was especially
true for Mandarin speakers who could be identified reliably
by their usage of long closures before the release of stop
consonants at the end of word utterances. Voice onset time,
on the other hand, was not found to be as useful in the
discrimination of accented utterances for the set of accent
classes considered. In general, durational parameters at the
segmental and word level were found to be significant fea-
tures in the study of foreign accent. The slope of the intona-
tion contour differed among the four accent classes studied,
namely native-produced, Mandarin, Turkish, and German. In
general, Mandarin speaker utterances had a more negative
intonation slope than native speaker utterances, and German
speaker utterances had a more positive continuation slope
than native speaker utterances.

In terms of frequency analysis of foreign accent, a num-
ber of significant results were obtained. The motivation for
the study of frequency analysis was due to our belief that a
parameter set designed based on perceptual criteria for
speech recognition would not be the best parameter set for
the problem of accent classification. This is because non-
native speakers concentrate their efforts highly on following
native speaker pronunciation patterns, and in order to accom-
plish this they rely on feedback from their auditory system.
The auditory perception mechanism, in turn, is highly sensi-
tive to changes in low frequencies~perceptually significant
frequencies!. Therefore, speakers attempt to correct the low-
frequency component of their utterances. With minor
changes in their tongue movements, they can accomplish this
correction to a large extent, but major tongue movements
which are a learned habit through years of their first language
experience are not as easy to modify. Therefore, the frequen-
cies in theF2-F3 range should be the most sensitive frequen-
cies to assess accent characteristics. In order to test this hy-
pothesis, formant frequencies were first analyzed in terms of
their ability in discriminating accented speech from native
speech. In general, the second formant was found to be the
most significant indicator of foreign accent characteristics.
An additional experiment employing filter banks to identify
accent sensitive frequency bands was also conducted, and
similar results to that found in formant frequency analysis
were obtained. The frequencies in the 1500–2500 Hz range
were shown to be the most important frequencies based on
accent classification performance. Finally, a new frequency
sampling scheme was proposed and evaluated in the calcu-
lation of cepstrum coefficients in place of the commonly
used Mel-scale. Consistent improvement over the Mel-scale
was obtained through the use of the proposed accent-
sensitive frequency scale with or without the inclusion of
delta coefficients in the parameter set. We point out that
future studies could consider integrating a measure of second
language proficiency as part of the development of more ad-
vanced accent assessment methods. In conclusion, this study
has shown that a variety of both temporal and frequency
domain characteristics are modified when accent is present in
American English, and that these issues can be used to for-
mulate effective accent classification algorithms.

1In the analysis of frequency for this study, it was necessary to separate male
and female speakers. Unfortunately, a sufficient number of female speakers
for the accents under consideration were not available in the database in
order to perform a similar acoustic analysis.
2
Detailed information about the TIMIT database is available through the
Linguistics Data Consortium ~LDC! ~URL address: http:
//www.cis.upenn.edu/; ldc/home.html!. Details can be found in Fisheret al.
~1986!.
3
The American English group ‘‘Army Brat’’ refers to a person who has
moved frequently across the U.S., and therefore may possess less of a
regional dialect. This term is derived from U.S. military personnel who are
normally moved frequently across the U.S.
4
In this study, uppercase ARPABET notation is used to describe phonemes
for American English. See Deller, Proakis, and Hansen~1993!, p. 118 for a
summary.
5
Three out of five tokens from each speaker, which were identified to have
the most audible/visible release bursts for human operator labeling, were
selected for statistical analysis.
6
In order to better characterize the accented speech data, outliers in the data
greater than 5s were removed in the estimation of the mean.
7
VOT is normally measured from the stop release to the instant of voicing.
As such, VOT is positive for unvoiced stops, and negative for voiced stops.
Here, only unvoiced stops were considered for accent classification.
8
Obtaining similar variances between actual parameters and delta parameters
are important in HMM training for most speech applications.
9
In this discussion, the first, second, third, and fourth formants will be rep-
resented asF1 ,F2 ,F3 , andF4 , respectively.
10
For a more complete description of the LEA speech synthesizer, see Fant
~1970!, p. 100.

11
The term ‘‘unreliable’’ here, refers to speech which does not possess to the
same degree, the typical accent sensitive feature variations.

12
Databases such as the Oregon Graduate Institute Multilanguage Database,
and TIMIT are available through the Linguistics Data Consortium~LDC!
~see Footnote 2!.
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Scattering of an obliquely incident plane wave from a circular
clad rod
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The problem of scattering of an obliquely incident plane acoustic wave from an infinite solid elastic
clad rod is formulated. Numerical calculations show the effects of the variations of the cladding
thickness on both the backscattered pressure spectrum and individual normal modes. It is shown that
various resonance frequencies have different levels of sensitivity to variations of the cladding
thickness. Experimental measurements are also performed at both normal and oblique incident
angles on a copper-clad aluminum rod; good agreement is observed between the calculated and the
measured results. These results demonstrate the potential of acoustic resonance scattering
procedures for application in nondestructive evaluation~NDE! of clad rods. ©1997 Acoustical
Society of America.@S0001-4966~97!01907-3#

PACS numbers: 43.20.Bi, 43.20.Fn, 43.20.Ks@ANN#

INTRODUCTION

There has been significant progress in both experimental
and numerical studies of the scatter of acoustic waves from
spheres and cylinders. There exists a potential for using these
techniques in the field of nondestructive evaluation~NDE! of
materials. This applies particularly to the NDE of long cy-
lindrical components~such as rods, wires, tubes, etc.! which
fall into the class of the few geometries for which the scat-
tered pressure field has an explicit solution in the form of an
infinite series. While studies on acoustic wave scattering
from circular cylinders and shells are abundant in the litera-
ture, very little has been investigated about acoustic wave
scattering from multi-layered cylinders. Particularly, the case
of a plane acoustic wave obliquely incident on a two-layered
cylinder ~clad rod! has not been studied before. The study of
the obliquely incident wave is important because, in practice,
it is impossible to have a perfect normally incident plane
wave, and traces of the obliquely incident components of the
wave always show up in the backscattered pressure spec-
trum.

The physics of the scattering of an acoustic wave from
an elastic target is a complicated phenomenon that involves
the generation of different types of surface waves outside
and inside the elastic target. Whenever an acoustic wave
strikes the boundary of a cylinder, a specular reflection is
returned. Waves are also launched from selected points on
that boundary that circumnavigate the body in spiral or heli-
cal trajectories. These surface waves propagate near the
boundary, either in the outer medium, or in the body of the
scatterer.1 The waves that propagate on the fluid side of the
fluid-solid interface are Franz waves and Scholte–Stoneley
waves~also calledcreeping waves!.2–4 When the cylinder is
insonified by a normally incident plane acoustic wave, two
distinct families of waves are generated inside the elastic
cylinder. The first group are theRayleigh-type~or more cor-
rectly pseudo-Rayleigh-type! waves and the other group are
thewhispering gallery-type~WG! waves.1 It has been estab-
lished that a close relationship exists between the resonances

of an elastic scatterer and the circumferential waves which
propagate along its periphery.5 These surface waves and their
relationship with the natural resonances of the scatterer have
been extensively studied for the case of elastic cylinders. If
the frequency of the incident wave coincides with one of the
vibrational eigenfrequencies of the cylinder, surface waves
match phases upon circumnavigation so as to build up to the
resonance by constructive interference. When the wave is
obliquely incident on the cylinder, additional types of waves
are generated in the cylinder, and correspondingly additional
resonance modes of the cylinder are excited. These addi-
tional ~surface! waves are calledguided waves~meaningaxi-
ally guided waves!6–8 and are mostly of a transverse nature.
In the case of an obliquely incident wave, the travel path of
all surface waves are helices. The angle of each helix de-
pends on the phase velocity of the corresponding surface
wave.9

Analytical and numerical studies of acoustic wave scat-
tering from cylinders were initiated by Faran in 1951.10

Resonance scattering theory~RST!11 was one of the princi-
pal theoretical works in this area which presented a physical
interpretation of the resonances generated in the body of the
scatterer due to the constructive interference of the surface
waves. RST also showed that the frequency spectrum of the
backscattered echo is composed of a resonant part superim-
posed on a nonresonant spectrum, and that these two parts
can be separated analytically. Flaxet al.12 formulated the
problem of scattering of an obliquely incident plane wave
from an infinite elastic cylinder. Surface waves generated by
a plane acoustic wave obliquely incident on a cylinder were
studied by Naglet al.9 based on RST and the Watson trans-
formation. Veksler13 computed the modal resonances for an
aluminum cylinder insonified by an obliquely incident wave
and showed their correspondence to the extrema of the back-
scattered spectrum. A geometrical interpretation of the phase
matching of the helical surface waves was given by Conoir
et al.,14 who also showed that the resonances shift toward
higher frequencies when the angle of incidence is increased.
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The major thrust in experimental work was made by the
advent of theMethod of Isolation and Identification of Reso-
nances~MIIR ! developed by French acousticians.6,15 Using
MIIR, the scattered spectrum, the resonance spectrum, and
the mode shape of each resonance can be experimentally
measured. Although tone bursts of long duration were used
in early MIIR studies, it was later shown that short pulses
can provide the same information.16,17

The problem of acoustic wave scattering from multi-
layered cylinders has also been considered by a few re-
searchers. Flax and Neubauer18 did the theoretical formula-
tion and numerical evaluation of acoustic wave scattering
from isotropic two-layered absorptive cylindrical shells. Sin-
clair and Addison19 developed the equations of the scattering
of a plane acoustic/elastic wave from a two-layered cylinder
embedded in a solid or a fluid medium. The scattering of
ultrasonic waves by two concentric fluid cylinders was in-
vestigated by Sinai and Wagg20 and acoustic scattering from
two eccentric cylinders was studied by Roumeliotiset al.21

However, all of these works only consider the case of nor-
mally incident waves.

In this paper the detailed formulation for the scattering
of an obliquely incident plane acoustic wave from a sub-
merged clad rod is developed and the backscattered pressure
spectrum of clad rods with various cladding thickness ratios
are numerically evaluated. Experimental results, correspond-
ing to small angles of incidence, are used to verify the math-
ematical calculations.

I. THEORY

Figure 1 shows an infinite plane acoustic wave of fre-
quencyv/2p incident at an anglea on a submerged clad rod
of infinite length, outer radiusa, and core radiusb. A cylin-
drical coordinate system (r ,u,z) is chosen with thez direc-
tion coincident with the axis of the cylinder. The pressure of
the incident plane wavepi at timet, external to the cylinder
at an arbitrary pointM (r ,u,z) is represented by,12

pi5p
0(n50

`

«ni
nJn~k'r !cos~nu!ei ~kzz2vt !, ~1!

where

kz5k sin a, k'5k cosa, ~2!

and k5v/c, c is the compressional wave velocity in the
fluid medium outside the cylinder,«n is the Neumann factor
(«n522dn0), p0 is the incident pressure wave amplitude,
andJn are the Bessel functions of the first kind of ordern.
The outgoing scattered wave pressureps at pointM must be
symmetrical aboutu50 and, therefore, of the form,
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whereHn
(1) are the Hankel functions of the first kind of order

n, and An are the unknown scattering coefficients. If the
isotropic core and cladding media are designated by sub-
script i51,2, respectively, then using Helmholtz displace-
ment potential functions,f i ~scalar! and ci ~vector!, the
Navier’s equation for each medium can be written as
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wherel i andm i are the Lame´ constants andr i are the ma-
terial densities. By expanding Eq.~4!, four partial differential
equations in terms of potential functions are obtained for
each medium. In order to satisfy these partial differential
equations, the potential functions should be of the following
forms:

f15 (
n50

`

BnJn~kL1
r !cos~nu!ei ~kzz2vt !,

@c1# r5 (
n50

`

CnJn11~kT1
r !sin~nu!ei ~kzz2vt !,

@c1#u5 (
n50

`

2CnJn11~kT1
r !cos~nu!ei ~kzz2vt !,

@c1#z5 (
n50

`

DnJn~kT1
r !sin~nu!ei ~kzz2vt !,

~5!

f25 (
n50

`

@EnJn~kL2
r !1FnYn~kL2

r !#cos~nu!ei ~kzz2vt !,

@c2# r5 (
n50

`

@KnJn11~kT2
r !

1LnYn11~kT2
r !#sin~nu!ei ~kzz2vt !,

@c2#u5 (
n50

`

@2Kn11Jn~kT2
r !

2LnYn11~kT2
r !#cos~nu!ei ~kzz2vt !,

@c2#z5 (
n50

`

@MnJn~kT2
r !

1NnYn~kT2
r !#sin~nu!ei ~kzz2vt !

FIG. 1. Geometry of a plane wave obliquely incident on a submerged clad
rod.
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where

k
Li

5S v

c
Li

D 22kz
2 , k

Ti
5S v

c
Ti

D 22kz
2 , i51,2. ~6!

c
Li
andc

Ti
are the compressional and shear wave velocities

respectively andBn ,Cn , . . . areunknown coefficients. By

applying the boundary conditions at the core–cladding and
fluid–cladding interfaces to Eqs.~5!, the following system of
linear algebraic equations is obtained,

@Dn
~1!#$An%5$Bn%, ~7!

where

$An%5@An Bn Cn Dn En Fn Kn Ln Mn Nn#
T, ~8!

$Bn%5@b1 b2 0 0 0 0 0 0 0 0#T, ~9!

andDn
(1) is a 10310 matrix.22 Equation~7! could be solved

for An at any given value of normalized frequencyka using
Cramer’s rule.

The scattered pressure field is usually evaluated in the
far-field (r@a) at a fixed angleu for a range of frequencies.
The resulting normalized far-field amplitude spectrum,
which is called theform function, is obtained from the fol-
lowing equation,23

f `~u,ka!5S 2ra D 1/2S psp
0
D e2 ik'r . ~10!

The form function can be decomposed into a sum of normal
modes,

f `~u,ka!5 (
n50

`

f n~u,ka!, ~11!

where the individual normal modes are defined as:

f n~u,ka!5
2

Aipk'a
«nAncos~nu!. ~12!

For a cylindrical geometry, the nonresonant background
scattering component~rigid background here! can be sepa-

rated from the resonant part. For a rigid cylinder the scatter-
ing coefficientsAn

(rigid) are given as:23

An
~rigid!~ka!52

Jn8~ka!

Hn
~1!8~ka!

. ~13!

The resonant part of each mode can be obtained by subtract-
ing the modal (n50,1,2,. . . ) components of the rigid back-
ground f n

(rigid)(u,ka) from each of the normal mode compo-
nents f n(u,ka) of the form functionf `(u,ka) according to
the following equation:

f n
~res!~u,ka!5

2

Aipk'a
«n@An2An

~rigid!#cos~nu!. ~14!

II. EVALUATION OF THE FORM FUNCTION AND
RESONANCE SPECTRUM

Form functions of a copper-clad aluminum rod are cal-
culated for various incident angles of the plane wave, see
Fig. 2. Physical properties of the cladding and the core ma-
terials are given in Table I. The outer diameter of the clad
rod is a59.15 mm and its core diameter isb58.70 mm.
Similar to the case of an isotropic elastic cylinder,12,14when
the incident angle is increased froma50°, initially new
minima corresponding to the resonances associated with
guided waves are observed on the form function, see Fig.
2~b!. With further increase ofa, all resonances~minima on
the curve! shift to higher frequencies. Beyond the second
critical angle,a541.42°, no elastic resonance can be de-
tected on the form function and the form function becomes
similar to that of a rigid cylinder.

The calculated form functions for a number of copper-
clad aluminum rods with different cladding thickness ratios
are shown in Fig. 3. The form functions are evaluated for
a53° and 0<ka<20. The cladding thickness ratio is de-
fined as:

h5
a2b

a
. ~15!

Thereforeh50 refers to an aluminum cylinder with no clad-
ding andh51 is a simple copper cylinder. The common
notation of designating the resonant modes by two indices
(n,l ) is used, wheren is the mode number andl is the
eigenfrequency label.l51 corresponds to a Rayleigh-type
wave andl52,3, . . . corresponds to whispering gallery-type
waves. Guided waves are designated as^n,p& wheren is the
mode number andp is the eigenfrequency label of the reso-
nance.

From Fig. 3 it can be seen that with the increase of the
cladding thickness from zero, the form function starts devi-
ating from that of an aluminum cylinder (h50) and gradu-

FIG. 2. Calculated form function of a copper-clad aluminum rod:
~a! a50°; ~b! a55°; ~c! a515°; ~d! a530°; ~e! a537°; ~f! a545°.

TABLE I. Physical properties of aluminum, copper, and tungsten.22

r c
L

c
T

~kg/ m3) ~m/s! ~m/s!

Aluminum 2694 6427 3112
Copper 8900 4600 2160
Tungsten 19 100 5460 2620
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ally approaches the form function of a simple copper cylin-
der (h51). It can be observed that the resonance
frequencies of the clad rod are significantly dependent on the
thickness of the cladding.

Figure 4 shows the resonance spectra of the first three
normal modes of the clad rod. These curves are evaluated
from Eq. ~14!. The dependence of the resonance frequencies
on cladding thickness can be observed more clearly with
these resonance spectra than on the form functions of Fig. 3.
Both the frequency and the quality of the resonances which
are visible in these spectra vary with changes inh. Not many
of the breathing mode (n50) eigenfrequencies are excited
in the frequency range considered and many of these reso-
nances are so weak that they do not appear in the spectrum.
The first two eigenfrequencies of the dipole mode (n51)
corresponding to the whispering gallery-type wave (1,2) and
guided wave^1,1& remain almost constant in the range
0.25<h<1. The first eigenfrequency of the Rayleigh-type
wave (2,1) and guided wavê2,1& of the quadrupole mode
show a similar behavior for the range 0.5<h<1. This indi-
cates that the surface waves corresponding to these eigenfre-
quencies do not penetrate deeply into the material and mostly
propagate on the surface.

Resonances corresponding to higher values ofl for all
three modes show higher sensitivity to variations of the clad-
ding thickness. This clearly indicates that high frequency
resonances can be good indicators of the cladding thickness.
The variations of the frequencies of these resonances with an
increase in the value ofh is not necessarily monotonic. This
behavior can be correlated to the radial nodes of these
resonances.24 For a given mode numbern, this nonmono-
tonic dependence of resonance frequencies onh becomes
more severe with the increase of the eigenfrequency labell
which corresponds to an increase in the number of radial
nodes of the surface wave associated with that resonance.

It can also be shown that the nonmonotonic behavior of
each resonance frequency with variations ofh is consistent
with the dependence of phase velocities of surface waves on
h. The phase velocity of a helical surface wave is defined as9

cl
ph5c$~nl /ka!21sin2a%21/2, ~16!

wherenl is the mode number of the resonance andka is its
frequency. In Fig. 5~a! and ~b!, the phase velocities of the
surface waves shown in Fig. 4~b! and ~c! are plotted as a
function of the cladding thickness ratioh. The behavior of
the phase velocities of these surface waves is similar to that
of their corresponding resonance frequencies in Fig. 4~b! and
~c!. This indicates that the primary reason for the non-
monotonic behavior observed in Fig. 4~a!, ~b!, and~c! is the
changes in the phase velocities of these surface waves.

FIG. 3. Variation of the form function of the copper-clad aluminum rod
with changes in cladding thickness ata53°.

FIG. 4. Variation of the resonance spectra of the copper-clad aluminum rod
with changes in cladding thickness ata53°: ~a! breathing mode (n50);
~b! dipole mode (n51); ~c! quadrupole mode (n52).
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Changes in the phase velocities of the surface waves are in
turn due to the difference in the bulk wave velocities of the
core and the cladding media.

III. EXPERIMENTS

A. Measurement of the backscattered pressure
spectrum

A schematic diagram of the experimental setup for mea-
suring the backscattered pressure field and the resonance
spectrum using short pulses is shown in Fig. 6. The sample
tested was a copper-clad aluminum rod. Physical properties
of the cladding and the core metals are given in Table I and
correspond to the numerical calculations of Section II. The
velocity of sound in water was calculated from the water
temperature according to the following equation,25

cw5 (
n50

5

gnT
n, ~17!

where the coefficientsgn are listed in Table 3.3. of Reference
25 and T is the water temperature in °C. Two identical
broadband ultrasonic transducers were used as transmitter

and receiver. Each transducer had a diameter of 1.125 in. and
a nominal center frequency of 500 kHz. The useful fre-
quency range of each transducer spanned from approxi-
mately 200 to 800 kHz. In all the experiments, the sampling
frequency was 50 MHz. For the clad rod,a59.15 mm and
b58.70 mm, and the length of the rod was 350 mm.

Frequency characteristics of the transmitting and receiv-
ing transducers were compensated by a deconvolution tech-
nique according to Reference 26. For this purpose a 0.25-
mm-diam tungsten fiber was used to obtain a reference
spectrum. Since theka values for the tungsten fiber in the
aforementioned frequency range are very small, none of the
resonance frequencies of the tungsten fiber were excited and
its frequency spectrum was smooth, see Fig. 7.

The frequency spectrum of the measured signalS(v)
for the copper-clad aluminum rod is a convolution of the
cylinder transfer functionps(v)/p0(v), and the frequency
characteristics of the experimental systemG(v), i.e.,

uS~v!u5UG~v!
ps~v!

p
0
~v!U. ~18!

A similar relationship exists for the tungsten fiber

uS8~v!u5UG~v!
ps8~v!

p
0
~v!U, ~19!

whereS8(v) is the frequency spectrum of the measured sig-
nal andps8(v) is the scattered pressure field for the tungsten
fiber. The form function of the tungsten fiber is calculated
from the following equation:

u f 8̀ u5S 2r 8a8 D 1/2Ups8~v!

p
0
~v!Ue2 ikr 8 cosa8. ~20!

By substituting Eq.~20! into Eq. ~19!, one obtains

uG~v!u5US8~v!

f 8̀ US 2r 8a8 D 1/2e2 ikr 8 cosa8. ~21!

Moreover, substituting Eq.~10! into Eq. ~18! results in

FIG. 5. Variation of the phase velocities of various surface waves with
changes in cladding thickness of the copper clad aluminum rod:~a! dipole
mode (n51); ~b! quadrupole mode (n52).

FIG. 6. Experimental setup for measuring the backscattered spectrum.
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uG~v!u5US~v!

f `
US 2ra D 1/2e2 ikr cosa. ~22!

Equating the right-hand sides of Eqs.~21! and ~22! leads to
the following equation:

u f `u5U S~v!

S8~v!
US a8r

ar8D
1/2

eik~r 8 cosa82r cosa!u f 8̀ u. ~23!

For the case of Reference 26 wherer 85r cosa and
a850, Eq. ~23! reduces to the simpler expression of Eq. 27
of that paper. In Eq.~23! S(v) and S8(v) are measured
experimentally andu f 8̀ u is calculated numerically. The elas-
tic properties of tungsten were obtained from Ref. 27~Table
A.1! see Table I. By measuring the backscattered echos from
the sample rod and the tungsten fiber under similar condi-
tions, one can obtain the form function of the rod from Eq.
~23!. Preliminary tests indicated that the best correspondence
between measured and calculated form functions is obtained
whena5a8.

It is impossible to insonify the cylinder at a normal
angle with a truly infinite plane wave. General purpose NDE
transducers cannot produce a completely normally incident
wave because even when the surface of the transducer is
exactly parallel to the axis of the cylinder~in a pulse-echo
arrangement!, some oblique components will still appear in
the signal because of the nonplanar characteristics of the in-
cident wave. The smaller the diameter of the receiver and the
longer the distance between the probe and the cylinder, the
less will be the effects of oblique components. In practice,
there are limitations on the diameter of the probe. The maxi-
mum distance between the probe and the sample also de-
pends on the energy of the signal and dimensions of the
water tank. Moreover, the directivity pattern of a transducer
restricts the measurements to small incident angles.8,26

Figure 8 shows the measured and calculated form func-
tions for the clad rod sample. The numerically calculated and
experimentally measured form functions are found to be con-
sistent for both normally and obliquely incident waves. Fig-
ure 9 shows the measured form functions and the resonance

FIG. 7. Experimental frequency spectra of~a! copper-clad aluminum rod,
~b! tungsten fiber.

FIG. 8. Measured and calculated form functions for the copper-clad alumi-
num rod.~a! a50 ~normal incidence!; ~b! a53°.

FIG. 9. Measured form functions and resonance spectra for the copper-clad
aluminum rod.~a! a50 ~normal incidence!; ~b! a53°.

FIG. 10. Form functions for 8.026 mm diameter copper-clad aluminum rod
at a53°. ~a! Calculated.~b! Measured.
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spectra for the clad rod. The resonance spectra were obtained
by removing the specular echo from the signal and then find-
ing the power spectrum of the remaining echo. From these
figures, it can be observed that when the cylinder is insoni-
fied at small oblique angles, the majority of the resonances

that were visible at normal incidence are shifted to the left
and additional resonances appear in the spectrum which are
due to the axially guided waves. There is good agreement
between experimental measurements and theoretical calcula-
tions.

Faint evidence of axially guided mode resonances~e.g.,
at ka'11) can be observed in Figs. 8~a! and 9~a!, corre-
sponding to nominally zero degrees angle of incidence. This
is due to the nonplanar characteristics of the incident wave as
mentioned earlier.

B. Characterization of individual modes

Using short pulse MIIR,17 the mode shapes of several
resonances were measured at both normally and obliquely
incident angles. The measurements were performed on a
copper-clad aluminum rod with 2a58.026 mm and
h50.05. The frequency range for this sample was
4<ka<13. The calculated and measured form functions for
this sample are shown in Fig. 10.

Figure 11 shows the schematic diagram of the setup
used for measuring the mode shapes. The transmitting trans-
ducer can insonify the cylinder at both normally and ob-
liquely incident angles. The receiving transducer can be ro-

FIG. 11. Schematic diagram of the setup used for measuring the mode shape
of the resonances.

FIG. 12. Measured mode shapes of the copper-clad aluminum rod at incident angle ofa53°.
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tated in a horizontal plane several centimeters along the
cylinder axisz from that of the transmitting receiver. Thus,
the resonances of the guided waves will be dominant in the
acquired signal. In the measurements performed, the vertical
distance~along thez axis! between the transmitter and the
receiver was about 10 cm. The receiving transducer was
swept through angles from 60° to 300° at 5° increments.
Because of the symmetry of the cylinder, sweeping the re-
ceiving transducer through a range of at least 180° is suffi-
cient for verification of the exact mode shape.28 Figure 12
shows samples of the measured mode shapes of whispering
gallery-type waves and guided waves for an incident angle of
a53°.

Measurement of the mode shape of a resonance is a
practical means for identifying the mode number of that
resonance. The mode number is simply half the number of
nodes or antinodes around the cylinder.

IV. CONCLUSIONS

The problem of the scattering of an obliquely incident
plane acoustic wave from a two-layered solid elastic cylinder
~clad rod! has been formulated. Using RST, the dependence
of resonance frequencies on the thickness of the cladding
was evaluated. It is shown that different resonances react
differently to the variations of the cladding thickness. Their
sensitivity to these variations depends on the thickness of the
cladding. In general, high frequency resonances are more
sensitive than low frequency ones. Therefore, for NDE pur-
poses, appropriate resonances can be selected to monitor or
detect variations in cladding thickness.

The scattered pressure field from a copper-clad alumi-
num rod was measured using short pulses. The experimental
measurements were consistent with numerical calculations
and clearly showed the presence of all the predicted reso-
nances.

The results explain one of the discrepancies between
calculated and experimental diffraction spectra encountered
in past studies of cylindrical components: At a nominal angle
of incidencea50°, the oblique components of the ultra-
sonic beam originating from non-planar characteristics of the
wave generated by a finite-diameter transducer produce
traces of guided-mode resonances not predicted by theory.

Using short pulse MIIR, the mode shapes of different
resonances were measured experimentally fora53°.
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The predictions of resonance frequencies for elongated elastic cylinders and spheroids, based on
various methods of approach, were discussed in a number of papers in recent years. In the present
study, the regions of applicability of the phase matching method for surface waves and of the
longitudinal bar wave approximation are examined by comparing the predicted results with the
results ofT-matrix calculations or with the results of scattering experiments. ©1997 Acoustical
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INTRODUCTION

In recent years, there appeared a series of papers1–6 con-
cerned with sound scattering and resonance predictions for
elongated elastic cylinders and spheroids immersed in water.
The T-matrix method was developed and became an effec-
tive method for numerical prediction of scattering acoustic
fields for these types of objects. In the papers of Werby
et al.1–3 and Hackmanet al.,4–6 numerical results obtained
using spherical-coordinate-based or spheroidal-coordinate-
basedT-matrix methods were presented for prolate spheroids
and for cylinders with hemispherical end caps, for the case of
end-on incidence, and a variety of aspect ratios and material
properties. In these papers, the resonant responses of solid
objects were obtained from the ‘‘form function’’ by subtract-
ing the rigid scattering background. The phase matching
principle, which is based on surface wave theory, has been
used earlier by Flaxet al.7 to determine the average phase
speed of a leaky Rayleigh wave propagating along a merid-
ian of the spheroid. This method was used further on by
Werby and Tango,1 and has been refined by taking the ef-
fects of radius of curvature on phase velocity into account by
Überallet al.,8 while the previous studies had approximated
the phase speed by a constant average. In Hackman’s papers,
which were mainly concerned with objects of higher aspect
ratio, it was pointed out that in the low-ka region, the lon-
gitudinal resonance response of an elongated cylinder is
closely related to a ‘‘bar wave,’’ so that the application of
phase matching methods, based on surface waves, is limited
here. Experimental results are presented in papers of Maze
et al.9,10 for solid and hollow cylinders with hemispherical
end caps, and in our previous paper11 for solid finite cylin-
ders. The results of lake experiments by the David Taylor

Research Center12 ~now Naval Surface Warfare Center, Car-
derock Division! also provided a series of data records for
sound scattering from a thin, hollow, hemispherically end-
capped steel cylinder with higher aspect ratio.

In this paper, the regions of applicability of the phase
matching method for surface waves~PM!, and of the longi-
tudinal bar-wave approximation~LBW! are examined by
comparing the predicted results with the results ofT-matrix
calculations or with the results of scattering experiments.

I. THE NATURE OF ELASTIC WAVES

A. The displacement distribution

In order to examine the nature of elastic excitations of
the target, the interior elastic displacements of a steel prolate
spheroid with aspect ratioL/D51.5 at the resonant frequen-
cies were presented in a paper by Hackmanet al.5 In that
paper, the authors emphasized that the displacements and
phase velocity, measured along the axis of the spheroid~or
elongated object! are closely related to those of the lowest
longitudinal modes of an elastic cylinder and resemble those
of a ‘‘bar wave’’ at low frequencies.

In the following, the figures of Ref. 5 will be used to
ascertain the existence of surface circumferential waves,
even at lower frequencies. The vibrational state of a prolate
spheroid with aspect ratioL/D51.5 as shown in Fig. 1, can
be viewed in different ways, either along the axial direction
or around the meridian. The directions of surface displace-
ments are marked by arrows, and the resonance modesn can
be identified by the number of wavelengths around the me-
ridian. The surface waves become stronger than the longitu-
dinal waves along the axis when the normalized frequency
kL/2 increases. Conversely, the longitudinal waves become
stronger at low frequencies. But for a prolate spheroid with
the small aspect ratioL/D51.5, at the lowest moden52
@Fig. 1~a!, kL/256.35 orka54.23#, the surface wave is still
strong enough and can be easily identified according to the

a!Present address: Dept. of Mechanical Engineering, Auburn University, Au-
burn, AL 36849-5341.

b!Also at LAUE, URA CNRS 1373, University of Le Havre, 76610 Le
Havre, France.
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surface displacements. So there exists a transitional fre-
quency region, where both the surface wave and the longitu-
dinal wave interpretation is applicable simultaneously.

B. The dispersion curves

A typical dispersion curve of the lowest axially propa-
gating mode for an infinite solid steel cylinder is shown in
Fig. 2. From this figure, the way in which the type of elastic
wave transitions from one to the other mode can be seen
clearly. At low frequencies (ka,5), the phase velocity is
higher and approaches the phase velocity of a ‘‘bar wave,’’5

and at higher frequencies (ka.8), the phase velocity is
lower and tends to the limit of the Rayleigh wave. Between
these regions, there is an intermediate region (5,ka,8),
with the phase velocity varying rapidly from one level to the
other level. This means that the sound energy will be uni-
formly distributed over the whole cross section, or be con-
centrated near the surface, for the cases of lowka or of
higherka, respectively. In the intermediate region, the phase
matching method is applicable forka.5, and the bar-wave
approximation is applicable forka,8.

II. PHASE VELOCITY AND RESONANCES

The phase matching condition based on the surface
waves, as is well-known, can be written as:

R k1ds52p~n11/2!, n51,2,3,..., ~1!

wherek1 is the wave number of the 1th surface wave type,
andn is the number of wavelengths on the closed meridian
path. The extra term 1/2 on the right-hand side of Eq.~1!
originates from the fact that the meridian paths form a focal
point at each apex of the end-capped cylinder or spheroid, at
each of which a quarter-wavelength phase jump of the pass-
ing surface wave takes place.

According to the ‘‘bar-wave’’ approximation,5 the lon-
gitudinal resonance condition is

E
0

L

k1
bdx5pm, m51,2,3,..., ~2!

wherek1
b is the wave number on the 1th longitudinal axisym-

metrical wave for an infinite cylinder, andm is the number
of half wavelengths along the whole lengthL of the scatterer.
Physically, the condition of Eq.~2! expresses the fact that for
any equal end conditions at the two ends, resonating standing
waves form if half-wavelengths span the lengthL of the
object.

At the resonant values of the frequency, the relationn
5m11 for the l51 waves considered here is obtained im-
mediately from Fig. 1, as shown there by the figures of
displacements.5 ~In Fig. 1, the pictures on the left are distri-
butions of displacement, and those on the right the corre-
sponding amplitudes of displacement along the axis, or along
the meridian of the prolate spheroid.! The resonant modes
can be estimated by using Eqs.~1! or ~2! depending on the
situation of the objects, including aspect ratio and the fre-
quency region considered.

In the resonance conditions as given by Eqs.~1! and~2!,
the wave numbersk1 and k1

b are dispersive and vary with
position around the surface or along the axis of targets. The
wave numbers usually are unknown for a general finite elas-
tic cylinder, and can only be estimated approximately. In the
paper of Überall et al.,8 a simple ‘‘tangent sphere’’ model
has been developed, where the known wave number on a
sphere is used locally, the sphere being tangent to the ob-
ject’s surface along the propagation direction. This model is
especially suitable for objects with low aspect ratio, or in the
higher frequency region. But because only the local curva-
ture along the propagation direction is matched by a tangent

FIG. 1. Left: The interior elastic displacements of a prolate steel spheroid
with aspect ratioL/D51.5 for the resonance frequencies:~a! kL/256.35,
~b! kL/259.75, ~c! kL/2512.2. Right: the amplitude of displacement along
symmetry axis and meridian, respectively;n,m are the number of wave-
lengths around the closed paths.

FIG. 2. Dispersion curves of the lowest axisymmetrical modes for an infi-
nite solid steel cylinder and for a solid steel sphere.

50 50J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Bao et al.: Resonances of elastic spheroids



sphere, errors are brought in where the effects of transverse
curvature cannot be ignored. Both choices~the constant Ray-
leigh velocity, or the dispersive infinite-cylinder velocity!
were used in the present example over the cylindrical portion
of the body, and the results compared to each other, see
below. A typical example is the cylindrical portion of a finite
cylinder with hemispherical end caps. For an 151 type sur-
face wave along the axial direction, the constant phase ve-
locity of the Rayleigh wave was often applied in terms of the
‘‘tangent sphere’’ model. But in this case, it is more reason-
able to estimate the wave numbers~or phase velocities! by
using the ‘‘infinite cylinder’’ model, where the known wave
number on a infinite cylinder is used locally. An example of
a dispersion curve for an infinite solid cylinder is shown in
Fig. 2, it tends to the Rayleigh constant in the higherka
region. In this paper, the ‘‘infinite cylinder’’ model rather
than the approximation of the Rayleigh speed limit is con-
sidered appropriate on the cylindrical portion of end-capped
cylinders for estimating the wave number of surface waves,
but the ‘‘tangent sphere’’ model is still applied on the termi-
nal portions. For the prolate spheroid, a similar approach will
be described below.

III. RESULTS AND DISCUSSION

In the following, the results for resonance modes of
solid cylinders with hemispherical end caps and for solid
prolate spheroids, estimated by the phase matching method
and by the ‘‘bar-wave’’ approximation, are listed and com-
pared to each other. Then these results are compared to the
results obtained byT-matrix methods or by experiments.

A. Solid cylinders with hemispherical end caps

For a solid cylinder with low aspect ratioL/D52, there
are results from two sets of experiments, one performed in a
water tank at the Catholic University of America for steel
cylinders, the second one performed at the University of Le
Havre, France for a tungsten carbide~WC! cylinder. For es-
timating the resonance modes, two methods based on phase
matching of surface waves differ in using the ‘‘Rayleigh
limit’’ model ~PM-RL! or ‘‘infinite cylinder’’ model ~PM-
IC! on the cylinder portion, respectively. The other method is
based on the longitudinal ‘‘bar wave’’ approximation
~LBW!; the equation used here is Eq.~2!. The quantity
k1
b(x) therein is a function of the local diameterD(x) of the
scatterer, the latter being calculated easily according to the
geometrical shape of the spherically end-capped cylinder, or
the prolate spheroid. Then, the dispersion curves of Fig. 2 are
used to obtaink1

b(x).
Figures 3 and 4 show ‘‘Regge trajectories’’~plots of

ka resonance values versus mode numbern! of the 151
type wave, obtained from experiments and from predictions,
for steel ~material properties: compressional speedcL
55950 m/s, shear speedcT53240 m/s, sound speed in wa-
ter c51480 m/s! and WC ~material properties: cL
56940 m/s,cT54120 m/c! cylinders with aspect ratioL/D
52, respectively. Correspondingly, the experimental curves
of the resonant response are shown in Figs. 5 and 6, respec-
tively. Resonances are labeled by (n,1), where n
5mode number, 15type of resonating wave.

Figures 3 and 4 present similar physical quantities, but
for different types of targets. The experimental results are
available mainly in the relatively highka region for the solid
steel cylinder~as in Fig. 3!, but mainly in the lowka region
for the solid WC cylinder~as in Fig. 4!. These two figures
are complementary to each other, so we could obtain a com-
plete comparison from these two figures taken together.

The results show that:
~a! In the high-ka region~see Fig. 3!, there is almost no

difference in using the prediction models PM-RL or PM-IC,
but in the intermediateka region ~ka57–15 for the WC
cylinder, see Fig. 4!, the PM-IC model is obviously better
than the PM-RL model. This is easy to understand, because
in the high ka region, the phase velocities used for the
PM-IC model on the cylindrical section are near the Ray-
leigh limit CR , which the PM-RL model uses. But in the
intermediateka region, the phase velocity changes rapidly
for the infinite cylinder, the change being caused by the ef-
fect of transverse curvature. Thus PM-IC is better than
PM-RL in the intermediate region because the effect of
transverse curvature is considered in it.

~b! The phase matching~PM! method is better than the
LBW approximation in the high-ka region~see Fig. 3!. This
is as expected because, as is physically clear, the surface

FIG. 4. Regge trajectory for a solid WC cylinder with hemispherical end
caps with aspect ratioL/D52, for the case of end-on incidence.

FIG. 3. Regge trajectory for a solid steel cylinder with hemispherical end
caps with aspect ratioL/D52 for the case of end-on incidence.
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wave theory is suitable in the relatively higher frequency
region and the bar-wave model is suitable in the relatively
lower-frequency region.

~c! In the intermediateka region~k57–15 for the WC
cylinder! both PM-IC and LBW methods coincide with each
other and also with experiments~see Fig. 4!. It is interesting
that there exists a common region, in which the resonances
could be predicted by both PM and LBW methods, based on
the surface-wave and bar-wave viewpoint, respectively. As
has been mentioned, in the intermediate region the wave
property transits from ‘‘bar-wave’’ type to Rayleigh surface-
wave type for the lowest axisymmetrical mode of the infinite
cylinder ~see Fig. 2!.

~d! There is no clear answer for the low-ka region from
the results. As shown in Fig. 4, both the predictions of
PM-IC or of LBW do not coincide with experiment at the
n52 resonance mode.

It may be said in general that the bar-wave model can be
expected, and indeed is seen to work at low frequency where
the wavelength is close to the length of the target, and is still
too long for being used for a surface wave picture; while the
surface wave model works at high frequency where the
wavelength is short enough to picture a distinct surface wave

propagating over the target; with a transition region in be-
tween where either model can be used.

B. Solid prolate spheroids

Scattering by, and resonances of solid prolate spheroids
are discussed in a number of papers.2–5 Typical results ob-
tained by usingT-matrix methods are presented in the paper
of Werby et al.2 for WC spheroids with aspect ratioL/D
51–4, and in the paper of Williamset al.4 for a steel spher-
oid with aspect ratioL/D510.

In Figs. 7 and 8, the results ofT-matrix calculations
listed in previous papers are compared with the results of the
PM method and the LBW approximation forL/D52 and
L/D510 spheroids, respectively.

PM-IC model: We generally view the spheroid as a cyl-
inder with a variable local diameter. According to the aspect
ratio L/D, the length of the ‘‘cylindrical portion’’ is deter-
mined asLcy5(L/D2@1#)3D. On the cylindrical portion,
the ‘‘infinite cylinder’’ approximation is used. The local di-
ameter of the cylinder is a function of the coordinatex. On
the ‘‘end caps’’ the ‘‘tangent sphere’’ approximation is used,

FIG. 5. Resonance responses obtained from experiments performed at
Catholic University, for the same object as in Fig. 3. The predictions are
being marked by arrows.

FIG. 6. Resonance response obtained from experiments performed at the
University of Le Havre, France, for the same object as in Fig. 4. The pre-
dictions are marked by arrows.

FIG. 7. The resonance modes obtained byT-matrix calculations compared
with the results of the PM and LBW methods, for a solid prolate WC
spheroid withL/D52.

FIG. 8. Same as in Fig. 7, but for a steel spheroid with aspect ratioL/D
510.
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the curvature being a function of position along the meridian.
Then, Eq.~1! is used for searching the resonant modes.

LBW model: Equation~2! is used for the calculation.
Again, the cylinder’s local diameter changes along the cyl-
inder axis. The local diameter can be determined from the
equation of a prolate spheroid. Then the wave numbers are
determined by using the corresponding dispersion relations.

PM-RL: The ‘‘tangent sphere’’ approximation is used
along the meridian everywhere. Then, Eq.~1! is used for
calculating the resonant modes.

The results are similar to the results for hemisperhically
end-capped cylinders as shown above. We find that:

~a! For a prolate spheroid with relatively small aspect
ratio L/D52 ~see Fig. 7!, the PM model or LBW model
predictions are close to the results of theT-matrix calcula-
tion, and the PM-IC approximation model is not obviously
better than the PM-RL model in the intermediateka region.
The results ofT-matrix calculations fall between both IC and
RL predictions, because for this case, the middle portion of
the prolate spheroid is neither like a sphere not like a cylin-
der, so that errors are brought in by both models. But for
spheroids, the PM-RL model is better than for a cylinder
with hemispherical end caps~compare Figs. 7 and 4!.

~b! For a prolate spheroid with high aspect ratioL/D
510 ~see Fig. 8!, the results ofT-matrix calculations are
available only for the low-ka region (ka51.2–4.0). The
results fall between the predictions of LBW and PM-IC, and
the PM-RL predictions are at fault in this region. This can be
understood, because for a high aspect ratio, the spheroid’s
middle portion is more like a cylinder, so the PM-IC model
is better than the PM-RL model.

C. Hollow cylinders with hemispherical end caps

The dispersion relations for a stainless-steel spherical
shell and for an infinite cylindrical shell~with ratio of inner
to outer radiusb/a50.97! at axial incidence, and the experi-
mentally measured resonance response of a hollow stainless-
steel hemispherically end-capped cylinder with aspect ratio
L/D52 performed at the University of Le Havre, are shown
in Figs. 9 and 10, respectively. The experiment only shows
the 152 resonances since those of the 151 ~pseudo-

Rayleigh! wave here are too wide to be visible. The phase
matching method~PM-IC! based on surface paths is used for
the resonance predictions. The predicted resonances marked
by arrows in Fig. 10 which relate to the 152 type of surface
waves, are in good agreement with the peaks of the reso-
nance response.

The results of a lake experiment for anL/D56.85 end-
capped hollow steel cylinder performed by NSWC Card-
erock are a set of amplitude responses of backscattered
waves, i.e., the ‘‘form functions.’’ In Fig. 11, such ‘‘form
function’’ curves are presented for the case of axial inci-
dence. The ‘‘form function’’ curves are strongly affected by
the specular wave and partly also by the waterborne creeping
waves4 ~here, predominantly by the Scholte–Stoneley13

wave!. As shown in Fig. 11, the resonance modes marked by
short lines are estimated by using the PM-IC method for the
elastic surface wave, and those marked by solid dots are
estimated as corresponding to creeping waves. Apart from
one missing peak at 16 kHz, the dominant peaks largely
coincide with the PM-IC predictions, while the frequency of

FIG. 9. Dispersion relations for a steel spherical shell and for an infinite
cylindrical shell (b/a50.97) for then50 mode.

FIG. 10. The resonance response of a hollow steel cylinder with hemispheri-
cal end caps~L/D52, b/a50.97! for axial incidence. The arrows indicate
the resonances from the PM-IC prediction.

FIG. 11. The amplitude response~‘‘form function’’ ! of backscattering
waves for a hollow steel cylinder with hemispherical end caps~L/D
56.85, b/a50.99! at axial incidence.
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the fluctuations agrees with the creeping-wave prediction,
indicating here a superposition of both types of resonances.

IV. CONCLUSIONS

In this paper, problems regarding the resonance predic-
tions for finite elastic cylinders in the case of end-on inci-
dence are examined and discussed in some detail. By com-
paring the results of predictions with the results of
experiments orT-matrix calculations, it is concluded that:

~a! Relatively speaking, the PM method is more suitable
in the higherka region for a solid finite cylinder. But the
results also show that both methods merge in the intermedi-
ate region, where the resonances can be predicted either by
the PM method or by the LBW method. This can be ex-
plained by inspecting the distribution of interior displace-
ments of spheroids.

~b! It is important to obtain the local phase velocities
accurately by using a suitable model, before the PM or LBW
methods are applied. By using the ‘‘infinite cylinder’’~PM-
IC! model to replace the ‘‘Rayleigh limit’’ model on the
cylinder portion of the target the PM method is improved in
the intermediateka region. In the high-ka region, both mod-
els are almost not different. The PM-IC model is also suit-
able for prolate spheroids in the case of relatively high aspect
ratio.

~c! For the finite solid elastic cylinders, the range of the
intermediateka region is dependent on the acoustic param-
eters of the objects; it can be roughly determined in terms of
the dispersion curves of infinite cylinders.

~d! For a hollow cylinder with hemispherical end caps,
the phase matching method~PM-IC! results are in good
agreement with the experiments for 152 type waves.
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11X. L. Bao and H. Überall, ‘‘Acoustic resonances of elastic spheres and
hemispherically endcapped cylinders,’’ Proceedings of the Workshop on
Integral and Field Equation Methods in Fluid-Structure Interactions, Dept.
of Mechanical Sciences, University of Delaware, Tech. Rep. No. 90-1,
31–34~1989!.

12J. Niemiec~private communication!.
13J. P. Sessarego, J. Sageloli, C. Gazanhes, and H. U¨ berall, ‘‘Two Scholte–
Stoneley waves on doubly fluid-loaded plates and shells,’’ J. Acoust. Soc.
Am. 101, 135–142~1997!.

54 54J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Bao et al.: Resonances of elastic spheroids



Grazing incidence propagation over a soft rough surface
James P. Chambers, James M. Sabatier, and Richard Raspet
National Center for Physical Acoustics, University of Mississippi, University, Mississippi 38677

~Received 26 December 1995; accepted for publication 10 March 1997!

Attenborough has recently proposed@J. Acoust. Soc. Am.98, 1717–1722~1995!# that the effects of
surface roughness on an otherwise flat surface of finite acoustic admittance can be modeled as a
smooth flat surface with an effective acoustic admittanceb* . This effective admittance is
determined by the normalized admittancebs and wave numberks of the original smooth surface, as
well as a surface roughness parametersn . Attenborough tested his theory by conducting excess
attenuation measurements over plywood and Styrofoam surfaces with two-dimensional roughness
elements. Specifically, he investigated the interference pattern between the direct and reflected
signals over both smooth and rough surfaces. Experiments are conducted here with
three-dimensional roughness elements at grazing incidence. Such a configuration is typical for
outdoor sound propagation problems. The results presented here generally confirm Attenborough’s
model and open up the analogy to a broader class of problems. It was also found that placing the
effective admittance plane at the top of the roughness elements rather than at the bottom yielded
slightly better results for the higher acoustic frequencies investigated. ©1997 Acoustical Society
of America.@S0001-4966~97!01307-6#

PACS numbers: 43.20.Fn, 43.28.Fp, 43.30.Hw@LCS#

INTRODUCTION

The literature on the propagation of sound over hard
rough surfaces is nearly as imposing as the literature on the
propagation of sound over smooth surfaces of finite admit-
tance~1/impedance!. Less has been done on the combined
problem of sound propagation over finite admittance rough
surfaces although such surfaces are common in nature. Ex-
amples include agricultural fields and irregular ocean bot-
toms.

Howe1 was among the first to suggest that surface
roughness could be modeled as an effective admittance so
that the problem could be solved as a standard flat smooth
propagation problem. His analysis was for small scatterers
that were sparsely packed. Tolstoy2 as well as Medwin and
D’Spain3 analyzed the propagation of sound over flat rough
surfaces at grazing incidence for steeply sloped roughness
elements that were more densely packed. Their analysis was
for impermeable surfaces or fluid–fluid interfaces.
Attenborough4 recently analyzed and combined all three of
these works. He extended Howe’s work by allowing for
more arbitrary shapes than hemispherical bosses. He ex-
tended Tolstoy, Medwin, and D’Spain’s work by incorporat-
ing complex impedance surfaces.

While Attenborough’s work developed the model for
propagation over two- and three-dimensional roughness ele-
ments, his experimental work was limited to two-
dimensional surfaces such as semi-cylinders or triangular
wedges. His work also had source and receiver heights of
14.5 cm with a separation of 1.0 m which yields an incidence
angle of 16° from the ground. In the present work, the source
is at a height of 3.5 cm and the receiver is at a height of 0.64
cm (1/4 in.) which yields incidence angles of 2° or lower for
separation distances of 1.0–3.0 m. Additionally the problem
investigated here is the propagation over three-dimensional
rough surfaces. Both the smooth and rough surfaces investi-

gated are made of the same material. Attenborough’s model
is used to determine the effective admittance of the rough
surface. This effective admittance is then used in standard
acoustic models for the propagation of sound over smooth
finite admittance surfaces. This standard model is also used
to predict the sound field over the smooth surface in these
experiments. The relationship between roughness and admit-
tance is presented in the first section, along with the model
used to predict the propagation of sound over a smooth sur-
face of finite admittance. The experimental configuration as
well as a description of the relevant acoustic parameters is
presented in the second section. The results are presented and
analyzed in the third section.

I. THEORETICAL MODEL

For a rough finite admittance surface, Attenborough has
shown that the effects of roughness can be incorporated into
propagation models through the use of an effective admit-
tance:

b3*52 ik0
sn

2
1bs~12 ikssn!, ~1!

whereb3* is the effective admittance for a 3D roughness,
k0 is the wave number in the upper fluid,bs is the normal-
ized admittance, andks is the complex wave number of the
smooth material. The roughness model was developed for
protuberances, or bosses, projecting out of an otherwise
smooth surface. The roughness parametersn is the volume
of these roughness elements per unit area of the surface or
the average height.4

Models for the propagation of sound over flat, smooth
grounds of finite admittance have been reported extensively
elsewhere.5 A standard model for an extended reaction sur-
face is repeated here for ease of reference. Ane2 ivt has been
assumed and suppressed. The pressure is given as
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p0r 0
5S eik0r1r 1

D1QS eik0r2r 2
D , ~2!

where the spherical reflection factorQ is given as

Q5Rp1~12Rp!F~w!, ~3!

the plane wave reflection coefficientRp is

Rp5
cos~u!2b„12~k0

2/ks
2!sin2~u!…1/2

cos~u!1b„12~k0
2/ks

2!sin2~u!…1/2
, ~4!

the boundary loss factorF(w) is

F~w!511 ip1/2w1/2e2w erfc~2 iAw!, ~5!

and the numerical distancew is

w5
i2k0r 2

~12Rp!
2 sin2~u!

b2S 12
k0
2

ks
2 sin

2~u! D . ~6!

In these equations,p0 is the free-field reference pressure at a
unit distancer 051 m for a monopole source. The path
lengthsr 1 and r 2 represent the direct and reflected signals,
respectively, andu is the incidence angle from the normal. In
Eqs. ~4! and ~6!, b is a dummy variable that represents the
admittance of either the smooth or rough surface. Thus to
solve for the propagation of sound over a rough finite imped-
ance surface, it is necessary to determine the wave number,
ks , and admittance,bs , for the original smooth surface, as
well as the roughness parameter,sn . Equation~1! yields the
effective admittanceb3* which can be substituted forb in
Eqs.~4! and ~6! to solve for the pressure.

II. EXPERIMENTAL CONFIGURATION

In order to verify the applicability of Attenborough’s
model at grazing incidence over a soft surface, a set of ex-
periments was conducted. These experiments were per-
formed indoors in a well controlled environment to eliminate
environmental factors such as wind noise and temperature
gradients from the analysis. The acoustic pressure was mea-
sured for a variety of frequencies as a function of distance
from the source. These experiments were conducted over
smooth and rough surfaces of the same material in order to
examine the combined effect of roughness and admittance as
compared to the effects of the admittance alone.

The geometry of the experimental arrangement is pre-
sented in Fig. 1. The source used was an Altec driver with a
horn diameter of 7.0 cm placed near the surface. A swept
sine signal ranging from 500 Hz to 3.5 kHz was used as the
signal. At the highest frequency the source had a nondimen-
sional size,ka, of 2.2 which is low enough to be considered
omnidirectional for the forward propagation considered here.
The receiver was a 1.27-cm (1/2-in.) B&K condenser micro-
phone. The signal was generated, received, and analyzed by
an HP 35665 A signal analyzer. Measurements were made
for source–receiver separations of 0.2–3.0 m in 0.2-m incre-
ments. For the smooth surface experiments the source was
placed just above the surface and the receiver was laid on top
of it. The center of the source was 3.5 cm above the smooth
surface and the center of the receiver was at a height of 0.64
cm (1/4 in.) above the surface. For the rough surface experi-

ments the source and receiver were at the same heights above
the top of the roughness elements. These values will be used
in the data prediction to follow.

Smooth and convoluted sheets of a partially closed cell,
highly restrictive foam were used as the finite admittance
surface. Two sheets of 5.1-cm~2.0-in.!-thick foam were
placed on top of each other for the smooth surface experi-
ments. A convoluted piece of foam was placed over one
5.1-cm piece of the smooth foam for the rough surface ex-
periments. The convoluted piece had a base height of 2.5 cm
and an overall height of 4.1 cm which yields a peak to trough
height of 1.6 cm. The convoluted foam had semi-elliptical
roughness elements and is of the type that is commonly
found in shipping containers. It is also referred to as ‘‘egg
carton’’ foam. The peak to trough height of 1.6 cm yields a
value of 0.8 cm for the roughness parameter,sv . This value
stems from the definition of the roughness parameter as the
average volume of the roughness elements per unit area. If
one were to cut the foam at a height of 0.8 cm above the
bottom point the peaks would fill in the valleys.

It was found that due to its partially closed cell nature,
material properties such as the flow resistivity and porosity
did not yield useful measures of the acoustic impedance.
Therefore, the normalized impedance of a sample of the
smooth foam was determined with a B&K 4002 impedance
tube by measuring the location and amplitude of the pressure
maxima and minima. The samples had a diameter of either
10.5 or 3.0 cm depending on the frequency investigated. The
results are presented in Fig. 2. Figure 2 also shows the pre-
dicted effective impedance of the rough surface based on Eq.
1. The real part of the effective impedance is lower than the
original impedance over the entire range of frequencies. Fur-
thermore, the reactance exceeds the resistivity which leads to
the formation of a surface wave.

The acoustic wave number was calculated from the ar-
rival of an acoustic tone burst at two microphones buried in
the foam at depths of 5.1 cm~2 in.! and 10.2 cm~4 in.!. The
difference in the arrival times was used to evaluate the sound
speed which was used to evaluate the real part of the wave
number. The amplitude change was used to determine the
attenuation which then determined the imaginary part of the
wave number. The results of these measurements are pre-
sented in Table I. It should be recalled that the roughness
parameter,sv , admittance,bs , and wave number,ks , are

FIG. 1. Experimental configuration and geometry for the propagation of
sound over smooth and rough surfaces of finite admittance.
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necessary to determine the effective admittance,b3* , used in
the propagation model.

The attenuation in the material was nominally 1 dB per
cm in the frequency range of interest. This value translates
into an attenuation of approximately 20 dB for any sound
traveling through the material and back. Therefore it was
assumed that the material was semi-infinite and the air
backed bottom of the surface in the anechoic chamber was
neglected. It should be noted that the foam samples used in
the impedance tube were 10.2 cm thick and air backed which
mimicked the experimental arrangement.

III. EXPERIMENTAL RESULTS

Figure 3~a! and ~c! presents the excess attenuation over
the smooth and rough surfaces for source–receiver separa-
tions from 0.2 to 3.0 m. The excess attenuation represents the
propagation of sound over each surface as compared to the
free-field sound-pressure level that would have existed in the
absence of the surface. That is, the data have been normal-
ized to account for spherical spreading such that the signal
over a hard surface, from a source to a receiver on that sur-
face, would consist of a straight line at 6 dB. A reference
microphone at 1.0 m from the source was used before and
after the experiments to capture the reference signal. Atmo-
spheric attenuation can be neglected for the short ranges in-
volved. Figure 3~b! and ~d! shows the direct comparison of
the sound-pressure level above the rough surface and the
smooth surface.

In Fig. 3~a! there is little to no attenuation over the
smooth surface. At a higher frequency as seen in Fig. 3~c!,

there is an increasing attenuation as a function of distance
away from the source. Again, this attenuation is above and
beyond spherical spreading and represents an excess attenu-
ation of the signal caused by the surface. It should be noted
that since the source and receiver are close to the surface, the
path length differences are negligible with respect to a wave-
length.

The trends in the data over the rough surface in Fig. 3~a!
and~c! are similar to those in the smooth surface data. There
is little to no attenuation at the lower frequency analyzed just
as in the smooth surface data. In essence, the sound does not
‘‘see’’ the roughness since the wavelength is so much larger
than the roughness elements. At 1.0 kHz the ratio ofsv to l
is approximately 2%. At the higher frequency analyzed, the
attenuation of the sound signal above the rough surface is
greater than that above the smooth surface. At 3.1 kHz the
ratio of sv to l is approximately 7%. The difference in at-
tenuation increases with increasing distance~up to approxi-
mately 15 dB in the data reported here!. The attenuation can
be attributed to scattering by the surface. As the propagation
range increases, the sound interacts with more roughness el-
ements which leads to greater attenuation.

Figure 3~b! illustrates that there is indeed little differ-
ence between the propagation over the rough and smooth
surfaces at 1.0 kHz. There is a slight increase in the sound-
pressure level over the rough surface as compared to the
smooth surface which has been seen previously by Medwin
et al.6 and Medwin and D’Spain.3 However, the gain here is
1 dB or less whereas the gain in the preceding works was 6
dB or more. A more significant finding is the added attenu-
ation seen in Fig. 3~d!. One can see that the presence of the
roughness acts to increase the attenuation over the rough
surface by as much as 15 dB.

The material parameters presented earlier have been

FIG. 2. Measured normalized impedance of the foam. The dotted line is the
predicted effective impedance of the rough foam based on Eq.~1!.

TABLE I. Measured wave number in foam.

Frequency,f ~Hz! Wave number,ks (m
21)

600 19.018.5i
1000 29.6111.4i
1500 41.0113.6i
2000 52.7114.9i
2500 63.1116.4i
3000 73.9118.9i

FIG. 3. Experimental data and theoretical predictions over the smooth and
rough surfaces forf51.0 kHz and 3.1 kHz. The data presented are the
excess attenuation,~a! and ~c!, and a direct comparison of sound-pressure
levels over the rough and smooth surfaces,~b! and ~d!. Solid line: smooth
surface prediction~hs53.5 cm andhr50.64 cm!. Dashed line: rough sur-
face prediction with the admittance plane at thebottomof the roughness
elements~hs55.1 cm andhr52.24 cm!. Dotted line: rough surface predic-
tion with the admittance plane at thetop of the roughness elements
~hs53.5 cm andhr 5 0.64 cm!. j: Smooth surface data.d: Rough surface
data.l: Prough/Psmoothdata.
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used in Eqs.~1!–~6! in order to predict the attenuation over
the smooth and rough surfaces. These predictions are also
presented in Fig. 3. The solid line is the predicted excess
attenuation over the smooth surface. For propagation over
the rough surface a slight subtlety arises which is where to
locate the effective admittance surface. Howe1 stated that for
hemispherical bosses the effective boundary condition
should be applied at a height ofpa3/ l 2 above the plane
containing the bosses wherea is the radius of the boss and
l is the center to center spacing. For the condition of sparse
scatterers, which he assumed,l@a, which reduces to
pa3/ l 2'0 or the bottom of the roughness elements. How-
ever, for a more closely packed configuration where, say, the
bosses touch, one would havel52a andpa3/ l 2'a or the
top of the roughness elements. In Fig. 3~a! and~c! the dashed
line is the predicted excess attenuation for the rough surface
if one assumes that thebottomof the roughness is the loca-
tion of the admittance plane. This assumption is accom-
plished by adding the peak to trough height of 1.6 cm to the
source and receiver heights. The dotted line is the prediction
if one assumes that thetopof the roughness is the location of
the admittance plane. In Fig. 3~b! and ~d! the dashed and
dotted lines represent the predicted ratio of the sound-
pressure levels above the rough and smooth surfaces with the
same assumption concerning the location of the effective ad-
mittance plane. At the lower frequency examined it appears
that placing the effective admittance surface at the bottom of
the roughness yields a better fit to the data. At the higher
frequency investigated it appears that a better fit is obtained
by placing the effective admittance surface at the top of the
roughness elements. It should be noted that if the differences
in source and receiver heights associated with the location of
the effective admittance plane are applied to the smooth sur-
face prediction the effects are negligible. Therefore the dif-
ferences noted are solely due to changes in the rough surface
propagation.

The overall agreement between the theory and the data
over the two surfaces is fairly good. The theory does not
predict much attenuation over either surface at 1.0 kHz al-
though there appears to be a consistent discrepancy between
the data and the model. This discrepancy may be due to
some property of the foam at grazing incidence which did
not appear in the normal incidence impedance measure-
ments. The direct comparison in Fig. 3~b!, however, removes
this discrepancy and yields a good agreement between the
model and the data. At 3.1 kHz, the model predicts an in-
creasing attenuation with distance for both surfaces and that
the attenuation over the rough surface is greater than that
over the smooth surface at long ranges. These findings are
also in agreement with the data. Again there is a discrepancy
between the data and the model in Fig. 3~c! which disappears
when the direct comparison is made in Fig. 3~d!.

Figure 4~a!–~d! presents experimental data and theoret-
ical predictions as a function of frequency for two source–
receiver separations. The symbols and line types are the
same as those used in Fig. 3. The nonsmoothness of the
theoretical predictions stems from the variability in the mea-
sured impedance. At lower frequencies, there is no signifi-
cant difference between the propagation over smooth and

rough surfaces. At higher frequencies, the sound field attenu-
ates over both surfaces although it attenuates more markedly
over the rough surface. The increasing difference between
the propagation over rough and smooth surfaces occurs at
lower frequencies as the range is increased. Again there is a
consistent discrepancy between the data and the model for
both surfaces principally centered around 2 kHz. This dis-
crepancy disappears if one looks at the ratio of the rough to
smooth surface sound pressure levels as seen in Fig. 4~b! and
~d!. It would appear that for the low- to mid-range frequen-
cies, a better fit to the data is found by using the bottom of
the roughness as the location of the effective admittance
plane. At the higher frequencies investigated it would appear
that the top of the roughness is a more suitable location for
the admittance surface. This finding is somewhat clouded by
the nonsmoothness of the model predictions and may be
worthy of further study.

IV. CONCLUSIONS

There is fairly good agreement between the data taken
over a rough surface of finite admittance and the model pro-
posed by Attenborough to treat the rough surface as a
smooth surface with a modified surface admittance. Some
discrepancies were found between the measured data and
model predictions over both the smooth and rough surfaces
examined. These discrepancies disappeared when the ratio of
the sound-pressure level over the rough surface was com-
pared directly to that over the smooth surface. The roughness
causes an attenuation in the sound field that is greater than
~or comparable to! that found over a smooth surface of the
same material. This additional attenuation increases with in-
creasing distance and/or frequency. A boundary wave that
exceeds the amplitude of the direct wave by 6 dB or more,
such as that found by Medwin and D’Spain3 for hard sur-

FIG. 4. Experimental data and theoretical predictions over the smooth and
rough surfaces forr51.0 m and 3.0 m. The data presented are the excess
attenuation,~a! and ~c!, and a direct comparison of sound pressure-levels
over the rough and smooth surfaces,~b! and~d!. Solid line: smooth surface
prediction~hs53.5 cm andhr50.64 cm!. Dashed line: rough surface pre-
diction with the admittance plane at thebottomof the roughness elements
~hs55.1 cm andhr52.24 cm!. Dotted line: rough surface prediction with
the admittance plane at thetop of the roughness elements~hs53.5 cm and
hr50.64 cm!. j: Smooth surface data.d: Rough surface data.l:
Prough/Psmoothdata.
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faces, was not seen for this softer surface. At higher frequen-
cies, there was better agreement between the model and the
experimental data when the top of the roughness was defined
as the location of the admittance plane rather than the bottom
of the roughness as indicated by Attenborough.

The prospect that the analogy between roughness and
admittance holds is quite appealing in terms of practical pre-
diction routines. Existing models for predicting noise levels
for outdoor sources, such as highways, could easily be ex-
tended to more realistic surfaces. A further extension of the
work would be the inverse problem of determining the
roughness scale from the acoustic signal. Such a procedure
would have many useful applications ranging from agricul-
tural research in erosion control to mineral nodule detection
on the ocean floor.
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Acoustic scattering by nonmetallic and metallic cubes in the
elastic resonance regime: Experimental measurements
and combined finite element/boundary element modeling
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The acoustic backscattering behavior of both nonmetallic~glass! and metallic~steel! cubes has been
investigated over a wide frequency range where elastic resonances are important in determining the
acoustic response of the cubes. A laboratory system incorporating a parametric array was used to
make measurements between 20 and 200 kHz using cubes of side (l ) 20 mm, and a combined finite
element/boundary element code was used to numerically model scattering by the cubes. The
frequency range covered corresponds toka values up to 10, wherea5 l (3/4p)1/3 is a characteristic
dimension of the cube. Results are presented for three scattering geometries involving incidence on
to a face, an edge, and a corner. The backscattered form function differs greatly for the different
geometries and is seen to depart significantly from that of a rigid cube whenka.5 due to the elastic
resonances of the cube. The resonance contributions are clearly seen when the rigid background is
subtracted from the elastic predictions. ©1997 Acoustical Society of America.
@S0001-4966~97!01807-9#

PACS numbers: 43.20.Fn, 43.30.Gv, 43.30.Lz@ANN#

INTRODUCTION

Scattering of acoustic waves by discrete elastic objects
is of interest in many fields and has been studied extensively
for regular idealized targets such as spheres and cylinders.
However, the more realistic scattering objects found in the
marine environment are usually of a more complex geom-
etry, often having facets, edges, and corners. Objects pos-
sessing such features include both irregularly shaped par-
ticles that occur naturally, and more regular, but nevertheless
complex, manmade objects. The scattering by faceted objects
is important in sedimentology where acoustic backscattering
measurements are used to monitor the concentration
and transport of suspended sediment in the marine
environment.1–5

Analytical models are not generally capable of predict-
ing the scattering characteristics of such complex targets, and
so numerical methods must be used. The ever increasing
power of computing facilities means that techniques such as
finite element and boundary element methods can potentially
provide detailed scattering information for very complicated
geometries, and will increasingly be used to investigate
fluid–structure interaction problems. Experimental validation
of such models is therefore vitally important.

One relatively simple faceted geometry is the cube. In a
previous paper6 the low-frequency (ka,5) backscattering
behavior of a metallic cube was investigated. At these fre-
quencies the elastic behavior of the particle is not particu-
larly significant and the cube could be modeled as a rigid
body using a boundary element approach. The results, when
averaged over a large number of cube orientations, indicated
that the form function was very similar in appearance to that

of a sphere, and also showed evidence for the propagation of
surface waves around the cube. In this paper we deal with a
higher-frequency regime~up to ka values of 10! where the
elastic behavior of the body is important~manifesting itself
as resonances! and significant differences exist between
cubes of different materials. As sand is significant for sedi-
ment studies, a fused-silica glass cube was chosen as a suit-
able nonmetallic material to compare with a steel cube. A
combined finite element/boundary element model has been
used to predict the acoustic backscattering properties of the
cubes and laboratory measurements have been made using a
low-frequency parametric array facility. Results are pre-
sented for three different scattering geometries and the mea-
surements are compared with numerical predictions of the
backscattered form function for elastic and rigid cubes. The
influence of the elastic resonances is isolated by subtracting
the rigid predictions from those for the elastic cubes.

I. SCATTERING CONFIGURATIONS

The backscattering properties of both glass and steel
cubes were studied using cubes of side (l ) 20 mm, over the
frequency range 20–200 kHz, corresponding to aka range
of approximately 1–10, wherea5 l (3/4p)1/3 is a character-
istic dimension of the cube~equaling the radius of a sphere
having the same volume!. Three scattering geometries were
used, as illustrated in Fig. 1. For configuration~a! the cube
was aligned so that the wavefield was normally incident on a
face. For configuration~b! the cube was aligned so that the
wavefield was normally and symmetrically incident on an
edge. In the third configuration~c! the cube was aligned for
incidence on a corner, the acoustic axis passing through a
body diagonal. All three geometries can be realized by rotat-
ing the cube shown in Fig. 1~b! about a vertical axis passing

a!Present address: Winfrith Technology Centre, Winfrith, Newburgh,
Dorchester, Dorset DT2 8X5, UK.
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through the centers of two opposite edges. In this case rota-
tions of 0°, 35.26°, and 90° give edge, corner, and face inci-
dence, respectively.

II. EXPERIMENTAL SYSTEM AND MEASUREMENT
TECHNIQUE

A laboratory facility~Fig. 2! incorporating a parametric
array7 was used to make the experimental measurements. A
conventional transducer generates high-amplitude high-
frequency waves which propagate nonlinearly through the
water and interact to produce additional low-frequency
signals.8,9 The nonlinear generation is a continuous process
and the low-frequency waves can be considered to come
from secondary sources distributed throughout the interac-
tion region of the primary waves. The distributed nature of
the secondary sources, and their phases, produces a behavior
similar to that of an endfire array and results in an exception-
ally narrow beam. The parametric source is used to generate
a broadband pulse whose frequency content is easily varied
by changing the primary frequencies transmitted by the
transducer.

The use of such a source permits lowka measurements
to be made on scattering targets of reasonably large size,
over a broad frequency (ka) range, with a single transmitting
transducer and a single target. Brief details of the measure-
ment technique are given here; further details can be found
in Refs. 6 and 7.

The parametric array was truncated by an acoustic filter
in order to isolate a source-free region in the tank in which

measurements could be made without problems associated
with the nonlinear response of the hydrophone or the inter-
action of the primary waves with the test cube itself. The
transducer, acoustic filter, hydrophone, and test cube were all
suspended from an optical bench aligned along the length of
the tank and parallel to the acoustic axis of the transducer,
allowing the positions of the components to be easily varied.

An amplitude modulated tone burst@Fig. 3~a!# was used
to drive the transducer. The modulating envelope used in the
present study was a ‘‘raised cosine-bell,’’ obtained by adding
a dc offset to a single-cycle phase-shifted cosine wave. The
resulting demodulated pulse generated by the parametric ar-
ray has a spectrum which is easily altered by adjusting the
length and shape of the modulating envelope, allowing an
extended frequency range to be covered. An example of the
resulting demodulated pulse~after passage through the re-
ceiving system! is shown in Fig. 3~b!.

The signal detected by the hydrophone~Brüel & Kjær
8103! was passed through a passive low-pass~250-kHz! fil-
ter and a signal amplifier~Brookdeal 9452! before being
digitized by a LeCroy 9310A digital oscilloscope. The fre-
quency range 20–200 kHz of interest here was covered by
using three pulses based on modulating envelopes of 20, 50,
and 100 kHz.

The test cube was suspended from a rotation stage by
nylon thread and careful adjustments of the vertical and hori-
zontal position were used to orientate the cube accurately on

FIG. 1. Scattering geometries. Wave is incident normal to a face~a!, an
edge~b!, and a corner~c!.

FIG. 2. Laboratory system incorporating parametric array.

FIG. 3. Generation of the low-frequency pulse:~a! modulated tone burst
applied to the transducer~raised cosine bell based on 100 kHz!; ~b! demodu-
lated pulse after passage through receiving system.
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the acoustic axis. The hydrophone was placed at a distance
(r ) of 275 mm from the center of the test cube~see Fig. 2!.
The parametric array was truncated by the acoustic filter at a
distance of 0.53 m from the transducer and the test cube was
suspended at 1.02 m.

In order to make accurate measurements of the scattered
field it was necessary to remove the effect of any coherent
reverberation using the following technique. First the total
field in the backscatter position was measured at a fixed dis-
tance (r ) from the center of the test cube~Fig. 2!. Then the
cube was removed and the ‘‘background’’ reverberation sig-
nal measured with the hydrophone in the same position. This
background signal was then subtracted from the total signal,
leaving only the backscattered signal due to the cube. Fi-
nally, the incident~or ‘‘reference’’! signal was measured by
moving the hydrophone to the position at the center of the
cube~with the cube absent! and rotating the hydrophone by
180° to compensate for any directionality of the hydrophone.

The averaged signals were windowed to remove un-
wanted multiples, and Fourier transformed to obtain their
spectra. The resulting backscattered spectrum~with back-
ground reverberation subtracted! and reference spectrum
were used to calculate the normalized form function~Sec.
IV !.

III. NUMERICAL CALCULATIONS

At the frequencies considered in this paper it is not ad-
equate to consider the cube to be rigid as its elastic response
becomes significant. There are several analytical and numeri-
cal methods available for dealing with the problem of acous-
tic wave scattering from elastic fluid-immersed bodies. How-
ever, analytic solutions in terms of standard functions can be
found only for a limited number of geometrical shapes such
as spheres, infinite cylinders, and spheroids. Numerical
methods must therefore be used to solve the problem of scat-
tering from more complex geometries such as the cube.
There are three popular methods capable of solving the scat-
tering problem: theT-matrix method, the finite element
method, and a combined finite element/boundary element
method. TheT-matrix is an efficient method for the scatter-
ing problem but it cannot easily deal with scatterers having
corners, edges, or large aspect ratios, because of the poor
convergence in such cases. A finite element model, where
the cube and surrounding fluid are all modeled using finite
elements, is not efficient for backscattering problems be-
cause such a method gives the solution for the whole field,
not just at the points of interest. This is inefficient if only the
backscattered pressure is required. Also, the wave reflected
from the outer boundary of the fluid volume in the finite
element model may give rise to errors because of the imper-
fect nature of the absorbing boundary condition.

A combined finite element and boundary element
method is a very powerful method for scattering problems
involving scatterers that have a size comparable with the
acoustic wavelength, in an infinite fluid medium. In this case
finite elements are used to describe the structural vibration,
and boundary elements are used to describe the acoustic be-
havior of the infinite fluid. The commercial software package
PAFEC10 was used for this study as it is capable of dealing

with the coupling between the elastic vibration of the struc-
ture and the acoustic fluid using such a combined finite
element/boundary element approach.

In order to construct the finite element mesh the three
plane-wave scattering configurations shown in Fig. 1 were
considered. As discussed in Sec. I, each of the three orienta-
tions can be obtained by aligning the cube as shown in Fig.
1~b! and changing the angle of the incident plane wave.
Therefore it was only necessary to build a combined finite
element/boundary element model for calculating the back-
scattered field for configuration~b! and rotate the incident
plane wave to the three angles 0°, 35.26°, and 90°.

The accuracy of the calculated scattered pressure in such
a model is largely dependent on the mesh density used. In
practice, the maximum usable mesh size is limited by the
wavelength in the fluid because the velocity of elastic waves
in the solid are generally larger than those in the fluid. Using
the PAFEC code, an acceptable accuracy was achieved by
using five elements per wavelength if ten-noded triangle or
twenty-noded quadratic elements were used. Although a
nonuniform mesh~with a fine mesh near the surface of the
structure and a coarse mesh inside! could reduce the number
of elements, this was not easily achieved withPAFEC, and so
a uniform mesh was used throughout the elastic structure.
The upper frequency range of interest here is 200 kHz for a
cube with a sidelength of 20 mm. In order to run the numeri-
cal model efficiently, the whole frequency range was divided
into four subfrequency ranges. In each subfrequency range
the numerical model was built using three elements per half-
sidelength in the frequency range 3–60 kHz, four elements
per half-sidelength in the range 62–100 kHz, five elements
per half-sidelength in the range 102–160 kHz, and six ele-
ments per half-sidelength in the range 162–200 kHz. A fre-
quency step of 2 kHz was used throughout. Although sym-
metry in thez50 plane~Fig. 4! was exploited to halve the
size of the numerical model, the calculations~on a PC! were
still very computationally intensive as the frequency ap-
proached 200 kHz. By examining configuration~b! carefully
@Figs. 1~b! and 4#, it is noted that the cube itself is symmetri-
cal about planesx50, y50, andz50, but that the incident
plane wave is only symmetrical about they50 and z50

FIG. 4. Finite element meshing of an eighth of the elastic cube.
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planes for an incident angle~u! of 0°; symmetrical aboutx
50 andz50 for 90° incidence, and aboutz50 for an angle
of 35.26°. Therefore it is only necessary to model an eighth
of the cube, subject to a group of combining symmetric/
antisymmetric conditions~see Fig. 4 and Table I!. Using this
approach the size of the numerical model was greatly re-
duced~from a half-cube to an eighth-cube! and the calcula-
tions were carried out efficiently on a pentium PC.

IV. FORM FUNCTION OF A CUBE

The field scattered by the cube is expressed in a normal-
ized dimensionless form using the ‘‘form function.’’ The
form function for spherical scatterers is a well known and
much used expression in which the scattered pressure is nor-
malized by the size of the sphere, the observation range, and
the incident pressure.

From considerations involving the power in the incident
wave intercepted by the cube and the scattered power the
form function for a general three-dimensional scatterer can
be defined as6

f ~r ,u,f!5A4pr 2

A

Psc~r ,u,f!

Pin
, ~1!

where Pin and Psc are the incident and scattered signals,
respectively,A is the projected cross-sectional area of the
scatterer, andr is the distance from the particle to the obser-
vation point. For a sphere, the cross section does not vary
with the orientation of the sphere~A5pa2, wherea is the
sphere radius! and Eq.~1! reduces to

f ~r ,u!5
2r

a

Psc~r ,u!

Pin
. ~2!

However, the projected cross section of a cube varies with
orientation and so we must use theaveragecross section to
normalize the form function~1!. The average projected
cross-sectional area (^A&) of any body equals a quarter of
the body’s surface area. Thus for a cube of sidel , ^A&
53l 2/2 and the form function becomes

f ~r ,u,f!5
2r

lA3/2p
Psc~r ,u,f!

Pin
, ~3!

which is equivalent to Eq.~2! with a value ofa equal to
lA(3/2p), i.e., the radius of the sphere having the samesur-
face areaas the cube. Both the measured and predicted back-
scattered pressures are expressed using this normalized form
function.

V. RESULTS

Experimental measurements and theoretical predictions
were made using both fused-silica glass and steel cubes of
side 20 mm; the material parameters used in the calculations
are shown in Table II. In the calculations presented here, the
backscattered field was evaluated at a distance of 0.2 m from
the center of the cube. The incident plane wave was of unit
amplitude.

For each of the three configurations illustrated in Fig. 1
measurements were made with pulses based on 20-, 50-, and
100-kHz envelopes. Examples of the scattered time wave-
forms obtained for the glass cube are shown in Fig. 5 for a
100-kHz incident pulse@Fig. 3~b!#. The strongest reflection
is seen for configuration~a!, the case of incidence normal to
a cube face. Figure 5~b! and ~c! shows the scattered time

TABLE I. Symmetry of boundary conditions on thex50 andy50 planes for the eighth cube~see Fig. 4! used
in the numerical model. The boundary condition on thez50 plane is always symmetric.

Case 0° 35.26° 90°

1 x50 symmetric x50 symmetric x50 symmetric
y50 symmetric y50 symmetric y50 symmetric

2 x50 antisymmetric x50 antisymmetric
y50 symmetric y50 symmetric

3 x50 symmetric x50 symmetric
y50 antisymmetric y50 antisymmetric

4 x50 antisymmetric
y50 antisymmetric

Final
result

1/2* ~case 11case 2! 1/4* ~case 11case 2
1case 31case 4!

1/2* ~case 11case 3!

TABLE II. Material parameters for the cubes and surrounding fluid. Young’s modulus (E); Poisson’s ratio~s!;
density~r!; compressional (cl) and shear (ct) wave velocities; loss~d!—the ratio of real and imaginary parts of
E. Data for fused–silica glass taken from Ref. 15 and steel from Ref. 16. Values ofd are estimates.

Material E/(GPa) s r/(kgm23) cl /(m s21) ct /(m s21) d

Glass 72.9 0.17 2200 5968 3764 0.02
Steel 196.0 0.3 7910 5790 3100 0.01
Water 1000 1490
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waveform when the wave is incident on a cube edge and a
corner~note the change of vertical scale!. Note also the ap-
parent precursor in these cases.

These measured time waveforms were processed as de-
scribed above and the form functions calculated. Results for
the glass cube are presented in Fig. 6~a!–~c!, which shows
the variation of the form function with frequency for the
three configurations shown in Fig. 1. The form function~y
axis! is normalized using the average projected cross-
sectional area of the cube@Eq. ~3!, Sec. IV# and the normal-
ized frequency axis iska, wherea is the radius of the sphere
having the same volume. Agreement is exceptionally good
over all frequencies suggesting the elastic behavior is mod-
eled correctly. The case of incidence normal to a face, shown

in Fig. 6~a!, exhibits a steady increase in backscattered pres-
sure with frequency. The results for configurations~b! and
~c! @Fig. 6~b! and ~c!# show significantly different behavior,
and, in general, lower backscatter.

Results for a stainless steel cube are shown in Fig. 7~a!–
~c! for comparison. At low frequencies (ka,5) the steel
cube behaves in a similar way to the glass cube. Aboveka
values of about 5 the resonance behavior is quite different,
with the resonances notably narrower than those for glass.

VI. DISCUSSION

It is important to note the very good agreement obtained
between experiment and theory. This indicates that the nu-
merical model is able to cope with the elastic response of the
cube, and more significantly, the boundary element approach
accurately models the effects of the cube edges on the scat-
tered wavefield. The agreement also indicates the power and
precision of the experimental facility for making accurate
scattering measurements in both the low and highka re-
gions.

At the highest frequencies considered the measurements
appear to underestimate the scattered pressure, but only for
configuration~a!. This may well be a result of the incident
field not being planar, an effect observed to affect scattering
from other structures, or may result from slight errors in the
orientation of the cube which is most significant for this
configuration.

For the steel cube a number of elastic resonances are
clearly visible forka.5. Which resonances are important,
and the extent to which they are excited appears to depend
on the direction of incidence. Thus a pronounced resonance
is observed in Fig. 7~b! atka54.8 that is not apparent in Fig.
7~a!.

Many of the features observed in the form function of
both the glass and steel cubes result from elastic resonances
of the bodies. Resonance scattering theory11 describes the
backscattered field as being composed of a spectrum of reso-
nances superimposed on a more gently varying background
due to a rigid scatterer. In order to see the resonance contri-
bution more clearly the rigid background can be subtracted,
leaving just the elastic contribution. To do this the complex
backscattered form function for arigid cube was calculated
using the boundary element technique, as described in Ref.
6. Results for both calculations and their difference are pre-
sented in Fig. 8 for glass~a! and steel~b! cubes insonified
normal to a face.

For steel the rigid and elastic calculations give very
similar results up to aka of 5. This is to be expected from
the high impedance of the cube. The subtraction shows a
small broad peak centred on aka of 1.5; this is attributed to
the fact that the rigid calculation assumes that the cube is
fixed while the elastic result allows the cube to be mobile. A
similar difference is observed for spheres. Betweenka55
andka510 several distinct elastic resonances can be seen.

For the glass cube a slightly larger deviation from the
rigid results is seen for lowka values, with the more mobile
glass giving a higher difference aroundka51.5. In this case
the resonances at higherka are broader and not easily sepa-

FIG. 5. Measured backscattered waveforms for a fused–silica glass cube of
side 20 mm. Incidence normal to~a! face,~b! edge, and~c! corner. Incident
pulse@shown in Fig. 3~b!# is based on a 100-kHz modulating envelope.
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rated. This is presumably a result of the more significant
water loading of the resonances for the glass cube.

The clear resonant structure observed in Fig. 8~b! sug-
gests that it should be possible to associate this pattern with
elastic resonances of the cube. A number of authors12–14

have considered the free-vibrational modes of an elastic cube
and produced results for the resonance mode shapes and fre-
quencies. It is not, however, clear as to how these resonances
will be affected by water loading. This, together with some
variation in the predicted frequencies and the number of dif-

FIG. 6. Backscattered form function for a fused–silica glass cube insonified
normal to a face~a!, an edge~b!, and a corner~c!. Numerical predictions
~line! and experimental measurements~points! obtained using pulses based
on 20-kHz~* !, 50-kHz ~+!, and 100-kHz~1! envelopes.

FIG. 7. Backscattered form function for a steel cube isonified normal to a
face ~a!, an edge~b!, and a corner~c!. Numerical predictions~line! and
experimental measurements~points! obtained using pulse based on 20-kHz
~* !, 50-kHz ~+!, and 100-kHz~1! envelopes.
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ferent modes possible, make it difficult to identify all of the
resonances seen in Fig. 8~b! unambiguously. However, fur-
ther calculations should help solve some of this uncertainty
and help to explain the different strengths of the resonance
peaks in Fig. 7~a!–~c!.

VII. CONCLUSIONS

The backscattering properties of glass and steel cubes
have been investigated both experimentally and theoretically
over aka range of 1–10. Results have been presented for
several different orientations of the cube and good agreement
between experiment and theory observed. At low frequencies
(ka,5) the form functions for each orientation are very
similar to those of a rigid cube6 but at higher frequencies
elastic resonances become important and significant devia-

tions from rigid scattering behavior are observed. In this
resonance dominated region the glass and steel cubes behave
differently, the glass cube having resonances that are broader
than those of the steel. The very good agreement obtained
between measurements and numerical predictions validates
the combined finite element/boundary element approach
used and indicates the power of the experimental measure-
ment technique.
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On the derivation of boundary integral equations for scattering
by an infinite one-dimensional rough surface
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A crucial ingredient in the formulation of boundary-value problems for acoustic scattering of
time-harmonic waves is the radiation condition. This is well understood when the scatterer is a
bounded obstacle. For plane-wave scattering by an infinite, rough, impenetrable surfaceS, the
physics of the problem suggests that all scattered waves must travel away from~or along! the
surface. This condition is used, together with Green’s theorem and the free-space Green’s function,
to derive boundary integral equations overS. This requires careful consideration of certain integrals
over a large semicircle of radiusr ; it is known that these integrals vanish asr→` if the scattered
field satisfies the Sommerfeld radiation condition, but that is not the case here—reflected plane
waves must be present. The integral equations obtained are Helmholtz integral equations; they must
be modified for grazing incident waves. As such integral equations are often claimed to be exact,
and are often used to generate benchmark numerical solutions, it seems worthwhile to establish their
validity or otherwise. ©1997 Acoustical Society of America.@S0001-4966~97!01406-9#

PACS numbers: 43.20.Fn, 43.30.Hw@ANN#

INTRODUCTION

Consider the scattering of a plane time-harmonic acous-
tic wave by a bounded obstacle. To fix ideas here, we con-
sider a two-dimensional obstacle, with a smooth, sound-hard
surfaceS. Mathematically, this is an exterior Neu mann
problem for the Helmholtz equation. In order to have a well-
posed problem, we impose the Sommerfeld radiation condi-
tion,

Ar S ]u

]r
2 ikuD→0 asr→`, ~1!

uniformly in all directions. Here,u is the scattered field,r is
a plane polar coordinate,k is the wave number, and we have
assumed a time dependence ofe2 ivt. Physically, the radia-
tion condition ensures that the scattered waves propagate
outwards, away from the obstacle. Mathematically, the radia-
tion condition also yields uniqueness and existence for the
boundary-value problem.

A familiar method for solving the above problem is to
derive a boundary integral equation for the boundary values
of u on S. In the derivation, Green’s theorem is applied to
u and a fundamental solutionG, in the region bounded in-
ternally byS and externally byCr , a large circle of radius
r . It turns out that the radiation condition implies that the
integral

I ~u;Cr ![E
Cr

S u ]G

]r
2G

]u

]r Dds→0 asr→`, ~2!

and so only boundary integrals overS remain. Thus, the
radiation condition is a crucial ingredient for two results: a
well-posed boundary-value problem; and the vanishing of a

standard integral over a large circle. See Colton and Kress
~1983! for more information.

For a sound-hard surfaceS, the procedure described
above leads to the following boundary integral equation:

u~p!2E
S
u~q!

]G

]nq
~p,q!dsq5E

S

]uinc
]nq

G~p,q!dsq ,

pPS, ~3!

here,uinc is the given incident wave. One can also derive an
equation for the boundary values of the total field
utot5uinc1u; this boundary integral equation is

utot~p!2E
S
utot~q!

]G

]nq
~p,q!dsq52uinc~p!, pPS.

~4!

We shall refer to~3! and~4! asstandard Helmholtz integral
equations. Similar equations can be derived for sound-soft
surfaces~exterior Dirichlet problem,utot50 onS).

Now, it is known that the waves scattered by a bounded
two-dimensional obstacle have the form

u~r ,u!5
eikr

Ar
f ~u!1O~r23/2! asr→`, ~5!

where (r ,u) are plane polar coordinates, andf is called the
far-field pattern. Thus, apart from being outgoing (eikr), the
waves decay with distance from the obstacle (1/Ar ). Indeed,
the radiation condition implies thatu5O(r21/2) as r→`.
As G also satisfies the radiation condition, we find that the
integrand in~2! is

uS ]G

]r
2 ikGD2GS ]u

]r
2 ikuD5o~r21! asr→`,

a!Permanent address: Department of Mathematics, University of Manches-
ter, Manchester M13 9PL, United Kingdom.
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whenceI (u;C )→0 asr→`, whereC is any piece ofCr .
This shows that the result~2! is due, essentially, to the decay
of u ~andG), not to any cancellation effects induced by the
integration.

The description given above changes completely when
the obstacle isunbounded. For example, suppose thatS is an
infinite, flat plane. Then, an incident plane wave will be scat-
tered ~reflected! specularly as a single propagating plane
wave. More generally, suppose thatS is an infinite corru-
gated surface; then, an incident plane wave will be scattered
into a spectrum of plane waves. The specification of a ‘‘ra-
diation condition’’ for such problems continues to attract at-
tention ~see, for example, Ramm, 1986!; clearly, the Som-
merfeld radiation condition is not appropriate, as it is not
satisfied by a propagating plane wave. Nevertheless, it is
customary to proceed,assumingthat the scattered field can
be represented in terms of plane waves, at least at some
distance fromS. Typically, this requires the discarding of an
integral such as~2!, but with the large circleCr replaced by
a largesemicircle Hr . Can this step be justified? This paper
began as an attempt to do this.

Another possible approach is to assume thatu can be
written as a surface distribution of sources or dipoles; see
Sec. VI E. One might also invoke the limiting absorption
principle, in which the wave numberk is replaced by
k1 i«, where« is small and positive; the correspondingu is
required to decay asr→`. However, this is delicate~com-
pared to scattering by a bounded obstacle! as the limits
«→0 andz→` for exp$iz(k1i«)% do not commute.

The motivation behind the present work is the pervasive
view that solving a boundary integral equation gives a rigor-
ous, exact way~apart from numerical errors! of solving prob-
lems involving the scattering of plane waves by infinite
rough surfaces. Indeed, one can find many books and papers
setting out this view.~References to the literature will be
given later.! However, very little attention has been given to
thederivationof the boundary integral equations themselves,
most writers being content to start by writing down a stan-
dard Helmholtz integral equation,~3! or ~4!. We will show
that ~3! is valid for plane-wave scattering by an infinite, one-
dimensional, rough surface. We will also show that~4! is
valid, except for grazing incident waves~in which case the
right-hand side should be replaced byuinc).

The paper is organized as follows. Section I is devoted
to formulating the problem, with some discussion on radia-
tion conditions and some background on angular-spectrum
representations and integral representations~usingG). Esti-
mation of integrals over the semicircleHr is carried out in
Secs. II, III, and IV. Thus, the method of stationary phase
and an expansion method are used in Secs. II and III, respec-
tively, but only for a single plane wave. Results for
I (u;Hr) are obtained in Sec. IV, and are then used in Sec. V
to derive various boundary integral equations of Helmholtz
type. Extensive discussion of the results is given in Sec. VI.
For example, it is shown that the standard Helmholtz integral
equations are valid for a finite patch of roughness and for
finite incident beams.

I. FORMULATION

Consider the scattering of a plane wave by an infinite
rough surface,S. In this paper, we assume that the surface is
one-dimensional, so that it can be described by

z5s~x!, 2`,x,`

with 2h,s(x)<0 and some constanth>0. The acoustic
medium occupiesz.s and, for definiteness, we assume that
S is a smooth, sound-hard surface. Thus we can write the
total field as

utot5uinc1u,

whereu is the scattered field and

uinc~r ,u!5e2 ikr cos~u1u i !, uu i u<
1
2 p, ~6!

is the incident plane wave;u i is the angle of incidence~it is
the angle between the direction of propagation and the nega-
tive z axis!, and (r ,u) are plane polar coordinates:
x5r sinu and z5r cosu. All the fields utot , uinc , and u
satisfy the Helmholtz equation

~¹21k2!u50, ~7!

for z.s. The boundary condition is

]utot
]n

50 onS, ~8!

where]/]n denotes normal differentiationout of the acous-
tic medium.

A. Reflection by a flat surface

If S is flat (s50), the problem is trivial. Nevertheless,
this problem can still teach us something. It is well known
that the scattered field is

u~r ,u!5eikr cos~u2u i ! for uu i u,
1
2p. ~9!

When uu i u5
1
2p ~‘‘grazing incidence’’!, we haveu[0: The

incident wave satisfies the boundary condition onS.
Thus, foruu i u,

1
2p,

utot52 eikx sin u i cos~kz cosu i !

and

2 eikx sin u i cos~kzcosu i !1A1e
ikx1A2e

2 ikx

both ‘‘solve’’ the problem, whereA1 andA2 are arbitrary
constants. Of course, we disallow this second solution, un-
lessA15A250: but why? The answer is because of the
radiation condition~which we have yet to specify!. Physi-
cally, we want to exclude all ‘‘incoming’’ plane waves, apart
from the incident wave. We will be more precise in Sec. I B.

B. Angular-spectrum representations

For anyS, the scattered field above the corrugations,
z.0, may be written using an angular-spectrum representa-
tion,
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u~x,z!5E
2`

`

F~m!eik~mx1mz!
dm

m~m!
~10!

5E
2p/2

p/2

A~a!eikrcos~u2a!da

1 evanescent terms. ~11!

Here,F(m) is thespectral amplitude, A(a)5F(sina! and

m~m!5HA12m2, umu,1,

iAm221, umu.1.

The integrals are superpositions of plane waves; they are
propagating, homogeneous plane waves whenumu,1 and
they are evanescent, inhomogeneous plane waves when
umu.1 In ~11!, we see the propagating plane waves explic-
itly: They propagate at an anglea to the positivez axis, with
an ~unknown! complex amplitude,A(a); the ‘‘evanescent
terms’’ decay exponentially withz. For more information on
angular-spectrum representations, see Clemmow~1966! and
DeSanto and Martin~1996!.

In general, the spectral amplitude must be considered as
a generalized function, and not as a continuous or analytic
function. This simple observation is motivated by known re-
sults for particular surfaces. Thus, for a flat surface we have

F~m!5d~m2sin u i !cosu i , uu i u,
1
2 p,

whered is the Dirac delta function, whereas for a periodic
surfaceF is a discrete sum of delta functions. So, we split
the scattered field into three parts as

u5upr1uev1ucon, ~12!

where

upr~r ,u!5 (
n51

N

Anv~r ,u;an!,

uev~r ,u!5 (
m51

M

Bmw~r ,u;mm!, ~13!

ucon~r ,u!5E
2`

`

C~m!eikr ~m sin u1m cosu!
dm

m~m!
, ~14!

v~r ,u;a!5eikr cos~u2a!, with uau< 1
2p, ~15!

and

w~r ,u;m!5eikrm sin ue2kr cosuAm221 with umu.1.
~16!

The first term in~12! is a sum of propagating plane waves;
the coefficientsAn and the anglesan are unknown in gen-
eral. The second term in~12! is a sum of evanescent waves;
the coefficientsBm and mm are unknown in general. The
third term in ~12! is a continuous spectrum of plane waves;
the unknown functionC is continuous. Properties and con-
sequences of the general representation~12! were investi-
gated by DeSanto and Martin~1996!.

Let us now return to the radiation condition. Having
chosen an originO, arbitrarily, we consider a large semi-
circle Hr , with radiusr and center atO. We then require

that all propagating plane-wave componentsv(r ,u;an) in
u propagateoutwards throughHr , away fromO. This is
almost built into the decomposition~12!: we have to be care-
ful with grazing waves (uanu5

1
2p). For example, ifan

5 1
2p, v5eikx; this wave leaves the semicircle atu5 1

2p but
enters atu52 1

2p. A simple way to impose our radiation
condition without excluding grazing waves is to split the
half-spacez.0 and the semicircleHr into two parts. Thus
with

Hr
65$~r ,u!:0<6u< 1

2 p% ~17!

being quarter-circles, we require that in the regionx>0,
z.0, we use 0<an<

1
2p, so that all plane waves propagate

out throughHr
1 . Similarly, in the regionx<0, z.0, we use

2 1
2p<an<0, so that all plane waves propagate out through

Hr
2 . This form of the radiation condition will be used to

derive boundary integral equations.

C. Boundary integral equations

One way to determine the scattered field is to derive a
boundary integral equation over the rough surfaceS. The
appropriate fundamental solution is

G~P,Q!5G~y,x!5 2 1
2 iH 0

~1!~kux2yu!,

wherex andy are the position vectors ofQ andP, respec-
tively, with respect to the originO, andHn

(1) is a Hankel
function. Apply Green’s theorem tou andG in the region
Dr with boundary]Dr5HrøSrøTr , whereHr is a large
semicircle of radiusr and centerO,

Sr5$~x,z!:z5s~x!,2r,x,r %

is a truncated rough surface, andTr consists of two line
segments joining the ends ofHr andSr . Then, as bothu and
G satisfy the Helmholtz equation~7! in Dr @apart from the
singularity inG(P,Q) at P5Q], we obtain

2u~P!5E
]Dr

H u~q!
]G

]nq
~P,q!2

]u

]nq
G~P,q!J dsq ,

wherePPDr , qP]Dr and]/]nq denotes normal differentia-
tion atq. Use of the boundary condition~8! yields

2u~P!5E
Sr
H u~q!

]G

]nq
~P,q!1

]uinc
]nq

G~P,q!J dsq
1I ~u;Hr !1I ~u;Tr !, ~18!

where

I ~u;S !5E
S
H u~q!

]G

]nq
~P,q!2

]u

]nq
G~P,q!J dsq

and normal differentiation is taken in a direction away from
the origin @so that]/]n5]/]r on Hr , consistent with~2!#.

The scattered fieldu and its derivative]u/]x are
bounded in the neighborhood ofS. This assumption together
with simple bounds and the large-argument asymptotic be-
havior of Hankel functions show thatI (u;Tr)5O(r21/2) as
r→`, whence

I ~u;Tr !→0 asr→`. ~19!
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Before estimatingI (u;Hr) for large r , using ~12!, we con-
sider a single propagating plane-wave component in~12!.
Thus, we shall evaluateI (v;Hr) asr→`, wherev is defined
by ~15!. Indeed, we shall evaluate the limit using two differ-
ent methods: the method of stationary phase~Sec. II! and an
expansion method~Sec. III!. We shall discuss the evaluation
of I (u;Hr) itself for large r in Sec. IV. Boundary integral
equations will then be derived from~18! in Sec. V.

II. THE METHOD OF STATIONARY PHASE

We use the method of stationary phase to estimate
I (v;Hr). There are two cases, depending on the value of
a, which can be smoothed together using a uniform approxi-
mation.

A. The method of stationary phase: zaz< 1
2p

We are interested in large values ofr5uxu for fixed
values ofy andk. We have

G~P,q!.
B

Akr
exp$ ik~r2y• x̂!%

5
B

Akr
eikre2 ikr cos~u2w!

as r→`, wherex̂5x/r , y5(r sinw,r cosw) and

B52 1
2 iA~2/p!e2 ip/4. ~20!

Hence, for larger ,

v
]G

]r
2G

]v
]r

. ik
B

Akr
@12 cos~u2a!#

3eikr ~11 cos~u2a!!e2 ikr cos~u2w!

and then

I ~v;Hr !. iBeikrL~kr !, ~21!

where

L~l!5AlE
2p/2

p/2

g~u!eilF~u!du,

g~u!5@12 cos~u2a!#e2 ikr cos~u2w!

and

F~u!5 cos~u2a!.

For large l[kr, the dominant contribution toL(l)
comes from those pointsc in the range of integration at
which the phase F is stationary: F8(c)50. As
F8(u)5 sin(a2u) and uau, 1

2p, the only stationary-phase
point is atu5a. Then~Bleistein and Handelsman, 1986, p.
220!

L~l!;Bg~a!eilF~a! asl→`, ~22!

where

B5A 2p

uF9~a!u
expH 14 ip sgnF9~a!J 5A2pe2 ip/4.

But g(a)50, and soL(l)5o(1) asl→`. In fact, an inte-
gration by parts gives

L~l!5
i

Alcosa
@~12sin a!eiF1~11sin a!e2 iF#

1O~l21!

as l→`, whereF5l sina2kr sinw. Hence, from~21!,
we obtain

I ~v;Hr !5O„~kr !21/2
… askr→`, for uau, 1

2p. ~23!

B. The method of stationary phase: zaz5 1
2p

Suppose thata5 1
2p. In this case,F(u)5sinu is sta-

tionary at u56 1
2p, which are end points of the range of

integration. We have

g~ 1
2 p!50 and g~2 1

2 p!52 eikr sin w.

It follows that

L~l!;A2peip/4e2 ileikr sin w asl→`, ~24!

whence

I ~v;Hr !5eikr sin w1O„~kr !21/2
… askr→`, for a5 1

2p.
~25!

Whena52 1
2p, we obtain the same result except thatw is

replaced by2w. In this case, the relevant stationary-phase
point is atu5 1

2p.
When r50, we can give an independent check of the

result ~24!. In this case, we have

L~l!5AlE
2p/2

p/2

~12sinu!eil sin udu

5pAl$J0~l!2 iJ1~l!%,

whereJm is a Bessel function. The result follows from the
well-known asymptotic approximation,

Jm~l!;A 2

pl
cosS l2

1

2
mp2

1

4
p D asl→`. ~26!

C. Uniform asymptotics

We have seen that the results foruau, 1
2p and uau5 1

2p
are different, that is, the asymptotic estimate ofI (v;Hr) is
not uniform in the parametera. However, we can obtain a
uniform approximation~see Appendix A!; for example, if
a is near12p, we find that

I ~v;Hr !. cos~ 1
2 d!eikr sin werfc~m!, ~27!

where

erfc~m!5
2

Ap
E

m

`

e2x2dx ~28!

is the complementary error function,

m5A2le2 ip/4 sin 1
2 d and d5 1

2 p2a.
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Note that ifa5 1
2p (d50), we recover~25!. On the other

hand, if a, 1
2p (d.0), we recover ~23!, since

erfc(m);p21/2m21exp(2m2) asm→`.

III. AN EXPANSION METHOD

The integralI (v;Hr) is over a semicircle of radiusr ,
betweenu52 1

2p and u51 1
2p. We can evaluate this inte-

gral explicitly, using appropriate expansions ofv and G.
Thus

v~r ,u;a!5eikr cos~u2a!5 (
m52`

`

i mJm~kr !e2 im~u2a!,

~29!

henceforth, we suppress the limits when the summation is
over all integers. Similarly,

G~P,q!5 2
1

2
i(
n

Hn~kr !Jn~kr!ein~u2w! ~30!

for r.r, whereHn[Hn
(1) . Hence

I ~v;Hr !5(
m

(
n

i mJn~kr!Wmn~kr !Amne
i ~ma2nw!,

where

Wmn~w!5 2 1
2 ipw$Jm~w!Hn8~w!2Jm8 ~w!Hn~w!%

and

Amn5
1

pE2p/2

p/2

ei ~n2m!udu

5H 1 if m5n,

2~21! j

~2 j11!p
if m5n12 j11,

0 otherwise,

here, j is an arbitrary integer. It follows that

I ~v;Hr !5(
n

i nJn~kr!$Wnn~kr !2Fn~kr,a!%ein~a2w!,

where

Fn~kr,a!5
22i

p (
j

1

2 j11
Wn12 j11,ne

i ~2 j11!a. ~31!

We want to estimateI (v;Hr) for large r . We can evaluate
the first term in the braces exactly:Wnn is essentially a
Wronskian, given byWnn51. ForFn , we have

Wmn~w!;exp$ i ~m2n!p/2%

asw→`, for fixedm andn. ~32!

We proceed formally, and use this approximation in~31!.
~This procedure can be justified; see Appendix B.! The result
is

Fn~kr,a!;G ~a1 1
2 p! askr→`,

independently ofn, where

G ~u!5
22i

p (
j

ei ~2 j11!u

2 j11
5
4

p (
j50

`
sin~2 j11!u

2 j11
, ~33!

this is a familiar Fourier series:

G ~u!5H 1, 0,u,p,

21, 2p,u,0,

0, u50,6p,

~34!

and is defined by periodicity for other values ofu. Hence,
for large kr, Fn;1 for 0<uau, 1

2p but Fn5o(1) for
uau5 1

2p. Thus we obtain the same~nonuniform! results as
derived in Secs. II A and II B. The drawbacks with this
method are that it does not yield results that are uniform in
a for a near6 1

2p, and it is very complicated to use for
three-dimensional problems.

IV. ASYMPTOTIC BEHAVIOR OF I(u ;Hr)

When a plane wave is reflected by a rough surfaceS, we
can use the angular-spectrum representation~12! for the re-
flected field above the corrugations. Thus we have

I ~u;Hr !5I ~upr ;Hr !1I ~uev;Hr !1I ~ucon;Hr !.

For I (uev;Hr), with uev defined by~13!, we have

I ~w;Hr !. iBAkreikrE
2p/2

p/2

g~u!eikrF ~u!du,

wherew is defined by~16!,

F~u!5m sin u1 iAm221cosu

and

g~u!5@12F~u!#e2 ikr cos~u2w!,

as umu.1, integration by parts shows that

I ~w;Hr !5O„~kr !21/2
… askr→`.

Hence, from~13!,

I ~uev;Hr !→0 asr→`.

For ucon, we have

ucon~r ,u!;A2p

kr
ei ~kr2p/4!C~sin u! askr→`.

This result makes essential use of the continuity ofC(m)
~see Clemmow, 1966, Sec. 3.2!. Thus,ucon satisfies the Som-
merfeld radiation condition~1!, whence

I ~ucon;Hr !→0 asr→`.

@A direct derivation of this result, based on~14! and the
method of stationary phase, is given in Appendix C.#

Finally, considerI (upr ;Hr). If uanu,
1
2p, the results of

the previous sections are immediately applicable, and show
that I (upr ;Hr)→0 asr→`. Next, consider grazing waves,
uanu5

1
2p, and write

v65v~r ,u;6 1
2 p!5e6 ikx.

We have

I ~upr ;Hr !5I ~upr ;Hr
1!1I ~upr ;Hr

2!,
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whereHr
6 are quarter-circles defined by~17!; the radiation

condition~all plane waves must propagate outwards through
Hr , away fromO) implies that we limit our attention to
I (v6 ;Hr

6), asv6 propagates inwards throughHr
7 . So, from

Sec. II A, we have

I ~v1 ;Hr
1!. iBeilAlE

0

p/2

~12sin u!

3e2 ikr cos~u2w!eil sin udu

for largel[kr. There is one point of stationary phase~cf.
Sec. II B! at u5 1

2p, but the integrand vanishes there whence
I (v1 ;Hr

1)→0 as r→`. A similar argument succeeds for
I (v2 ;Hr

2).
In summary, we find that our radiation condition ensures

that

I ~u;Hr !→0 asr→`. ~35!

V. BOUNDARY INTEGRAL EQUATIONS

In Sec. I, we used Green’s theorem to obtain the integral
representation

2u~P!5E
Sr
H u~q!

]G

]nq
~P,q!1

]uinc
]nq

G~P,q!J dsq
1I ~u;Hr !1I ~u;Tr !

whenPPDr , the region bounded by the semicircleHr , the
truncated rough surfaceSr , and the two line segmentsTr .
Note that the left-hand side of this equation does not depend
on r , so that the right-hand side of the equation must have a
limit as r→`. Taking this limit, using~19! and ~35!, we
obtain

2u~P!5E
S
H u~q!

]G

]nq
~P,q!1

]uinc
]nq

G~P,q!J dsq ,
PPD` , ~36!

whereD` is the unbounded regionz.s and

E
S
5 lim

r→`
E
Sr

,

which is the standard definition of a principal-value integral
at infinity. In fact, the integral overS exists as an ordinary
improper integral; to see this, we note that the integrand
behaves like

U~x!eikuxuuxu21/2 asuxu→`,

whereU(x) is only required to be bounded.
We remark that Beckmann and Spizzichino~1963, p.

180! and Ogilvy~1991, p. 75! discardI (u;Hr) by assuming
erroneously thatu50 onHr .

Letting P→pPS in ~36! gives

u~p!2E
S
u~q!

]G

]nq
~p,q!dsq5E

S

]uinc
]nq

G~p,q!dsq ,

pPS. ~37!

This is ~formally! the standard Helmholtz integral equation
for the boundary values ofu on S.

It is common to not work with~37! but with an integral
equation for the total field,utot . To obtain such an equation,
we start by defining a regionD̃r with boundary]D̃r . Given
r , let H̃r denote the semicircle inz<0, with radiusr and
centerO; then,D̃r is the bounded region inz,s enclosed by
H̃r and the rough surface. The boundary]D̃r consists of a
piece ofSr , namelySt with t(r ),r , and a piece ofH̃r ,
namelyH̃r\ T̃r whereT̃r consists of two circular arcs joining
the ends ofH̃r and the ends ofSt . Now, apply Green’s
theorem touinc andG in D̃r . As both fields satisfy~7! in
D̃r , the result is

05E
St
H uinc~q!

]G

]nq
~P,q!2

]uinc
]nq

G~P,q!J dsq
2I ~uinc ;H̃r !1I ~uinc ; T̃r ! ~38!

whenPPDr , taking into account the direction of the normal
vector on S. As before, simple bounds show that
I (uinc ; T̃r)→0 asr→`. If uu i u,

1
2p, uinc @given by~6!# is a

plane wave propagating outwards throughH̃r , whence

I ~uinc ;H̃r !→0 asr→`~ uu i u,
1
2 p!.

For grazing incidence, we have

I ~uinc ;H̃r !5uinc~P!~ uu i u5
1
2 p!.

We combine these formulas and write

I ~uinc ;H̃r !→Ui~P! asr→`~ uu i u<
1
2 p!. ~39!

Letting r→` in ~38!, and adding the result to~36!, we obtain

2u~P!5E
S
utot~q!

]G

]nq
~P,q!dsq2Ui~P!, PPD` . ~40!

Then, lettingP→p P Sgives

utot~p!2E
S
utot~q!

]G

]nq
~p,q!dsq52uinc~p!2Ui~p!,

pPS. ~41!

Now, the standard Helmholtz integral equation for the total
field is

w~p!2E
S
w~q!

]G

]nq
~p,q!dsq52uinc~p!, pPS. ~42!

Thus, for nongrazing incident waves (Ui50), we see that
utot does satisfy the standard Helmholtz integral equation.
However, for grazing incident waves,utot does not satisfy the
Helmholtz integral equation~42!, but 2utot does.

VI. DISCUSSION

A. Previous work: Helmholtz integral equations

The idea that a boundary integral equation may be used
to solve the problem of plane-wave scattering by an infinite
rough surface is familiar. It is discussed in books on such
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problems; see for example Maystre and Dainty~1991!,
Ogilvy ~1991, Secs. 4.1.1 and 6.3! and Voronovich~1994,
Sec. 3.1!. In particular, the standard Helmholtz integral equa-
tion ~4! is equation~6.53! in Ogilvy’s book and equation
~3.1.37! in Voronovich’s book.

Many recent authors refer to the paper by Holford
~1981! on the scattering of a plane wave by a periodic sound-
soft surface. He obtains the integral representation@his equa-
tion ~20!#

utot~P!5uinc~P!1
1

2ESutot~q!
]G

]nq
~P,q!dsq ,

PPD` , ~43!

as in Sec. I C, by applying Green’s theorem toutot andG in
the semicircular regionDr @using our notation and the
boundary condition~8!#. He claims that ‘‘the termuinc(P) is
the contribution from the large semicircle’’Hr asr→`. He
does not prove this statement and, moreover, it is not true for
grazing incident waves. To see this, we note that applying
Green’s theorem toutot andG in Dr gives

2utot~P!5E
Sr

utot~q!
]G

]nq
~P,q!dsq1I ~utot ;Hr !

1I ~utot ;Tr !.

Now, I (utot ;Tr)→0 asr→` and

I ~utot ;Hr !5I ~u;Hr !1I ~uinc ;Hr !

5I ~u;Hr !1I ~uinc ;Cr !2I ~uinc ;H̃r !,

whereCr5HrøH̃r is a large circle. But, for an incident
plane wave,

I ~uinc ;Cr !52uinc ,

exactly, whence

I ~utot ;Hr !→2uinc2Ui asr→`,

whereUi is defined by~39!. Thus~43! is correct whenever
Ui[0.

Holford himself refers to earlier papers by Urosovskii
~1960!, who in turn refers to Lysanov~1956!. For more re-
cent work, we can cite Thorsos~1988!, Bishop and Smith
~1992! and McSharryet al. ~1995!. All these papers start
from the Helmholtz integral equation forutot , ~4!, or the
analogous equation for a sound-soft surface. Moreover, all
but one of these papers are concerned with plane-wave inci-
dence, the exception being the paper by Thorsos~1988!. He
considers a ‘tapered’ plane wave; we will discuss beams of
finite extent in Sec. VI D.

B. Far-field asymptotics

Care is needed when approximating the scattered field at
large distances from an infinite surface. To illustrate this,
consider the integral representation~40!. Let P[(x,z)
PD` and q[(j,s(j))PS have position vectorsy and q,
respectively. In the far field,kR@1, whereR5uy2qu, so

that we can use the large-argument approximation for
H1
(1)(kR). Thus, assuming for simplicity thatU5Ui50,

~40! gives

2u~x,z!5
ik

2 ESutot~q!
H1

~1!~kR!

R
n~q!•~q2y!dsq

; iBAkE
S
utot~q!

eikR

R3/2n~q!•~q2y!dsq ~44!

askz→`, whereB is defined by~20! andn(q) is the unit
normal vector atq pointing out ofD` .

If utot(q) has a compact support~so that it vanishes for
uqu.L, say!, or if S is finite ~bounded scatterer!, we can
make a second approximation:

R5$r 222y•q1q2%1/25r2 ŷ•q1O~q2/r ! asr→`,
~45!

where r5uyu, ŷ5y/r , andq5uqu. ~The notation used here
differs from that used in Secs. I C and II A.! To the same
order, we can also replace (q2y) in ~44! by (2y). Hence,
we find thatu is given by~5!, where the far-field pattern is

f ~u!5 2
iBAk
2 E

S
utot~q!n~q!• ŷ exp$2 ik ŷ•q%dsq .

However, one cannot justify the use of the approxima-
tion ~45! for plane-wave incidence and unbounded surfaces
~see the discussion by Ogilvy, 1991, p. 78!. This is immedi-
ately clear, because there must be a reflected plane wave,
whereas~45! leads to a cylindrical wave. For explicit confir-
mation, consider the reflection of a plane wave by a flat
surface, so thatutot(q)52 exp$ikj sinui%; the integral in~44!
can then be estimated using the method of stationary phase
@and yields the correctu, given by~9!#, whereas the integral
for f (u) diverges.

C. A finite patch of roughness

Suppose that the infinite surfaceS is flat, apart from a
finite patch of roughness,Spatch, confined touxu,L, say. A
plane-wave incident on such a patch will generate a specular
plane wave and a cylindrical wave. Thus, for nongrazing
incidence, the standard Helmholtz integral equation for the
total field, ~4!, is valid.

To see that the decomposition itself is valid, write

utot5uflat1ucyl ,

where

uflat5e2 ikrcos~u1u i !1eikr cos~u2u i !~ uu i u,
1
2 p!

is the total field for reflection by an infinite flat sound-hard
surface. Thus

]ucyl
]n

5 2
]uflat
]n

onSpatch. ~46!

There are now three cases to consider, namely, ridges,
grooves, and a combination thereof.
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1. Ridges

Suppose thatSpatch consists of a finite number of ridges
~‘‘bosses’’!, so thats(x)>0. Then, the scattering problem is
equivalent to the scattering oftwo plane waves,uflat , by a
finite bounded obstacle~a ‘‘double-body’’! with boundary
SpatchøSpatch8 , whereSpatch8 is the reflection ofSpatch in the
line z50. Thusucyl is a cylindrical wave, satisfying the Som-
merfeld radiation condition~1!.

The use of bosses to model rough surfaces is well
known ~Ogilvy, 1991, Sec. 6.1!. The use of images to treat
scatterers near flat impenetrable boundaries is also well
known; for a recent application, see Chaoet al. ~1996!. In-
deed, if we introduce the exact Green’s function for the half-
planez>0,

GE~P,Q![GE~x,z;j,z!

5 2 1
2 i $H0

~1!~kA~x2j!21~z2z!2!

1H0
~1!~kA~x2j!21~z1z!2!%,

we find that

2ucyl~P!5E
Sridge

H ucyl~q!
]GE

]nq
~P,q!

1
]uflat
]nq

GE~P,q!J dsq , PPD` ,

where Sridge is the union of all the ridge surfaces
(Spatch\Sridge is part ofz50). LettingP→pPSridge yields a
boundary integral equation forucyl(p).

Alternatively, we can write

ucyl~P!5E
Sridge

n1~q!GE~P,q!dsq , PPD` , ~47!

where the boundary condition~46! implies that the source
densityn1 solves a Fredholm integral equation of the second
kind overSridge.

2. Grooves

Suppose thatSpatch consists of a finite number of
grooves, so thats(x)<0. Then,]ucyl /]z is known, in prin-
ciple, for allx on z50: It is zero except across the mouth of
each groove. As there is a finite number of grooves, it fol-
lows that ucyl is a cylindrical wave; it has an angular-
spectrum representation with a continuous spectral ampli-
tude.

Let Smouth be the union of all the groove mouths; it is
part of z50. We can write

ucyl~P!5E
Smouth

n2~q!GE~P,q!dsq , P[~x,z! and z.0.

~48!

To find the source densityn2 , we can apply Green’s theorem
inside each groove toucyl and G; we have the boundary
condition ~46! on the surface of each groove, and we have
~transmission! conditions enforcing the continuity ofucyl and
]ucyl /]z across the mouth of each groove.

Note that we cannot use~48! inside the grooves because
of the image singularities inGE. This extra complication

with grooves~compared to ridges! has given rise to more
sophisticated methods for solving such problems, involving
more complicated integral representations; see Willers
~1987! and Asvestas and Kleinman~1994!. Applications of
GE to rough-surface scattering were made by Berman and
Perkins~1985! and by Shaw and Dougan~1995!.

3. Ridges and grooves

From the discussion above, we see that ifSpatchconsists
of a finite number of ridges and grooves, thenucyl can be
represented using

ucyl~P!5E
S1

n~q!GE~P,q!dsq ,

where S15SridgeøSmouth, P[(x,z) and z.max$s(x),0%.
The determination ofn onS1 is complicated, althoughS1 is
a finite surface. If we use the Helmholtz integral equation for
utot , which we know is legitimate, we have to solve an inte-
gral equation over an infinite surface. However, this can be
reduced to an integral equation overSpatch as follows. Since
]G(p,q)/]nq50 when bothp andq are on the flat part of
S, Sflat5S\Spatch, ~4! gives

utot~p!52uinc~p!1E
Spatch

utot~q!
]G

]nq
~p,q!dsq , pPSflat .

This means thatutot on the~infinite! flat part ofS is known in
terms ofutot on the rough part ofS. Hence, we can write~4!
for pPSpatchas

utot~p!2E
Spatch

utot~q!K~p,q!dsq52 f ~p!, pPSpatch,

where

K~p,q!5
]G

]nq
~p,q!1E

Sflat

]G

]nl
~p,l !

]G

]nq
~q,l !dsl ,

f ~p!5uinc~p!1E
Sflat

uinc~q!
]G

]nq
~p,q!dsq .

D. Finite beams

So far we have taken the incident field to be a plane
wave. However, for many applications, the incident field is a
finite beam. To construct such a beam, we start by consider-
ing a single line-source atQ,

uinc~P!5G~P,Q!.

As uinc satisfies the Sommerfeld radiation condition, an en-
ergy argument~DeSanto and Martin, 1996! shows that the
scattered field cannot include any reflected plane waves.
Thus, the standard Helmholtz integral equations,~3! and~4!,
are valid; see DeSanto and Brown~1986, Sec. 4.1!.

Next, we distribute the line-sources over a finite curve
Q ~or a finite region!, to give

uinc~P!5E
Q

n inc~Q!G~P,Q!dsQ ,

where n inc is prescribed and can be adjusted to makeuinc
beamlike.~If Q is far fromS, the asymptotic approximations
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described in Sec. VI B can be used.! It follows that the stan-
dard Helmholtz integral equations remain valid.

Another way to generate a beam is to use an angular-
spectrum representation,

uinc~r ,u!5E
2p/2

p/2

Ainc~a!eikr cos~u1a!da, ~49!

whereAinc is a prescribed continuous function, and is typi-
cally taken as a Gaussian~Saillard and Maystre, 1990!. The
standard Helmholtz integral equations are valid for incident
fields of this type.

Thorsos~1988! uses a ‘‘tapered’’ plane wave. This inci-
dent field does not satisfy the Helmholtz equation, and so the
derivation of the Helmholtz integral equation forutot fails.
@The Helmholtz integral equation foru, ~3!, is valid without
this qualification.# Nevertheless, as Thorsos points out, the
tapered plane wave is an approximation to an actual wave
field, constructed using~49!; see Thorsos~1988, Sec. I B!.

E. Other integral equations

An alternative way of solving scattering problems,
touched on above, is to assume that the scattered field can be
written as

u~P!5E
S
g~q!G~P,q!dsq , PPD,

where the source densityg is unknown. For sound-hard sur-
faces, the boundary condition~8! yields an integral equation
for g,

g~p!2E
S
g~q!

]G

]np
~p,q!dsq5

]uinc
]np

, pPS.

For sound-soft surfaces, the corresponding integral equation
is

E
S
g~q!G~p,q!dsq5 2uinc~p!, pPS;

this has been solved numerically by Lentz~1974!, Rodrı́-
guezet al. ~1992!, and others.

Chandler-Wilde and Ross~1995, 1996! use a double-
layer potential for sound-soft surfaces,

u~P!5E
S
g~q!

]G1

]nq
~P,q!dsq , PPD,

where G1 satisfies an impedance condition on a line
z52h0 (h0.h).

All of the formulations mentioned in this section are
indirect, in that they assume thatu(P) can be represented in
a specified form. Thus the radiation condition is implicit in
the representation.

VII. CONCLUSIONS

We have seen that the use of standard Helmholtz inte-
gral equations for the scattering of a plane wave by an infi-
nite, sound-hard, one-dimensional, rough surface is justified
in most circumstances. In particular, the equation for the
boundary values of the scattered field is always valid,

whereas the integral equation for the boundary values of the
total field is valid for nongrazing incident waves~a simple
modification is required for grazing incident waves!. These
results underpin the use of these integral equations for nu-
merical computations.

The standard Helmholtz integral equations are valid if
the roughness is confined to a finite portion of an otherwise
flat but infinite surface. They are also valid for incident
beams of finite width.

Similar results may be obtained for sound-soft surfaces.
Extension to electromagnetic and elastodynamic problems,
and to penetrable interfaces, should be straightforward.

Finally, extension of these ideas to two-dimensional
rough surfaces can also be made, although the analysis is
more difficult and the results are different. Some of these
aspects are currently under investigation.

ACKNOWLEDGMENTS

PAM acknowledges receipt of a Fulbright Scholarship
Grant. He also thanks the Department of Mathematical and
Computer Sciences, Colorado School of Mines, for its kind
hospitality. Both authors are grateful to A.G. Voronovich for
his perceptive remarks on an earlier version of the paper,
which encouraged us to clarify the role of grazing waves.

APPENDIX A: UNIFORM ASYMPTOTICS

We derive a uniform approximation forI (v;Hr), using
a method discussed by Bleistein and Handelsman~1986, Sec
9.4!. We start by focussing on the non-uniformity ata5 1

2

p; the nonuniformity ata52 1
2p can be treated similarly.

Write L5L11L2 where

L1~l!5AlE
2p/2

0

g~u!eilF~u!du

andL25L2L1 . We haveL25o(1) asl→`, uniformly in
a, for a bounded away from2 1

2p. ForL1 there is a point of
stationary phase atu5a2p ~outside the range of integra-
tion! which approaches the end point atu52 1

2p as a
→ 1

2p. Let us make a preliminary change of variables, map-
ping the end point to the origin: Putu5x2 1

2p and a
5 1

2p2d giving

L1~l!5AlE
0

p/2

h~x!eil f ~x;d!dx

with

h~x!5@11cos~x1d!#eikr sin ~w2x!

and

f ~x;d!5 2cos~x1d!.

ThusL1 has a stationary-phase point atx52d, which ap-
proaches the end-pointx50 asd→0. The prototype special
function with this property is the complementary error func-
tion, defined by~28!. In order to relate this function toL1 ,
we change the integration variable fromx to t, using

f ~x;d!2 f ~0;d!5 1
2 t

21gt,
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requiring that x52d is mapped tot52g gives g52
3 sin12d. Hence,

L1~l!5Aleil f ~0;d!E
0

T

h̃~ t !eil~1/2 t21gt !dt,

where

h̃~ t !5h~x~ t !!
dx

dt
and

dx

dt
5

t1g

f 8~x;d!
.

For the dominant contribution, we can set the upper limit
T5` and replaceh̃(t) by h̃(0); this gives

L1~l!.Aleil f ~0;d!
gh~0!

f 8~0;d!
E
0

`

eil@~1/2! t21gt#dt.

Standard manipulations show that the integral can be ex-
pressed as

A p

2l
eip/4e2 1/2ilg2erfc~m! with m5gA1

2
le2 ip/4.

Substituting back, we obtain

L1~l!.A2p cos 1
2 deip/4e2 ileikr sin werfc~m!

whence the final result~27! follows.

APPENDIX B: ASYMPTOTIC BEHAVIOR OF Fn

In order to estimateFn(kr,a) for large kr, we substi-
tuted the asymptotic approximation~32! into ~31!. However,
this requires some justification, as~32! presupposes thatm
andn are fixed.@A hint that nonuniform behavior might be
expected comes from~29!: The left-hand side is a plane
wave whereas every term on the right-hand side is
O((kr)21/2) askr→`.# We start by writing

Fn~w,a!5w$Hn8~w!F n~w,a!

2Hn~w!~]/]w!F n~w,a!%,

where

F n~w,a!5(
j

1

2 j11
Jn12 j11~w!ei ~2 j11!a. ~B1!

Next, we use a standard integral representation for Bessel
functions,

Jm~w!5
1

2pE2p

p

ei ~mu2w sin u!du,

whence

F n~w,a!5
i

4E2p

p

G ~u1a!ei ~nu2w sin u!du ~B2!

whereG (u) is defined by~33!. Finally, we use the method
of stationary phase to estimate~B2! for largew; there are
stationary-phase points atu56 1

2p, whence~22! gives

F n~w,a!5A~ 1
2 p/w!sin~w2 1

2np2 1
4 p!1O~w21!

asw→`, for 0<uau, 1
2p, whereas

F n~w,6
1
2 p!5O~w21! asw→`.

These results areexactly the same as we would have ob-
tained if we had replaced the Bessel function in~B1! by the
leading term in its large-argument asymptotic expansion,
namely~26!.

APPENDIX C: ASYMPTOTIC BEHAVIOR OF
I(Ucon ;Hr)

Disregarding the evanescent terms in~14!, we can write
ucon as the integral in~11!, whence

I ~ucon;Hr !5E
2p/2

p/2

A~a!I ~v;Hr !da. iBeilAlD~l!

asl[kr→`, where we have used~21!, and

D~l!5E
2p/2

p/2

A~a!E
2p/2

p/2

@12cos~u2a!#

3e2 ikr cos~u2w!eil cos~u2a!duda

5E
2p/2

p/2

A~a!E
2p/22a

p/22a

~12cosc!

3e2 ikr cos~c1a2w!eil coscdcda.

As A is a continuous function ofa, we can change the order
of integration to give

D~l!5E
0

p

~12cosc!Q~c!eil coscdc, ~C1!

where

Q~c!5E
2p/2

p/22c

$A~a!e2 ikr cos~c1a2w!

1A~2a!e2 ikr cos~c1a1w!%da.

Now we can estimateD(l) for large l using the
method of stationary phase. The stationary-phase points are
c50 andc5p. At c50, 12cosc50, whereasQ(p)50.
Hence, the integrand in~C1! vanishes at both stationary-
phase points, whenceD(l)5O(l21) as l→`. Thus, we
deduce thatI (ucon;Hr)→0 asr→`.
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A method is presented to calculate the near- and far-field transient radiation of acoustical
transducers using low sampling frequencies. The method is based on the classical impulse response
approach and on the fact that in practical use the spectrum of the excitation function of a transducer
is band limited. This makes it possible to use a smoothed version of the impulse response function.
A simple expression to calculate this smoothed function, for a rectangular or circular transducer, is
derived. The proposed solution allows accurate computation of pressure fields and backscatter
signals, while avoiding high sampling frequencies in the far field of the transducers. Several
examples illustrate the accuracy of this new solution and its use for spectral analysis of simulated
reflected signals. ©1997 Acoustical Society of America.@S0001-4966~97!05307-1#

PACS numbers: 43.20.Fn, 43.35.Wa, 43.20.Px@ANN#

INTRODUCTION

The characterization of biological tissues based on the
analysis of echographic images is receiving increased atten-
tion. However, since biological tissue is a very complex
propagation medium, it is not well understood which struc-
tures of the tissue cause scattering or contribute most to the
backscattered signal. This knowledge would provide impor-
tant feedback for developing signal processing techniques for
ultrasonic tissue characterization. For this reason many in-
vestigators analyze simulated backscattered data from differ-
ent tissue models to get a better understanding of the influ-
ence of tissue parameters~e.g., mean scatterer distance! on
these signals.1–3 However, in order to simulate reflected sig-
nals, the knowledge of the pressure field produced by the
transducer is indispensable.

Several methods to calculate the transient pressure field
of a planar transducer in an infinite rigid baffle have been
proposed in the past. An excellent review of the theoretical
approaches used is given by Harris.4 A widely used method
is the impulse response approach as described by Tupholme5

and Stepanishen,6,7 in which the pressure at a field pointr is
written as a convolution of the first time derivative of the
normal velocity of the transducer surface with an impulse
response functionh(r ,t), which is dependent on the geom-

etry of the piston. Analytic expressions of the impulse re-
sponse function were proposed for different transducer ge-
ometries. Stepanishen7 derived the response for a flat,
circular aperture. An expression for a rectangular transducer
was found by Lockwood and Willette.8 The solution for a
concave radiator was derived by Pentinnen and Luukkala9

and recently an expression for a triangular transducer was
proposed by Jensen.10 However, in the far field of the trans-
ducers the impulse response function becomes very peaked.
Hence, in order to calculate the exact impulse function nu-
merically, high sampling frequencies are required, resulting
in large computation times.

This paper presents a method to calculate the far field of
transducers numerically using low sampling frequencies. The
method is based on the fact that the spectrum of the excita-
tion function of the transducer is band-limited, which means
that the high-frequency information of the impulse response
function is irrelevant. One way to reduce the high-frequency
components is by smoothing the impulse response function.
A simple expression for the impulse response function
smoothed with a rectangular pulse is derived for both the
circular and rectangular transducer. Plots of the normal and
smoothed impulse response function will be presented. Spec-
trum analysis on reflected signals of simple scattering struc-
tures is performed. A comparison between the classical
method and the proposed method is made.a!Electronic mail: jan.dhooge@uz.kuleuven.ac.be
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I. GENERAL THEORY

The excess pressurep(r ,t) generated by a planar source,
vibrating with a uniform velocity distribution and surrounded
by an infinite baffle, in a field point with coordinate vector
r at a time instancet, can be written as4

p~r ,t !5r
]v~ t !

]t
* h~r ,t !, ~1!

where * denotes a convolution operation,r is the density of
the medium,v(t) is the velocity of a point on the transducer
surface and the impulse response functionh is defined as

h~r ,t !5E
S

d~ t2R/c!

2pR
dS, ~2!

whered is the Kronecker delta function,dS is an area ele-
ment of the radiator,R is the distance fromdS to the field
point r , andc is the velocity of sound inside the medium.
Physically, Equation~2! means that the transducer surface
can be represented by a collection of point sources, each
emitting a spherical wavelet. Only these point sources on the
surface that lie at the appropriate distance will contribute to
the soundfield at time instancet.

This expression can also be written as7

h~r ,t !5
L~ct!

2pt sin u~ct!
, ~3!

whereL(ct) is the arc length of intersection of the piston
with the surface of a sphere of radiusct centered at the field

point r . The circular intersection of this sphere with the
transducer plane and the spatial point of interestr define a
cone. The angleu(ct) is half the top angle of this cone, as
illustrated in Fig. 1~a!.

The impulse response function can be calculated analyti-
cally for several transducer geometries,7,8,10–12 for several
transducer velocity profiles13,14 and for curved trans-
ducers.9,15

II. SMOOTHED IMPULSE RESPONSE FUNCTION

In the far field of the transducer the impulse response
function becomes very peaked and high sampling frequen-
cies must be used.15,16

However, the Fourier transform of Equation~1! is

P~r ,v!5 ivrV~v!H~r ,v!. ~4!

In practical use the excitation functionV(v) of a trans-
ducer is band limited, which means that, in order to calculate
the pressure field, all high-frequency information of the im-
pulse response function is irrelevant, since these frequencies
will be multiplied by zero. Hence, this function can be low
pass filtered without losing any accuracy. In the time domain
this means that the function can be smoothed.

In order to smooth the impulse response function with a
rectangular pulse,L(ct) in Equation~3! can be substituted
by

L* ~ct!5
1

DtEt2Dt/2

t1Dt/2

L~ct!dt

5
O„c~ t1Dt/2!…2O„c~ t2Dt/2!…

W~ t !
, ~5!

whereO(ct) is the surface defined by the intersection of a
solid sphere with radiusct around field pointr and the trans-
ducer surface. Here,W is the difference in radius between
the intersection of the transducer surface and the sphere with
radius c(t1Dt/2) and the smaller sphere with radiusc(t
2Dt/2), as illustrated in Fig. 1~b!. Using the notations as
defined in Fig. 1~b! it can easily be derived that

W~ t !5
cDt

sin„u1~Du12Du2!/2…
cos

Du11Du2
2

. ~6!

However, in practical use iscDt!x, which means that
(Du11Du2)/2 is very small. Hence, we can approximate the
cosine term by one. If we assume that (Du12Du2)/2!u the
second term of the argument of the sine function can be
neglected. Hence,L* (ct) can be approximated by

L* ~ct!'
O„c~ t1Dt/2!…2O„c~ t2Dt/2!…

cDt/sin u~ct!
. ~7!

This means that the functionh(r ,t) is smoothed with a rect-
angular pulse of widthDt. Notice that in order to keep the
width of the pulse constant in the time domain, the width of
the corresponding transducer area will decrease with time.

FIG. 1. Geometrical variables used to calculate the impulse response func-
tions.
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If we use the notations as illustrated in Fig. 2~b!, an
expression forO(ct) for a field point in front of the corner of
a rectangular transducer can easily be obtained~with l>s) :

O~ct!5
~c2t22x2!

4 H ~Hct~x!2Hct~Ax21s2!!p

1~Hct~Ax21s2!2Hct~Ax21 l 2!!~p2~a2sin a!!

1~Hct~Ax21 l 2!2Hct~Ax21s21 l 2!!

3~p2@~a2sin a!1~b2sin b!#!

1Hct~Ax21 l 21s2!S 4ls

c2t22x2D J ,
where

Hct~y!5H 1, ct>y,

0, ct,y,
~8!

a52 Arccos
s

Ac2t22x2
, ~9!

and

b52 Arccos
l

Ac2t22x2
. ~10!

It is the area of a quarter of a circle with radius
Ac2t22x2 of which one or two half-circle segments, with
area @(c2t22x2)/4] (a2sina) and @(c2t22x2)/4] (b
2sinb), are subtracted. The last term is the area of the entire
rectangle. When the superposition method as described by
Lockwood and Willette8 and illustrated in Fig. 2~a! is used,
the smoothed impulse response of a rectangular source in
any field point can be calculated. Figure 3~a! illustrates the
impulse response function for a rectangular transducer,
smoothed by several rectangular pulses. A sampling fre-
quency of 100 MHz was used.

However, by smoothing the impulse response function
with a rectangular pulse, the spectrum of the original func-
tion is multiplied with a sinc-function. This is clearly illus-
trated in Fig. 3~b!. As a consequence, not only the high-
frequency components are reduced but also the low-
frequency components are changed. In order to be able to
reconstruct the correct spectrum, the spectrum of the
smoothed impulse response function has to be divided by an
appropriate sinc-function. This puts a constraint on how
much the impulse response function can be smoothed with-
out altering the results. The highest-frequency component of
the excitation pulse has to be smaller than the first zero
crossing of the sinc-function. Hence, we have the constraint
that

f Emax,
1

Dt
, ~11!

wheref Emax is the highest-frequency component of the exci-
tation pulse. Figure 3~b! clearly illustrates that in the non-
smoothing case a sampling frequency of 50 MHz is well
below the Nyquist frequency, which means that high-
frequency information will be folded into the low-frequency
band due to aliasing. This can alter the results significantly.
However, since the spectrum of the smoothed impulse re-
sponse function is multiplied with a sinc-function, the
amount of energy folded into the low-frequency band will be
much smaller.

Figure 4 shows the impulse response function and its
smoothed version for different field points, sampled at 250
MHz. When the field point is located far off axis, its impulse
function is smoother. Hence, smoothing is less important in
these regions.

The same method can be used to find an expression for
the smoothed impulse response function of a circular trans-
ducer. Using the notations in Fig. 5,O(ct) can be expressed
as

FIG. 2. General geometry for a field point in front of a rectangular trans-
ducer. The transducer is divided into four smaller rectangles, depending on
the spatial position of the field point~a!. Geometry for a field point in front
of the corner of a rectangular element~b!.
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FIG. 3. The impulse response function of a rectangular transducer with
b/a52.5, smoothed with rectangular pulses of different widthDt ~a! and
their spectra~b!. x/a520, y50 andz50.

FIG. 4. The impulse response function of a rectangular transducer with
b/a51.5, at different field points without smoothing~dashed! and smoothed
with a rectangular pulse of 120 ns~solid! ~a! and their spectra~b!.
x/a510.
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If Ay21z2>a

O~ct!5„Hct„
Ax21~Ay21z22a!2…

2Hct„
Ax21~Ay21z21a!2…)

3S c2t22x2

2
~a2sin a!1

a2

2
~b2sin b! D

1~Hct„
Ax21~Ay21z21a!2…!~pa2!.

If Ay21z2,a

O~ct!5~Hct~x!2Hct„
Ax21~Ay21z21a!2…!

3„p~c2t22x2!…2~Hct„
Ax21~Ay21z22a!2…

2Hct„
Ax21~Ay21z21a!2…!

3S c2t22x2

2
~2p2a1sin a!2

a2

2
~b

2sin b! D1~Hct„
Ax21~Ay21z21a!2…!

3~pa2!,

where

a52 ArccosS ~c2t22x2!1~y21z2!2a2

2A~c2t22x2!~y21z2!
D ~12!

and

b52 ArccosS a21~y21z2!2~c2t22x2!

2aAy21z2
D . ~13!

If Ay21z2>a it is the sum of two circle segments with
areas (c2t22x2)/2(a2sina) and (a2/2) (b2sin b), respec-
tively. The last term is the area of the transducer surface. If
Ay21z2,a it is the area of a circle with radiusAc2t22x2 of
which one circle segment of area@(c2t22x2)/2#
3(2p2a1sina) is subtracted. Because the subtracted area
was too large, the area of a circle segment of area (a2/2)
3(b2sinb) is added. Again, the last term is the area of the
transducer surface.

An example of the smoothed impulse response function
of a circular transducer for several field points is given in
Fig. 6.

III. SIMULATIONS

Characterization of tissues by the analysis of echo-
graphic images is receiving increased attention. In order to
evaluate new signal processing algorithms, many investiga-
tors use simulated reflected signals because they can be pro-
duced in a controllable environment. The theory of the im-
pulse response can be extended to calculate the backscattered
signal received from a point scatterer. However, since the
scattering structures under investigation are located in the far
field of the transducer, high sampling frequencies had to be
used to assure the accuracy of the calculations. Since the
assumption is made that the superposition principle holds,
the total signal from a scattering structure is the sum of the
reflections from the individual point scatterers. This means
that computation time increases linearly with the number of
scatterers.

Hence, a compromise had to be made between the
amount of scatterers and the accuracy of the calculation,
which depends on the sampling frequency. Two simulation
examples illustrate that the proposed solution allows to pro-
duce accurate results using low sampling frequencies. This
allows the simulation of large amounts of scatterers without
losing accuracy.

However, by approximating Equation~6!, an error, de-
pending on several variables, is introduced in the calcula-
tions. In order to have an estimate of this error, the smoothed
impulse response function calculated using the proposed
method was compared with the normal impulse response
function smoothed with a rectangular pulse in the time do-
main by normal convolution. According to Equation~5! this
should give the same result. The latter function was com-
puted numerically using very dense sampling. Hence, this
function could be used as a reference. Figure 7 shows the

FIG. 5. Geometry for a field point in front of a circular transducer. The
projection of the field point on the plane of the transducer lies outside~a! or
inside ~b! the transducer boundary.
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error of the impulse response smoothed by the proposed
method relative to the mean value of the smoothed impulse
response function for a practical situation. The error intro-
duced is less than 0.6%.

A. Transmit–receive echo from a distribution of point
scatterers

In order to calculate the reflected signal from a rigid
point scatterer, the theory outlined in Sec. I can be
extended:17

E~ t !52
kr

2cF]
2v~ t !

]t2
* h~r ,t !* h~r ,t !G , ~14!

whereE(t) is the output voltage of the transducer at time
instancet andk is a proportionality factor, depending on the
characteristics of the scatterer and of the acousto-electrical
transfer function of the transducer. This equation is valid for
a transducer in transmit–receive mode. Remark that if the
smoothed impulse function is used, the correct spectrum can
be found by dividing the calculated spectrum by an appro-
priate sinc2-function. Since a sinc-function has several zero
crossings only the part before the first zero crossing is taken
into account. The rest of the inverse sinc2-function is set
equal to zero. This means that we filter with the product of
an inverse sinc2-function and a rectangular window. Hence,
the spectrum of the result is compensated for the multiplica-
tion with the sinc2-function but the multiplication with a
rectangular window is introduced. However, since relation-
ship ~11! holds, this will not have an influence on the results.

For a phased-array transducer receiving signals from a
distribution of point scatterers, expression~14! becomes

E~ t !52
kr

2c(j51

N F ]2v~ t !

]t2
* S (

i51

M

hi~r j ,t1Dt i !D
* S (

i51

M

hi~r j ,t !D G , ~15!

with N the number of point scatterers,M the number of
elements contained in the transducer,hi the impulse response
function of elementi , and r j the coordinate vector of scat-
terer j . Here,Dt i is the time shift of the response from the
i th element. This formula holds for a phased array that is
focused in sending but unfocused while receiving~by intro-

FIG. 6. The impulse response function~dashed! and its smoothed version
~solid! of a circular transducer smoothed with a rectangular pulse of 120 ns
~a! and their spectra~b!. x/a510, r5Ay21z2.

FIG. 7. The relative error of the smoothed impulse response function of a
rectangular transducer withb/a52.5, with a rectangular pulse of width
Dt5120 ns. The sampling frequency was 100 MHz.x/a520, y50 and
z50. The smoothed impulse response function is shown is Fig. 3~a!.
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ducing the phase shiftDt i in the second impulse function as
well, the transducer is also focused while receiving!. Hence,
the total reflected signal is the superposition of the signals of
each individual scatterer.

B. Simulation I

Simulation I calculates the reflected signal, originating
from a regular, one-dimensional distribution of scatterers, as
illustrated in Fig. 8.

The phased-array transducer contained 64 elements and
its size was 10 mm38 mm. It was focused in the middle of
the distribution of scatterers, which was located 55 mm from
the transducer surface. The total length of the distribution
was 20 mm. The emitted pulse had a mean frequency of 2.5
MHz and a Gaussian spectrum, which is illustrated in Fig. 9.
Sampling frequencies of 50 MHz and 1.6 GHz were used.
The distance between the scatterers was chosen equal to 400
mm. The width of the rectangular pulse to calculate the
smoothed impulse response function was 120 ns.

C. Simulation II

Simulation II refers to the calculation of the reflected
signal of a two-dimensional distribution of scatterers, con-

tained within thexz plane. The scatterers were regularly po-
sitioned within a circle of radius 4.6 mm, with spacings of
500 mm in the x direction and 200mm in the z direction.
This distribution was rotated 10° perpendicular to they axis.
The transducer contained 64 elements and was excited with
the same pulse as in simulation I. Sampling frequencies of 50
and 250 MHz were used. The same rectangular pulse as in
simulation I was used to smooth the impulse function.

D. Results

Figure 10 compares the spectra of the reflected signals
for simulation I, calculated with the normal~dashed! and
smoothed~solid! impulse response method, using a sampling
frequency of 50 MHz~a! and 1.6 GHz~b!. When the fre-
quency f is equal toc/2d, with d the distance between the
scatterers, constructive interference will occur. This means
that we expect a peak in the spectrum at 1.875 MHz. How-
ever, the spectrum of the reflected signal calculated with the
normal impulse response method at 50 MHz contains a large
2.5- and 3.1-MHz component. These peaks are suppressed

FIG. 8. Schematic representation of a phased-array transducer in a pulse-
echo experiment, receiving reflections from a regular distribution of point
scatterers.

FIG. 9. Spectrum of the emitted pulse used in the simulation experiments.

FIG. 10. Spectrum of the received backscattered signal originating from a
regular distribution of scatterers using the impulse response method
~dashed! and the smoothed impulse response method~solid!. A phased-array
transducer of 10 mm3 8 mm, containing 64 elements was simulated at a
sampling frequency of 50 MHz~a! and 1.6 GHz~b!.
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using the smoothed impulse response method. Remark that
by both methods a peak appears at the second harmonic fre-
quency, which will also constructively interfere.

Figure 11 compares the spectra of the reflected signals
of simulation II, calculated with the normal~dashed! and the
smoothed~solid! impulse response method at a sampling fre-
quency of 50 MHz~a! and 250 MHz~b!. The spectrum of the
reflected signal calculated with the normal impulse response
method at 50 MHz contains a large frequency component of
2.2 MHz. Moreover, a large contribution appears at 2.9
MHz. These contributions vanish when the sample frequency
is increased to 250 MHz.

E. Discussion

Since the normal impulse response function has some
abrupt changes, a high sampling frequency has to be used.
Jensen16 found out that a frequency of 1.6 GHz is adequate.
This means that the results of simulation I, made at this
sampling rate, can be used as a reference. When the normal
impulse function is appropriately sampled, there is no differ-
ence between both methods, as was clearly illustrated in Fig.

10~b!. However, when the sampling frequency decreases to
50 MHz, aliasing will become important and high-frequency
information will be folded into the low-frequency band. This
is the origin of the large peaks at 2.5 and 3.1 MHz for the
normal impulse response method in Fig. 10~a!. The spectrum
calculated with the smoothed response also has a discrep-
ancy at these frequencies but their energy content is much
smaller. By smoothing the impulse response function with a
rectangular pulse, the high-frequency components are sup-
pressed~due to multiplication with a sinc-function! but not
completely removed.

In this perspective it is clear that it would be better to
smooth by a Hanning window, for instance. However, the
construction used in this paper to find a solution for the
smoothed impulse function cannot be used for these win-
dows. In order to find an expression for, e.g., the Hanning-
smoothed impulse function, the smoothing has to be done
analytically. Unfortunally this results in solving a complex
integral.

The results of simulation II clearly confirm the previous
results: The difference between the two methods decreases if
higher sampling frequencies are used. It is clear that the re-
sults using the smoothed impulse response function are much
better but they are not exact. Since in practical use sampling
frequencies of 50 MHz are often used, it is important to keep
this in mind.

Both simulation examples clearly show that the error
introduced by approximating Equation~6! and plotted in Fig.
7 for a practical situation, is negligible to the overall effect of
the proposed method.

IV. CONCLUSIONS

A method has been presented to compute near- and far-
field transient pressure fields of both circular and rectangular
transducers using low sampling frequencies. The method is
based on the impulse response approach but uses a smoothed
version of the impulse response function. Closed form ex-
pressions to calculate this smoothed function were derived.
Plots of the smoothed functions in comparison to the normal
impulse functions were made for both transducer geometries.

A few simulation examples showed that reflected signals
calculated with the normal impulse response function at low
sampling frequencies, necessary in the past to simulate large
amounts of scatterers, contain wrong frequency information
due to aliasing. This makes the data inappropriate to evaluate
new signal processing algorithms. The proposed solution
solves this problem and can thus be valuable for further work
in ultrasonic tissue characterization.
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The scattering of a plane sound wave normally incident on an absorbing elastic cylinder immersed
in water is investigated theoretically. Because of the loss of acoustic energy due to absorption, the
unitarity condition of the usualSmatrix arising from the classical resonant scattering theory fails.
However, it is shown that this unitarity condition can still be met by constructing a newSmatrix
which is nondiagonal. This construction is analogous to the multichannel scattering theory of
particle physics. Computations are performed considering an absorbing elastic cylinder in order to
check the validity of the theory. ©1997 Acoustical Society of America.@S0001-4966~97!01607-X#
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INTRODUCTION

The scattering of a plane sound wave by infinite absorb-
ing elastic cylinders or coated hollow cylinders has previ-
ously been studied by several investigators, both
experimentally1 and theoretically.2–4 In the latter investiga-
tions, only the scattering cross sections or the form functions
were examined extensively.

For nonabsorbing elastic materials, the resonance scat-
tering theory5,6 has given satisfactory results. However, it
cannot be directly applied to absorbing media because the
scattering matrix no longer satisfies the law of energy con-
servation, which is mathematically related to the unitarity
condition of theS matrix. That is why we propose, in this
paper, to extend the resonant scattering theory to absorbing
media in light of the multichannel scattering theory devel-
oped in particle physics.7,8 In the two-channel theory devel-
oped here, the scattering matrix is separated into elastic and
absorbing parts and satisfies the unitarity condition. This pre-
sentation differs from previous works on scattering from ab-
sorbing elastic structures which concentrated only on the to-
tal pressure field scattered in the fluid, or on the form
function. One of the advantages is that it allows us to decom-
pose the resonance phenomenon into an elastic process~re-
lated to surface waves! and an absorbing process~related to
energy absorbed by the scatterer!. In Sec. I, the problem is
described. Then, in Sec. II, a two-channel scattering theory is
proposed that takes into account both the elastic and the
absorbing processes. It is also briefly indicated how the
theory can be applied to absorbing elastic bodies of arbitrary
shapes. Section III is devoted to numerical computations.

I. DESCRIPTION OF THE PROBLEM

In this section, the results of the mathematical analysis
of the scattering of a plane sound wave by infinite absorbing
elastic cylinders are recalled. The absorption of acoustic en-
ergy in the cylinder is assumed to be small.

The material of the cylinder is assumed to be elastic,
supporting longitudinal and transverse waves with velocities
cL and cT , respectively, and immersed in a fluid of sound
velocity c. If k is the incident wave number, the absorption
can be included by introducing complex transverse and lon-
gitudinal wave numbers in the solid as1

kL5k
c

cL
~12 ibL! and kT5k

c

cT
~12 ibT!, ~1!

wherebL andbT are the absorption factors. Thus the purely
elastic case is given bybL5bT50.

For an acoustic plane wave normally incident on the
cylinder, the pressurepscat scattered by the cylinder is given
by5,6

pscat5p0(
n50

1`

en
Dn

@1#~x!

Dn~x!
Hn

~1!~kr !cosnu, ~2!

wherep0 is the incident acoustic pressure,en the Neumann
factor, andHn

(1) the Hankel function of the first kind. The
polar coordinates of the field point arer and u, a is the
cylinder radius, andx5ka is the reduced frequency. The
scattering coefficient usually denoted byDn

@1#/Dn is calcu-
lated from the boundary conditions.5 Finally, as in the non-
absorbing case, theSabs diagonal matrix is defined by the
following relation:

Sn
abs5112

Dn
@1#

Dn
, ~3!

whereSn
abs are the eigenvalues ofSabs. In the nonabsorbing

case, the modulus of the eigenvalues is equal to one in agree-
ment with the law of energy conservation, but that is no
longer the case for the eigenvalues defined in Eq.~3! because
of the loss of energy due to absorption. This fact leads us to
call Sabs the operator of scattering and not the scattering ma-
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trix, the conservation of energy not being satisfied bySabs. In
what follows, we will write

Sn
abs5hS̄n , ~4!

whereh (h<1) is the modulus ofSn
abs and S̄n the phase

term.

II. S-MATRIX THEORY FOR ABSORBING MEDIA

This section deals with an extension of the classical
resonance scattering theory in order to analyze the reso-
nances of absorbing elastic scatterers. If the absorption is
small, then it is well known that the resonance frequencies
are only slightly modified by absorption, whereas the widths
of the resonances can be strongly modified by absorption. As
a consequence, the absorption does not really affect the ve-
locities of the surface waves propagating around the scatterer
but mainly affects their reemission into the fluid surrounding
the scatterer because of the loss of energy due to the absorp-
tion. Thus it is clear that the scattering process related to
absorbing scatterers involves two different phenomena. The
first one is related to the elasticity: This explains the propa-
gation of the surface waves and the resonance frequencies.
The second one is related to the absorption: This explains the
difference in magnitude between the reemission of surface
waves propagating around purely elastic scatterers and the
reemission of surface waves propagating around absorbing
scatterers, the difference being due to the absorption. As a
consequence, we have to build a resonant scattering theory
explaining the reemission of surface waves by assuming the
existence of two channels, one for elastic and the other for
absorbing effects. In terms of resonances, since the reemis-
sion of surface waves is linked to the width of resonances,
we introduce two new widths of resonance related to the
elastic and absorbing channels. In addition, because of the
conservation of energy, the sum of these two widths has to
be equal to the total widths of resonances, which are related
to surface waves propagating around the absorbing scatterer.

Keeping in mind the results of nuclear physics,7,8 the
absorption can be taken into account by a scattering matrix
but this matrix cannot be diagonal because of the law of
energy conservation.

From this first analysis, it seems rather natural to build a
scattering matrixS which is made up of 232 matrix blocks
in order to describe the two channels~elastic and absorbing!.
The construction is based on the general multichannel scat-
tering theory developed in particle physics. In fact, we will
see that the multichannel theory is not directly appropriate,
but the general frame of this theory can still be used. That is
why this theory will be briefly developed in the first part of
this section.

The two channels are denoted by 1 and 2~in the follow-
ing they correspond to the elastic and the absorbing chan-
nels, respectively!. The multichannel theory serves to intro-
duce a diagonal scattering matrix which is made up of blocks
(232) having the following form:

FS11~n! S12~n!

S21~n! S22~n!
G , ~5!

wheren denotes thenth mode vibration. In order to simplify
the notations, the scattering matrix will be written:

S5FS11 S12

S21 S22
G , ~6!

and the law of energy conservation is then expressed as

SST*51, ~7!

where the transposition is denoted byT and the complex
conjugate by* ; 1 is the unity matrix. In this case, the usual
way to analyze the resonances is first to remove the back-
ground from the global scattering and to diagonalize the re-
sulting resonant scattering matrix. If the resonant scattering
matrix is still denoted byS ~in the following, we discuss only
the resonant matrixS to minimize confusion!, we obtain

S5RJRT, ~8!

whereJ is the diagonal resonant scattering matrix defined
by

J5Fe2id1 0

0 e2id2G , ~9!

andR is an orthogonal matrix~becauseS is a unitary matrix!
defined by

R5Fcosa 2sin a

sin a cosa G . ~10!

In these matrices, the so-called eigenphasesd i are real anda
is called the mixing angle. Far from a resonance frequency,
the eigenphases are equal to zero. One resonance corre-
sponds to the case where the Breit–Wigner approximation is
valid for one of the eigenphases,d1 for example. That is to
say, d1 strongly varies around the resonance frequency
x(* ). If we neglectd2 in the vicinity of x(* ), in a first ap-
proximation, theS-matrix takes the following form:

F cos2 aJ1 cosa sin aJ1

cosa sin aJ1 sin2 aJ1
G ~11!

with

J1'
x~* !2x1 iG/2

x~* !2x2 iG/2
, ~12!

where x(* )2 iG/2 is the root of the equationDn(x)50,
x(* ) being the resonance frequency andG the total width of
the resonance. As a consequence, close to the resonance fre-
quencyx(* ), the resonant transition matrix usually defined
by

S5112iT ~13!

will be approximated by
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T5F cos2 a
G/2

x~* !2x2 iG/2
cosa sin a

G/2

x~* !2x2 iG/2

cosa sin a
G/2

x~* !2x2 iG/2
sin2 a

G/2

x~* !2x2 iG/2

G . ~14!

After that, it is convenient to define the partial width of reso-
nanceG i as follows:

cosaAG5AG1 and sinaAG5AG2, ~15!

so that the partial widths of resonance in each channel satisfy
the law of energy conservation:

G11G25G, ~16!

and close to the resonance frequencyx(* ) the components of
the resonant transition matrix take the form

Ti j'
AG iG j /2

x~* !2x2 iG/2
. ~17!

Relation ~17! is known as the multichannel Breit–Wigner
approximation.7 It means that resonances appear in each
component of theS- or T-matrices with an energy depending
on the partial widths of resonance related to each other by
Eq. ~16!. In addition, we have the useful relation

Ti j ~x
~* !!5 i

AG iG j

G
. ~18!

An additional relation can be deduced from the multichannel
theory useful to the acoustic scattering study. This relation is
obtained by considering the multichannel Breit–Wigner ap-
proximation at the resonance frequencyx(* ) and Eq.~13!. In
this way we obtain

G i

G
5
1

2
~16uSii ~x~* !!u! ~19!

so that

uSii ~x~* !!u52
G i

G
21 ~20!

whenG i /G>1/2, and

uSii ~x~* !!u5122
G i

G
~21!

whenG i /G<1/2.
Now the multichannel scattering theory will be adapted

to acoustic scattering by absorbing scatterers. In order to do
that, a convenientS(232)-matrix must be built where the
first channel corresponds to the elastic channel, and the sec-
ond one to the absorbing channel. First, it is obvious that the
components of theS-matrix have to be related to the scatter-
ing operatorSabs5hS̄ describing the scattering by the ab-
sorbing cylinder. Then, the principle of the construction is
based on the unitarity ofS̄. SinceuS̄u51, we can write

S̄5e2id, ~22!

where the phased is real. As a consequence, it is rather
natural to consider thatd has to correspond to the eigen-
phase. Thus in the case of the scattering by absorbing scat-
terers, we have only one eigenphased, contrary to the cases
usually considered in the classical multichannel theory. That
is why the multichannel theory has to be adapted. The only
way to build a matrix with two channels is to admit thatd1
1C15d21C25d, whereCi are some constants. This hy-
pothesis is realistic because the phased contains the whole
resonant contribution of the scattering process as required by
the multichannel theory.

From this analysis, we can build theJ resonant matrix
by assuming thatJ5J1 or J5J2, where

J15F S̄ 0

0 2S̄
G and J25F2S̄ 0

0 S̄
G . ~23!

At this point of the scattering matrix construction, it is not
possible to make a choice betweenJ1 andJ2. Equation
~23! means that theS-matrix can take the following forms:

S5F ~cos2 a2sin2 a!S̄ 22 cosa sin aS̄

22 cosa sin aS̄ ~sin2 a2cos2 a!S̄
G ~24a!

if J5J1, or

S5F2~cos2 a2sin2 a!S̄ 2 cosa sin aS̄

2 cosa sin aS̄ 2~sin2 a2cos2 a!S̄
G
~24b!

if J5J2.
These two matrices have several properties resulting

from the general multichannel theory. First, it is obvious that
S defined in Eqs.~24! satisfies Eq.~7!; this result comes
directly from the construction. Second, the resonant width
corresponding to the elastic channel being denotedGe , the
resonant width corresponding to the absorbing channel being
denotedGa , and the total width of the resonance being de-
notedG, we have:

cosaAG5AGe and sinaAG5AGa ~25!

with

Ge1Ga5G. ~26!

The previous construction is up to now rather formal. First,
we have implicitly decided that the first component of the
scattering matrix was the elastic channel; the relations in Eq.
~25! result from this choice. Second, we have not specified
the sign used in the definition ofJ. Third, the construction
does not allow us to determine the mixing anglea. In order
to solve these problems, we have to analyze more accurately
the scattering operatorSabs. In fact, numerical calculations
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performed in the following chapter will show thatSabscan be
approximated using a Breit–Wigner approximation. More
accurately, if we relate the resonant transition matrixTe re-
lated to the elastic channel as

Sabs5hS̄5112iTe , ~27!

we can show that the resonant transition matrixTe with a
resonance frequency close tox(* ) can be well approximated
by the following Breit–Wigner function:

Te'
Ge/2

x~* !2x2 iG/2
. ~28!

This approximation, which is numerically verified in the fol-
lowing, is a very important result because it allows us to
determine the mixing anglea and to finish the construction
of the scattering matrixS. As a matter of fact, using Eqs.
~27! and ~28!, it is easy to show that

h5U122
Ge

G U5U122
Ga

G U. ~29!

As a consequence, by referring to Eq.~19! we can now write
the relation

cosa5A16h

2
~Ge /G>or<1/2!. ~30!

Finally, because of the validity of the Breit–Wigner approxi-
mation applied tohS̄, we are obliged to considerhS̄ as
being the first component of theS-matrix corresponding to
the elastic channel. That is the most important point of the
construction. In this case, eitherGe /G>1/2 and we takeJ
5J1, or Ge /G<1/2 and we takeJ5J2. Thus in both
cases the scattering matrix is then written

S5F hS̄ 2A12h2S̄

2A12h2S̄ 2hS̄
G ~31!

so that the elastic channel effectively corresponds to the first
component of theS-matrix. This will be verified numerically
in Sec. III.

It is now interesting to make some remarks about the
absorbingS-matrix theory. First, the study of the resonant
transition matrix does not only provide the value of the ratio
Ge /G since@cf. Eq. ~18!#

Te~x
~* !!5 i

Ge

G
, ~32!

but also the value ofG by measuring the width of the curve
defined byuTeu2 at the heightGe

2/2G2. As a consequence,
the theory enables us to determine both the resonance width
G and the resonance widthGe in the elastic channel. The
resonance width in the absorbing channel is then easily cal-
culated by using Eq.~26!. Another way to calculate the reso-
nance width in the absorbing channel is to analyze the reso-
nant transition matrix in the absorbing channel. As a matter
of fact, this is defined according to the multichannel theory
and Eq.~31! as

2hS̄5112iTa. ~33!

Thus from Eq.~27! we obtain the following Breit–Wigner
approximation~close to the resonance frequencyx(* )!:

Ta' i
x~* !2x2 iGa/2

x~* !2x2 iG/2
~34!

so that

Ta~x
~* !!5 i

Ga

G
, ~35!

as predicted by the multichannel theory. However, we have
to note that the Breit–Wigner approximation given by Eq.
~34! is different from that predicted by the multichannel
theory which should have given by@cf. Eq. ~17!#

Ta'
Ga/2

x~* !2x2 iG/2
. ~36!

This result is interesting because it shows that the absorbing
scattering theory differs in fact from the classical multichan-
nel theory. With the absorbing scattering theory, resonances
appear naturally as Breit–Wigner peaks in the elastic chan-
nel and as Breit–Wigner troughs in the absorbing channel.
This result is not surprising because the same behavior can
be found again by studying the inelasticity parameterh. In
the present case, this parameter is characteristic of the ab-
sorption and equal to 1 in the purely elastic case. Nowh also
has a Breit–Wigner behavior close to the resonance frequen-
cies resulting from Eqs.~27! and ~28!:

h2'
~x~* !2x!21„~Ge2Ga!/2…

2

~x~* !2x!21~G/2!2
. ~37!

Therefore we also observe a trough as

uTau2'
~x~* !2x!21~Ga/2!2

~x~* !2x!21~G/2!2
. ~38!

In conclusion, resonances appear in two different ways in the
absorbing scattering theory—as Breit–Wigner peaks in the
elastic channel and as Breit–Wigner troughs in the absorbing
channel.

Another interesting question is that of the physical
meaning of the scattering operatorS̄. With the multichannel
theory and using our construction, the scattering operatorS̄
corresponds to the operator that provides the eigenphases;
close to the resonance frequencies, it is approximated by an
expression similar to Eq.~12! whereG is the total width of
the resonance. In fact, the absorbing scattering theory still
differs from the multichannel theory becauseS̄ effectively
has a Breit–Wigner form but not that required by the multi-
channel theory. First, two cases have to be analyzed accord-
ing to Ge /G>1/2⇔Ge>Ga or Ge /G<1/2⇔Ge<Ga . As a
matter of fact, Eq.~27! gives eitherGe>Ga and S̄(x(* ))
521 or Ge<Ga and S̄(x

(* ))511. As a consequence, the
Breit–Wigner approximation given by Eq.~12! cannot be
used because it is always equal to21 at the resonance fre-
quency. Once more, the fundamental relation given by Eq.
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~27! is going to be used. From Eq.~27! with h defined by Eq.
~29!, we can show thatS̄ has a Breit–Wigner form~close to
the resonance frequencies! given by

S̄'
x~* !2x1 ig/2

x~* !2x2 ig/2
~39!

with

g5G
Ge2Ga

Ge
. ~40!

As a consequence, the study of the phases of the scattering
operatorSabs, that is to say those ofS̄, does not permit analy-
sis of the resonances without precaution. Two cases have to
be considered: either~1! Ge>Ga and the resonance is de-
tected when the half-phase ofSabs is equal top/2 ~modulo
p!, S̄(x(* ))521; or ~2! Ge<Ga and the resonance is de-
tected when the half-phase ofSabs is equal to 0~modulop!,
S̄(x(* ))511. In these two cases, the width of the resonance
is not given byG but by g. The Breit–Wigner approxima-
tions of Eqs.~34! and ~39! will be verified in the next sec-
tion.

To conclude, it is necessary to distinguish the case
whereGe>Ga from the case whereGe<Ga . In the first case,
the elastic channel is more prevalent than the absorbing
channel and resonances are detected whend5p/2 as in the
usual case corresponding to purely elastic scatterers; in the
second case, the absorbing channel is prevalent and reso-
nances are detected whend50. In addition, the resonance
width g is positive whenGe>Ga as usually required but
negative whenGe<Ga .

The extension of the theory to a target having a more
complicated geometry than cylinders and spheres is possible
as soon as we are able to construct the scattering matrix
related to this target. For example, such a scattering matrix
can be built using the formalism of theT-matrix developed
by Waterman9 and others.10 In a general way, the scattering
matrix, denoted byS is related to theT-matrix by relation
~13! and the energy conservation when there is no absorption
is expressed by Eq.~7!. This last equation expresses the uni-
tarity of the scattering matrix. In the case where the
S-matrix is diagonal, one hasuSnu51 for each mode of vi-
bration, that is to say for each eigenvalueSn . As previously
stated, the absorption introduces a loss of energy so that Eq.
~7! is no longer verified. We now haveuSnu,1 and can use
the theory previously developed. In fact, this theory is viable
as soon as the eigenvalues of the scattering operator are
known. In the case where theS-matrix is not diagonal, the
situation is numerically more complicated because we have
to diagonalize the scattering matrix. However, from a theo-
retical point of view, there are no additional difficulties since
it is always possible to diagonalize the scattering matrix be-
cause of the unitarity of this one.11

III. RESONANCE ANALYSIS

In order to test the theory developed in the preceding
section, computations are performed by considering an ab-
sorbing aluminum cylinder immersed in water. One of the

reasons is that the resonances and their effects on the acous-
tic scattering are well known.12 Another is that the back-
ground to be removed is that of a rigid cylinder.5,6 The val-
ues of the physical parameters used in the computations are
for aluminum r52700 kg/m3, cL56419.9 m/s, andcT
53039.9 m/s. For water, rw51000 kg/m3 and c
51493 m/s. The sound absorption is taken into account as
indicated in the previous section. Here, the values of the
aluminum absorption factorsbL520.003 48 and bT

520.005 31 are chosen arbitrarily with, however, the con-
dition ubL,Tu!1. The nonabsorbing case is obtained ifbL

5bT50. The exact values given in the text and in the tables
have been computed by us.

A. Numerical calculations of the resonances from the
characteristic equation

The resonances can be located by solving numerically
the characteristic equationDn(x)50. For each mode of vi-
bration n there are several complex rootsxr lying in the
half-plane Im(x),0. These roots are usually labeled (n,l ),
the integerl giving the order of emergence of the resonances.
The real part Re(xr) gives the resonance frequency and will
be denoted byx(* ). The absolute value of the imaginary part
Im(xr) is equal toG/2, whereG is called the resonance width
and is actually connected to the acoustic energy scattered
into the water.

In the case of nonabsorbing scattering which corre-
sponds tobL5bT50, some of the resonance frequencies

xe
(* ) and the widths labeledGe are given in Table I. The
results corresponding to absorption and to the partial width
Ga5G2Ge are also given in Table I. A comparison between
the absorbing case and the nonabsorbing case shows that, for

a given resonance (n,l ), the values ofx(* ) and xe
(* ) are

practically the same, while for the widths one hasGe,G.
Therefore, a first conclusion is that the absorption widens the
resonance widths but has no significant influence on the reso-
nance frequencies.

B. The Breit–Wigner approximation for the elastic
channel

The method used in the previous section is a classical
way to calculate the resonances. Its main advantage lies in
the fact that it is not necessary to remove the background
from the scattering. However, it is clear that the information
given by this method is not precise enough for further explo-
ration of the resonant scattering. A more complete method
comes from the resonance scattering theory~RST! widely
developed recently in order to compute the resonances.7 The
computation is possible if the background is well chosen. To
remove the background, one must writeSabs5S(0)S(* )abs,
whereS(0) represents the background term andS(* )abs the
purely resonant term. For the absorbing material considered
here, it appears that the rigid background which was found to
be well adapted in the case of the nonabsorbing aluminum is
also a good approximation of the background in the case of
absorbing aluminum. In the following it is implicit that the
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rigid background has been removed. Consequently, the sub-
script ~* ! will not be used, except forx(* ) and finally the
notations of the previous sections will be kept.

1. Study of the nonabsorbing case ( bL5bT50)

When the scatterer is nonabsorbing,h51, and then
Sabs5S̄5Selast5e2idelast, wheredelast is a real phase. In addi-
tion, the transition term in the elastic channel verifiesTe
5Telastwith

Telast5
1

2i
~Selast21!.

The function uTelast(x)u2, plotted versus the frequencies
~from x50 to x520! for the modesn51 and 2, gives the
resonance curves presented in Fig. 1. The resonances arise
for the values ofxe

(* ) given in Table I. At these values one
hasuTelast(xe

(* ))u251, which implies thatSelast521 and then
delast5pp/2 wherep is an odd integer. The half-width of
each peak corresponds to the value ofGe given in Table I.
Close to a resonance frequencyxe

(* ) the functionTelast(x)
can be approximated as follows:

Telast~x!5
Ge/2

xe
~* !2x2 iGe/2

,

that is, the Breit–Wigner approximation for nonabsorbing
resonant scattering, which is particularly accurate for small
values ofGe .

2. Study of the absorbing case

When the scatterer is absorbing,h,1. Following Eq.
~27!, one can write for the elastic channel

Te~x!5
1

2i
~hS̄21!.

The functionuTe(x)u2 plotted for modesn51 and 2 shows
resonances at the same frequencies asuTelast(x)u2 ~Fig. 2!. As
expected, this function never reaches the value 1. At a given
resonance frequencyx(* ), one hasuTe(x(* ))u2,1. In addi-
tion, the width of this resonance is equal to that calculated by
the characteristic equation. One can easily verify that for the
exact curvesuTe(x(* ))u'Ge /G, which corresponds effec-
tively to the modulus of Eq.~32!. The exactness of approxi-
mation Eq. ~28! must be verified by comparing the exact
curve with the approximate one. For instance, if we consider
the resonance~2,1! for which x(* )54.731, the approximate
curve close to this resonance shows excellent agreement with
the exact curve as seen in Fig. 3. Relation~32! allows us to
explain why, in the presence of absorption, some of the reso-
nance heights are considerably shortened, as is the case for

TABLE I. Some of the resonance frequencies and half-widths of an aluminum cylinder in the nonabsorbing
case~columns two and three! and in the absorbing case~columns four and five!. Results obtained by solving the
characteristic equationDn(x)50.

(n,l )

Elastic case Absorbing case

Ga5G2Gexe
(* )5Re(xr) Ge522 Im(xr) x(* )5Re(xr) G522 Im(xr)

~2, 1! 4.731 0.751 4.731 0.802 0.051 Ge.Ga

~3, 1! 7.340 0.992 7.340 1.071 0.079 Ge.Ga

~5, 1! 11.766 1.329 11.766 1.453 0.124 Ge.Ga

~10, 1! 21.847 2.014 21.847 2.240 0.226 Ge.Ga

~1, 2! 5.870 0.027 5.870 0.086 0.059 Ge,Ga

~2, 2! 9.168 0.003 9.168 0.095 0.092 Ge,Ga

~3, 2! 12.525 0.079 12.525 0.205 0.126 Ge,Ga

~5, 2! 19.005 0.354 19.005 0.550 0.196 Ge.Ga

~10, 2! 32.862 0.734 32.861 1.082 0.348 Ge.Ga

~1, 3! 13.447 0.075 13.446 0.213 0.138 Ge,Ga

~2, 3! 16.315 0.044 16.314 0.212 0.168 Ge,Ga

~3, 3! 19.117 0.020 19.116 0.218 0.198 Ge,Ga

~5, 3! 24.717 0.002 24.717 0.256 0.254 Ge,Ga

~10, 3! 38.997 0.389 38.997 0.794 0.405 Ge,Ga

~1, 4! 16.004 0.755 16.004 0.868 0.113 Ge.Ga

~2, 4! 21.398 0.734 21.396 0.895 0.161 Ge.Ga

~3, 4! 25.417 0.302 25.411 0.542 0.240 Ge.Ga

~5, 4! 31.263 0.054 31.262 0.375 0.321 Ge,Ga

~10, 4! 45.042 0.042 45.042 0.507 0.465 Ge,Ga

~1, 5! 20.318 0.002 20.317 0.216 0.214 Ge,Ga

~2, 5! 23.547 0.087 23.548 0.326 0.239 Ge,Ga

~3, 5! 27.642 0.569 27.646 0.797 0.228 Ge.Ga

~5, 5! 36.671 0.635 36.667 0.943 0.308 Ge.Ga

~1, 7! 29.884 0.753 29.884 0.961 0.208 Ge.Ga

~2, 7! 35.663 0.552 35.652 0.836 0.284 Ge.Ga

~3, 7! 39.135 0.046 39.133 0.452 0.406 Ge,Ga
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the resonance~2,2! for which x(* )59.168. This resonance
has totally disappeared from the dotted curve in Fig. 2. With
the values ofGe5331023 and G59.531022, it is clear
that (Ge /G)

2'9.9731024, which is very small in compari-
son to unity. This result is globally verified for sharp reso-
nances. It can be concluded in this section that the amplitude
of narrow resonances is more reduced by the absorption than
the amplitude of broad resonances.

3. The absorption curves

The curves of the absorption coefficienth(x)
5uSabs(x)u are presented in Fig. 4. They present a trough
around each resonance frequency in agreement with the
Breit–Wigner approximation given by Eq.~37!. It results
from Eq. ~27! that S̄5e2id, whered is a real phase. At the
resonance, one must have@from Eq. ~28!# Te(x

(* ))

5iGe/G, which implies that Im„S̄(x(* ))…50 or d5mp/2,
wherem is an integer. It then follows from Eq.~27! that two
families of resonances must be distinguished:

~i! The family corresponding tom even and 0,Ge /G
<1/2: In this caseS̄(x(* ))511 and h5122Ge /G. We
recall that the coefficienth must be a positive number. The
partial widths then satisfy the relationGe,Ga . Some of the
resonances related to this family~including the narrow reso-
nances! are given in Table I. The parity ofm is opposite to
that of p defined in Sec. III B 1. It appears that the phase of
this family of resonances has been strongly affected.

~ii ! The family corresponding tom odd and 1/2<Ge /G
<1: In this case,S̄(x(* ))521, h52Ge /G21, and it fol-
lows that the partial widths satisfyGe.Ga . Some examples
of these resonances~including the broad resonances! are also
given in Table I. Here, the parity ofm is that of p in Sec.

FIG. 1. FunctionuTelast(x)u2 plotted versus the frequencyx for modesn
51 ~solid line! andn52 ~dot line!.

FIG. 2. FunctionuTe(x)u2 plotted versus the frequencyx for modesn51
~solid line! andn52 ~dot line!.

FIG. 3. Comparison between the exact~solid line! and the approximate~dot
line! values of the functionuTe(x)u2 near the resonance~2,1!.

FIG. 4. Absorption coefficienth(x)5uSabs(x)u plotted versus the frequency
for modesn51 ~solid line! andn52 ~dot line!.
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III B 1. The resonances of this family can be considered as
unaffected in phase.

Generally speaking, at the resonance frequencies, the ex-
pression ofh is simply related to the half-widthsGe andG
and the values obtained are in good agreement with the exact
values reported in Table II.
4. Sensitivity of the resonances to linearly varying
absorption coefficients

The heights and the widths of the resonances depend
strongly on the values of the absorption coefficientsbL and
bT . The fact that these coefficients are arbitrarily chosen
leads us to present in this section numerical results in the
particular case where the coefficients vary linearly, that is to
say, when they are multiplied by the same factore. In Table
III, at the resonance frequenciesx(* )54.731 and x(* )

55.87, values of the resonance widthsG and of the partial
widthsGa are given for several values ofe. First, one can see
that the resonances widen out with an increase ofe. Second,
the partial widthGa is proportional to (Ga)e51 , which rep-
resents its value ate51 @for the resonancex(* )54,731,
(Ga)e5150.051, and for the resonancex(* )55.87,
(Ga)e5150.059#. The partial widths are then simply given
by the relationGa5e(Ga)e51 , and it follows immediately
that the resonance widthsGa depend linearly one.

C. The Breit–Wigner approximation for the absorbing
channel

The absorbing channel is defined by Eq.~33!. The exact
curves obtained by plotting the functionuTa(x)u2 for modes
n51 and 2 are given in Fig. 5 and do not present the clas-

sical form of the Breit–Wigner resonance curves but look
like the h(x) curves, with a trough around the resonance
frequencies. The result can be explained by the fact that, at
the vicinity of a resonance, the approximate form ofTa(x) is
given by Eq.~34!. At the resonances, we also satisfy the
relation uTa(x(* ))u'Ga /G. Additionally, one can verify that
uTe(x(* ))1Ta(x

(* ))u51, which is a consequence of the re-
lation between the partial widths.

D. Study of the Sabs matrix phase

TheSabsmatrix phase is given by the termS̄ in Eq. ~27!.
It has been shown, in Eq.~22!, that this term can be written
S̄5e2id, whered is a real phase. If we introduce the transi-
tion term T̄ which is related toS̄ by the relationS̄51
12i T̄, there follows

T̄~x!5
1

2i SSabs~x!

h~x!
21D ,

and if one considers the elastic channel, this relation be-
comes

T̄~x!5eid~x! sin„d~x!….

The curve of the functionuT̄(x)u2 is plotted in Fig. 6 for the
mode n51. One must distinguish two families of reso-
nances, according to Sec. III B 3:

~i! For the first family, the resonance curves reach the
value 1 and the widths are given by Eq.~40!. This family
corresponds toS̄(x(* ))521, e.g., to the phased5mp/2
with m odd ~see Sec. III B 3!. The resonances of this family
are of elastic type.

~ii ! For the second family, the resonance curves seem to
be those obtained previously by plottinguTe(x)u2 and they
do not reach the value 0.5. A close-up of Fig. 6 shows that
each of the resonances of this family now presents an oscil-
lation, as can be seen in Fig. 7 for resonance~1,3!. This
family corresponds toS̄(x(* ))511, e.g., to the phased
5mp/2 with m even. Then,uT̄(x(* ))u50 and the resonance

TABLE II. Comparisons between the exact values ofuTe(x(* ))u and the
ratios Ge /G ~columns two and three! and between the exact values of
h(x(* )) and those given by the approximationh5u122Ge /Gu ~columns
four and five!.

(n,l ) uTe(x(* ))u Ge /G h(x(* )) h5u122Ge /Gu

~2, 1! 0.936 0.936 0.871 0.872
~3, 1! 0.926 0.926 0.853 0.852

~1, 2! 0.312 0.314 0.378 0.372
~2, 2! 0.084 0.032 0.929 0.936
~3, 2! 0.392 0.385 0.238 0.230

~1, 3! 0.386 0.352 0.294 0.296
~2, 3! 0.218 0.208 0.587 0.584
~3, 3! 0.097 0.092 0.811 0.816

TABLE III. Sensitivity of the resonances to linearly varying absorption
coefficients.

Absorption
coefficients

bL ,bT

multiplied by

Resonance~2,1!: x(* )54.73 Resonance~1,2!: x(* )55.87

G Ga5G2Ge G Ga5G2Ge

e51/10 0.756 0.005 0.033 0.006
e51/2 0.776 0.025 0.056 0.029
e51 0.802 0.051 0.086 0.059
e52 0.854 0.103 0.145 0.118
e54 0.957 0.206 0.263 0.236
e510 1.265 0.514 0.615 0.588

FIG. 5. FunctionuTa(x)u2 plotted versus the frequency for modesn51
~solid line! andn52 ~dot line!.
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corresponds to a trough. That explains the presence of oscil-
lations in the curves. These oscillating curves describe the
strongly absorbed resonances.

It appears that the investigation of the phase termS̄
brings an additional point of view to the general study of the
resonances of absorbing scatterers. The phase term clearly
shows that in the presence of absorption there are two fami-
lies of resonances.

If one considers the absorbing channel, then

T̄~x!5 ieid~x! cos„d~x!….

The situation is exactly contrary to the case encountered for
the elastic channel. Now, the resonances of elastic type occur
when uT̄(x(* ))u50 ~the integerm is odd!, and the absorbing
ones whenuT̄(x(* ))u51 ~m is even!.

IV. CONCLUSION

The scattering process related to absorbing elastic scat-
terers involves two different phenomena. The first one is
related to the elasticity, more specifically to the propagation
of surface waves and to the resonance frequencies. The sec-
ond is related to the absorption and explains the difference
between the reemission of surface waves propagating around
purely elastic scatterers and the reemission of surface waves
propagating around absorbing scatterers. Consequently, a
two-channel resonance scattering theory has been derived in
order to explain the reemission of surface waves which are
related to the widthsG of the resonances. The law of energy
conservation, expressed through the unitarity condition of
the scattering matrixSabs shows that, at a resonance fre-
quency,G5Ge1Ga . Here,Ge is the elastic resonance width
~when the scatterer is nonabsorbing! related to the elastic
channel, andGa the absorbing resonance width related to the
absorbing channel.

At a resonance frequency, the absorption coefficienth
5u(Ge2Ga)/Gu permits us to distinguish between two types
of resonances: those for whichGe.Ga ~the elastic channel is
prevalent over the absorbing one, so these resonances are of
elastic type, e.g., they are weakly affected by absorption!,
and those for whichGe,Ga ~the absorbing channel is preva-
lent, so these resonances are strongly absorbed!.

The theoretical developments have been tested numeri-
cally on an absorbing aluminum cylinder immersed in water.
There is good agreement, especially in the vicinity of the
resonances, between the results obtained by an exact compu-
tation and those stemming from the two-channel theory. At
this stage, this theory can be considered as well adapted for
further development and studies on absorbing resonance
scattering.
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5H. Überall, Acoustic Resonance Scattering~Gordon and Breach, New
York, 1992!.
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l’étude des Particules E´ lémentaires~Ediscience, Paris, 1970!.

8R. H. Dalitz, ‘‘Strange particle resonant states,’’ Annu. Rev. Nucl. Sci.13,
339 ~1963!.

9P. C. Waterman, ‘‘Matrix theory of elastic wave scattering,’’ J. Acoust.
Soc. Am.60, 567–580~1976!.

10See, e.g., A. Bostro¨m, ‘‘Scattering of stationary acoustic waves by an
elastic obstacle immersed in a fluid,’’ J. Acoust. Soc. Am.67, 390–398
~1980!; V. V. Varadan, ‘‘Scattering matrix for elastic waves. II. Applica-
tion to elliptic cylinders,’’ J. Acoust. Soc. Am.63, 1014–1024~1978!.
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95 95J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Franklin et al.: Resonant scattering theory



Boundary spectral method for acoustic scattering
and radiation problems

W. S. Hwang
Department of Naval Architecture and Ocean Engineering, National Taiwan University, Taipei, Taiwan

~Received 27 September 1996; accepted for publication 9 March 1997!

The spectral method is considered in solving boundary integral equations. By subtracting known
solutions from the Helmholtz integral equation, the singularities of the Helmholtz integral equation
are removed. Therefore, any order of basis functions, used in spectral methods, that times
nonsingular kernels in the modified Helmholtz integral equation can be integrated easily and
efficiently. Instead of solving the variables at collocation points using conventional methods, the
generalized Fourier coefficients are solved by the spectral method which reduces the number of
unknowns and the storage of matrix elements in computation. Scattering and radiation problems
from a sphere are used to illustrate the technique in the present paper. ©1997 Acoustical Society
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INTRODUCTION

The prediction of acoustic fields from radiation or scat-
tering is a problem of practical importance in many applica-
tions of engineering and science. Analytical solutions for
such problems are generally limited to very special cases.
Therefore, the boundary integral equation has gained popu-
larity for solving such problems for bodies of arbitrary
shape. The boundary integral equations contain both known
and unknown boundary variables in the formulation. The un-
known variables are obtained numerically by solving a sys-
tem of algebraic equations which are discretized from the
boundary integral equations. The discretization technique
which is developed in finite element methods is commonly
used and this approach is sometimes called the boundary
element method. The boundary element method is one of the
most important computational schemes in practice.

However, there is an essential difference between
boundary integral formulations and finite element methods.
In finite element methods, the interpolation functions, in gen-
eral, are low-order polynomials which imply that the effect
of interpolation functions is on the adjacent local elements
only. The resultant system of algebraic equations is always
banded or sparse, which also confirms the property that local
variables can affect nearby elements only. On the other hand,
boundary integral equations have completely different prop-
erties. The matrices formed from boundary integral methods
are always full, and that means any local variables can affect
the global behavior in boundary integral formulations.
Therefore, the lower-order interpolation technique is not re-
ally fit for boundary integral formulations. A global approxi-
mation technique or higher-order interpolation functions
should be more suitable for boundary integral formulation.

Spectral methods have been developed for solving par-
tial differential equations since the early 1970s, especially in
computationally intensive applications in meteorology and
fluid dynamics.1,2 Spectral methods generate algebraic equa-
tions with full matrices, which are more expensive to solve
than banded matrices in the finite element methods, but in
compensation the high order of the basis functions gives high

accuracy for a given number of basis functions. Since full
matrices are inevitable when boundary integral methods are
used, it seems more reasonable to use the high-order inter-
polation function developed in spectral methods than the
low-order interpolation function in finite element methods.
Moreover, the boundary integral equation involves another
difficulty in handling singular integrals, and special kinds of
numerical treatment are needed for singular integrals to
maintain the required accuracy in the conventional numerical
methods. Usually, the accuracy of numerical quadrature de-
pends on both the number of integration points and the order
of interpolation functions. The higher-order interpolation
function also gives higher accuracy. Again, this property is
inherent in spectral methods.

Although spectral methods have these advantages and
are successfully used in solving partial differential equations,
they have not been applied in boundary integral equations
until recently.3,4 In acoustics, only a special geometry, the
circular cylinder, has been evaluated by spectral methods for
boundary integral equations.5 In the present paper, this glo-
bal approximation technique is applied to solve boundary
integral equations for bodies of arbitrary shape instead of the
local discretization schemes from finite element methods.

In the integral formulation of acoustic problems, the
problem of nonuniqueness has been discussed frequently in
the literature for a long time. The combined Helmholtz inte-
gral equation formulation~CHIEF! proposed by Schenck6 or
the combination of the Helmholtz integral equation and its
normal derivative proposed by Burton and Miller7 are widely
used to solve this mathematical drawback.8–16 In this paper,
CHIEF is adopted because it is simple and easy to be pro-
grammed. In general, the spectral approach can also be ap-
plied in Burton and Miller’s formulation, but the expressions
are more complicated.

I. BOUNDARY INTEGRAL EQUATIONS

The standard Helmholtz integral equation for the exte-
rior acoustic problem can be written as
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ēF~P!5E
S
FF~Q!

]G~P,Q!

]nQ
2G~P,Q!

]F

]nQ
~Q!GdSQ

1F in~P!, ~1!

whereP denotes the field point,Q the source point on the
surface of body,nQ the outward directed normal from sur-
faceS, andF in the incident wave. Here,G is the free-space
Green’s function for the Helmholtz equation and can be writ-
ten as

G~P,Q!5
eikr

4pr
, ~2!

where k is the wave number andr the distance between
points P andQ. The coefficientē is defined by the solid
angle atP:

ē511E
S

]G0

]nQ
dSQ , ~3!

whereG051/(4pr ) is the free-space Green’s function for
the Laplace equation. The coefficientē has the value 0 for
P inside surfaceS, the value 1 forP outside surfaceS, and
the value 1/2 forP on the smooth part of surfaceS. An
important property of the Laplace equation used in the fol-
lowing is the electrostatic capacitance or equipotential sur-
face theorem. Using the existence theorem for interior Di-
richlet problems of the Laplace equation, a source
distributionS(Q) on surfaceS, which generates a constant
potential inside the domain and boundary, must satisfy the
following equation:17,18

E
S
S~Q!

]

]np
S 1

2pr DdSQ52S~P!. ~4!

The value of potentialFe inside the domain and boundary
corresponding toS(Q) can be calculated, in which the inte-
grand is never singular, by

Fe52E
S

S~Q!

4pr
dSq . ~5!

Since Eq.~1! is a singular integral equation, direct nu-
merical integration methods are difficult to evaluate the inte-
gration efficiently and accurately. In the literature a polar
coordinate transformation is frequently used to remove the
weakly singular kernels. Although the polar coordinate trans-
formation performs very successfully in local elements, it is
inconvenient in general when a global approach is applied. A
different kind of regularization process is used in the present
study. By subtracting a known singular equation from Eq.
~1!, it turns out that new integrands are bounded but discon-
tinuous. The main results are summarized in the following,
and a detailed discussion can be found in Hwang.19

The first singularity term in the right-hand side integral
of Eq. ~1! can be removed by subtracting the relation Eq.~3!
timesF(P) when pointP is on the smooth part of surface
S:

E
S
F~Q!

]G

]nQ
dSQ5E

S
FF~Q!

]G

]nQ
2F~P!

]G0

]nQ
GdSQ

2 1
2 F~P!. ~6!

Multiplying Eq. ~5! with a factor@21/S(P)#(]F/]nP), and
adding it to the second integral in the right-hand side of Eq.
~1!, we have another regularized integral whenP is on sur-
faceS:

E
S
G

]F

]nQ
dSQ5E

S
FG ]F

]nQ
2G0

]F

]nP

S~Q!

S~P! GdSQ
2

Fe

S~P!

]F

]nP
. ~7!

II. SPECTRAL APPROXIMATION

Spectral methods are distinguished not only by the type
of method, such as the Galerkin method, collocation method,
or tau method, but also by the choice of basis functions.1,2

The most frequently used basis functions are orthogonal
functions such as trigonometric polynomials, Chebyshev
polynomials, and Legendre polynomials.

The expansion of a function in terms of an infinite se-
quence of orthogonal functions underlies many numerical
methods of approximation. The accuracy and the efficiency
of those approximations influence the computational applica-
bility of these methods. For periodic smooth functions, it is
proven that Fourier series are the most efficient approxima-
tion functions in the root mean square sense. For nonperiodic
functions the Chebyshev polynomials are frequently used as
approximation functions, since the basic properties of
Chebyshev polynomials are closely related to the Fourier
series.

If the body is assumed to be rigid, the velocity potential
on the body surface can be represented by a series involving
basis functions, such that

F~x,y,z!5(
j51

n

cjc j~x,y,z!, ~8!

whereC j (x,y,z), j51,2,...,n, is the j th basis function. The
unknown coefficientscj , generalized Fourier coefficients,
can be determined from Eq.~1!. In the present paper, since
only the axisymmetric cases are considered, Chebyshev
polynomials are selected as basis functions along thex di-
rection and defined as

Tn~x!5cos~n cos21 x! n>1. ~9!

By substituting Eq.~8! into Eq.~1!, one obtains approximate
algebraic equations for scattering problems with the zero
normal velocity at the body surface:

(
j51

n F12 c j~P!2E
S
c j~Q!

]G

]nQ
dSQGcj5F in~P!. ~10!

If a radiation problem is considered,F in(P) is simply
replaced by2*SG(]F/]nQ)dSQ , where ]F/]nQ repre-
sents the normal velocity on the body surface. As mentioned
previously, several methods can be selected to solve the un-
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known coefficientcj by spectral methods. For simplicity,
choosing the collocation method and carrying out the inte-
gration in Eq.~10!, one obtainsn simultaneous equations

@A#$C%5$B%. ~11!

The elements of matrix@A#n3n and the column vector
$B%n are, respectively,

ai j5
1

2
c j~Pi !2E

S
c j~Q!

]G

]nQ
dSQ , ~12!

bi5F in~Pi !, ~13!

wherePi are collocation points. Assuming pointP is on the
smooth part of the surface, by utilizing Eqs.~3! and ~6!, the
singularities of Eq.~12! can be removed, and the regularized
forms can be written as

ai j5c j~Pi !2E
S
Fc j~Q!

]G

]nQ
2

]G0

]nQ
c j~Pi !GdSQ . ~14!

For the radiation problem,bi can be regularized by using Eq.
~7!:

bi52E
S
FG~Pi ,Q!

]F

]nQ
2G0~Pi ,Q!

]F

]nP

S~Q!

S~Pi !
GdSQ

1
Fe

S~Pi !

]F~Pi !

]nP
. ~15!

Because the integrands in~14! and ~15! are bounded,
many numerical quadrature methods are available for both
integrals. In the present paper, trapezoidal rules are used to
evaluate periodic functions and Gaussian quadrature formu-
las are applied for nonperiodic functions.

When the collocation method is applied to solve the un-
known coefficients, the locations of collocation points will
directly affect the accuracy of solutions, especially for high-
order interpolation functions. From the error analysis of the
approximation function theory in numerical textbooks, the
uneven spacing of collocation points, dense near the ends,
are preferred in order to avoid the Runge phenomenon2 and
reduce the maximal interpolation error. Detailed analysis of
interpolation and approximation errors can be found in Refs.

2 and 20. Usually, the zeros of Chebyshev polynomials are
chosen to be collocation points from the near-minmax ap-
proximation theory in the literature. However, in the present
case, the locations of collocation points are chosen to be
Gaussian points in order to reduce the computation time for
numerical integration. Otherwise, if the zeros of Chebyshev
polynomials are chosen to be collocation points, it takes
much more computing time to redistribute integration nodes
and to evaluate different nodal values for every integration
while forming matrixA. Therefore, the chosen collocation
points are not exactly the zeros of Chebyshev polynomials,
but some Gaussian points close to them. In theory, this in-
creases the interpolation error but saves much computation
time. It turns out that the number of Gaussian points is not
less than that of collocation points, and the distribution of
collocation points is still uneven and dense near the ends
after such a compromise.

Since the basis functions are orthogonal, the coefficient
cj is uniquely determined and is not dependent on the num-
ber of orthogonal functions we choose if the numerical inte-
gration is accurate enough. The convergence speed of the
generalized Fourier series is easily shown from the variation
of cj . Therefore, the convergence of spectral methods can be

FIG. 1. Absolute values of generalized Fourier coefficients for scattering
from a sphere forka54 and 10.

FIG. 2. Real parts of scattered velocity potentials on the surface of a sphere
when ka54.

FIG. 3. Imaginary parts of scattered velocity potentials on the surface of a
sphere whenka54.

98 98J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 W. S. Hwang: Spectral method for acoustic radiation



estimated, while the conventional boundary element method
cannot do so.

In practice, the surface may not be easy to be approxi-
mated by one single equation for irregular geometry. A sur-
face discretization is needed, and the spectral approximation
and the numerical integration can be directly applied on each
discretized element. In conventional spectral methods, such
an approach is called the spectral element method. In the
present paper, only the spectral method on a whole element
is considered.

A. Application to scattering from a sphere

For simplicity, a sphere is chosen for the demonstration,
since its analytic solution of the scattering problem of a
plane incident wave is well known and easy to compute. By
utilizing the axisymmetric shape of sphere, the velocity po-
tential can be treated as a one-dimensional case, and the
Chebyshev polynomials are chosen to be the basis functions,
although the analytic solution is known to be Legendre func-
tions in the present case. The incoming unit plane wave trav-
els to the right along thex axis and is described asF in

5exp(ikx). For scattering from a sphere of radiusa, the

scattered velocity potential at a distancer from the center of
sphere and an angleu from thex axis is given by

FS~r ,u!5 (
n51

`

2
i n~2n11! j n8~ka!

hn8~ka!
Pn~cosu!hn~kr !,

~16!

where Pn(x) is the Legendre function of the first kind,
hn(x) the spherical Hankel function of the first kind, and
j n(x) the spherical Bessel function of the first kind.

Figure 1 shows the distribution of the absolute values of
generalized Fourier coefficients for nondimensional wave
numberska54 and 10. A 24-point Gaussian formula is ap-
plied for the numerical integration in both cases. The varia-
tion of coefficients indicates the speed of convergence and
one can determine the number of orthogonal functions for
the required accuracy. Figures 2 and 3 show the comparison
of analytical and numerical results for real and imaginary
parts of scattered velocity potentials on the sphere surface for
ka54, respectively. As Fig. 1 shows, eight terms of Cheby-
shev polynomials forka54 are enough to approximate the
analytic result. Figures 4 and 5 indicate the same comparison
for an intermediately high nondimensional wave number
ka510. As Fig. 1 shows, a 16-term approximation is enough

FIG. 4. Real parts of scattered velocity potentials on the surface of a sphere
when ka510.

FIG. 5. Imaginary parts of scattered velocity potentials on a sphere surface
when ka510.

FIG. 6. Locations of collocation points at different numbers of orthogonal
functions for a 24-point Gaussian formula.

FIG. 7. Absolute values of generalized Fourier coefficients when radiation
from a sphere forka54 and 10.
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for the convergence consideration whenka510 and Figs. 4
and 5 also confirm these results. Different locations of col-
location points used in the above cases for a 24-point Gauss-
ian formula are shown in Fig. 6.

B. Application to radiation from a sphere

The analytical solution of the velocity potential for an
oscillating sphere of radiusa with a radial velocity cosu is
given by

F~P!

5S ar D
2

cosu
a~12 ikr !~k2a22222ika!

k4a414
eik~r2a!.

~17!

Equation~17! shows that the solution is a one-term polyno-
mial when the velocity potential is on the sphere surface,r
5a. Figure 7 indicates that the coefficient is at a peak when
n52 and almost zero whennÞ2. In Figs. 8 and 9, a 24-
point Gaussian formula is applied for the numerical integra-
tion and 6 terms of Chebyshev polynomials are selected. The
comparison between analytical and numerical results is pre-
sented for real and imaginary parts of radiating velocity po-

tentials on the sphere surface forka54, respectively. In
Figs. 10 and 11, a 36-point Gaussian formula is chosen for
the numerical integration and 6 terms of Chebyshev polyno-
mial are used. The similar comparison of radiating velocity
potentials is shown on the sphere surface forka510.

For these radiation examples, the variation of the veloc-
ity potential is linear in cosu. Although a few terms of the
basis functions are good enough for such approximations, it
still needs many integration points to gain enough accuracy
in the numerical quadrature. In boundary element methods,
the number of collocation points is about the same as that of
numerical integration points.19 Consequently, a large matrix
is constructed in conventional boundary element methods.
Therefore, the spectral method needs much less collocation
points than boundary element methods in the above cases.

III. CONCLUSION

The spectral method is developed in solving boundary
integral equations. The new scheme presents orthogonal
functions as basis functions for acoustic variables instead of
low-order shape functions. The spectral method shows sev-
eral advantages over conventional boundary element meth-

FIG. 8. Real part of the velocity potential on the surface of an oscillating
sphere whenka54.

FIG. 9. Imaginary part of the velocity potential on the surface of an oscil-
lating sphere whenka54.

FIG. 10. Real part of the velocity potential on the surface of an oscillating
sphere whenka510.

FIG. 11. Imaginary part of the velocity potential on the surface of an oscil-
lating sphere whenka510.
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ods. The accuracy of spectral methods is high and can be
estimated directly from the variation of generalized Fourier
coefficients. If extremely high accuracy is required, spectral
methods are even better than conventional boundary element
methods. In general, the number of unknowns in the present
method can be much less than that of conventional boundary
element methods. Therefore, the present method saves a
large amount of matrix storage and time when the matrix is
solved.
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The propagation of elastic plane waves in orthotropic incompressible materials is examined under
plane strain conditions in a plane of symmetry. The slowness surface is obtained by aligning a
material axis of symmetry with the direction of minimum phase speed. The existence of incident
homogeneous waves and reflected homogeneous and nonhomogeneous waves in the presence of a
planar interface separating two half-spaces is subsequently examined. A surface which separates the
range of existence of two homogeneous reflected waves from that of one homogeneous and one
nonhomogeneous is obtained in terms of the angle of incidence, the orientation of the interface with
respect to the material axis of symmetry, and one elastic parameter. The critical orientation beyond
which there exist two homogeneous reflected waves is derived in explicit form in terms of the elastic
parameter. Reflection coefficients are obtained and discussed when the interface is a free surface.
Exclusion points are defined in the range of existence of the reflected waves as points for which only
one reflected~homogeneous! wave exists. The analysis is complemented with numerical examples.
© 1997 Acoustical Society of America.@S0001-4966~97!05206-5#

PACS numbers: 43.20.Fn, 43.20.Gp@ANN#

INTRODUCTION

The propagation and reflection of elastic waves in aniso-
tropic materials is a topic of research that finds applications
in the areas of nondestructive evaluation, design, and seis-
mology. For compressible elastic materials a number of pa-
pers have appeared recently in the technical literature both in
the experimental1,2 and in the theoretical3 aspects to comple-
ment older theoretical papers, for example,4,5 and the classi-
cal book on the subject by Fedorov.6 In the theoretical papers
the reflected waves were obtained numerically for specific
anisotropic materials and wave motion.

The purpose of the present paper is to obtain explicit
formulas for the range of existence of the different types of
reflected waves in the presence of a bi-material interface.
The prototype problem considered here deals with the propa-
gation of a plane time-harmonic elastic wave in a homoge-
neous orthotropic incompressible material and its reflection
from a planar interface separating the material from, in gen-
eral, a different type of material. The assumption of incom-
pressibility and orthotropy are applicable to several materials
as, for example, polymer Kratons, thermoplastic elastomers,
rubber composites when low frequency waves are considered
to justify the assumption of material homogeneity, etc. The
elastic motion considered in the present paper is such that
plane strain conditions prevail in a plane of material symme-
try. From a practical point of view, in a laboratory experi-
ment, shear waves can be generated in materials by shear
wave transducers. In materials which are nearly incompress-
ible, since longitudinal waves are much faster than shear
waves, upon reflection longitudinal waves play no role in the

window for shear wave arrivals. When the incompressible
material is isotropic, upon incidence of a homogeneous
wave, there exist one homogeneous reflected wave and one
nonhomogeneous interfacial wave for all angles of incidence
except for 0,p/4 andp/2 rads for which there exists only a
homogeneous wave. The effect of orthotropy introduces, for
certain combinations of geometry and elastic parameters, a
second homogeneous reflected wave. To know when this
happens is important. For example, in nondestructive evalu-
ation experiments it is advantageous to have only one homo-
geneous reflected wave. In Sections I and II the slowness
surface is obtained and examined with reference to the exis-
tence of incident and reflected homogeneous waves. A sur-
face which separates the range of existence of two homoge-
neous reflected waves from that of one homogeneous and
one non-homogeneous is obtained in terms of the angle of
incidence, the orientation of the interface with respect to the
material axis of symmetry, and one elastic parameter. In Sec-
tion III, a critical orientation of the interface beyond which
there exist two homogeneous reflected waves is derived in
explicit form in terms of the elastic parameter. In Section IV,
the reflection coefficients are obtained and examined for a
free surface. Exclusion points are found in the range of ex-
istence of reflected waves for which only one reflected~ho-
mogeneous! wave exists. In Section V, there is a summary of
the conclusions.

I. HARMONIC WAVES IN ORTHOTROPIC
INCOMPRESSIBLE MEDIA

For an orthotropic incompressible medium, let
x1 , x2 , x3 denote the three material axes of symmetry.
With reference to these, the linear stress-strain relations for
the material are

a!Permanent address: Department of Engineering Sciences, Technical Uni-
versity of Crete, Chania 73100, Greece.
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s1152p1C11e111C12e221C13e33,

s2252p1C12e111C22e221C23e33,
~1!

s3352p1C13e111C23e221C33e33,

s2352C44e23, s1352C55e31, s1252C66e12,

wheres ’s ande ’s denote the stress and strain components,
p the hydrostatic pressure and theC’s the elastic constants.
The strains are related to the displacement components,u1,
u2 andu3 through

e i j5~ui , j1uj ,i !/2, i , j51,2,3. ~2!

Assuming plane strain in thex1 ,x2-plane and incom-
pressibility,

e135e235e3350, e111e2250, ~3!

the orthotropic stress-strain relations~1! reduce to

s1152p1~C112C12!e11,

s2252p1~C122C22!e11, ~4!

s1252C66e12.

For positive definite strain energy density function the elastic
constants in Eqs.~4! must satisfy the inequalities

C66>0, C111C2222C12>0, ~5!

obtained directly by takinge1150 for the first ande1250 for
the second.

It is to be noted that the incompressibility condition im-
poses three constraints on the six elastic constants in the
normal stress-normal strain relations in Eqs.~1!. As shown in
the Appendix, the three constantsC11, C12, andC22 can be
viewed as independent constants.

The incompressibility condition in~3! is satisfied by in-
troducing the displacement potential,c as

u15c,2 , u252c,1 . ~6!

Using Eqs.~6!, ~2!, and~4! in the equations of motion,

s11,11s12,25rü1 , s12,11s22,25rü2 , ~7!

wherer is the mass density of the material and the dot de-
notes differentiation with respect to time, and eliminating the
hydrostatic pressure,p, the displacement potential is seen to
satisfy

a@D2c14bc,1122#5rDc̈, ~8!

whereD is the two-dimensional Laplace operator and

a5C66, b5
C111C2222C12

C66
21. ~9!

The inequalities~5! required for the positive definiteness
of the strain energy imply

a>0, b>21. ~10!

The material parameterb plays a crucial role in charac-
terizing the waves in this class of materials. For the range
21<b<0, it is advantageous to choose a new material co-
ordinate system, (x18 ,x28), with the x18-axis at an anglep/4
from thex1-axis. That is,

x185~x11x2!/A2, x285~x22x1!/A2. ~11!

The Laplace operatorD8 in the new system is identical
to D, but the mixed derivative in Eq.~8! is,

4c,11225~D8!2c824c8,1122, ~12!

wherec85c(x18 ,x28).
Thus the governing equation~8! in the new coordinate

system becomes

a8@~D8!2c814b8c8,1122#5rDc̈8, ~13!

where

a85a~11b!, b852b/~11b!. ~14!

If b is negative in thex1 ,x2-coordinate system, in the
x18 ,x28-system,b8 will be positive. Thus, proper relabelling
of the axes allows one to haveb>0.

For time-harmonic plane waves the displacement poten-
tial can be expressed as

c5Aeiv~j1x11j2x22t !, ~15!

whereA is the potential amplitude at the origin, taken to be
small in accordance with the linearity assumption. Here,v is
the circular frequency, andj1 , j2, the components of the
slowness vector. The magnitude of the slowness vector,
j5Aj1

21j2
2, represents the reciprocal of the wave speed,

v.
Substituting the expression~15! in Eq. ~8!, the equation

for the slowness curve is obtained as

j414bj1
2j2

22rj2/a50. ~16!

For a wave propagating in the direction,u, with respect
to thex1-axis, using

j15cosu/v, j25sin u/v ~17!

in Eq. ~16!, it is seen that

v25a~11b sin2 2u!/r. ~18!

For materials withb50, the speedv is independent of
the propagation direction. In this group of materials are in-
cluded transversely isotropic materials (C115C22,
2C665C112C12) which cannot be distinguished, in this
sense, from isotropic materials. The minimum and maximum
values ofv2 area/r anda(11b)/r along thex1-axis and
along an axisp/4 radians from thex1-axis, respectively. The
conditions for real wave speeds,a>0, and b>21, are
identical to the inequalities~9! obtained from strain energy
considerations. Since the extremum speeds are along direc-
tions p/4 radians apart, the choice of a system of material
axes withb>0 is equivalent to choosing a minimum speed
direction as thex1-axis.

Introducing nondimensional slowness vector compo-
nents

m15cosu/ v̂, m25sin u/ v̂, v̂5v/Aa/r, ~19!

and using Eq.~16!, a slowness functionV may be defined as

V~m1 ,m2!5 1
2 @~m1

21m2
2!214bm1

2m2
22m1

22m2
2#50.

~20!
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The nondimensional energy flux vector associated with a
wave propagating in the directionu, coincides with the
group velocity vectorVg which is given by the gradient of
the slowness function, that is, normal to the slowness curve.
Thus, the components ofVg are

Vg15m1@2~m1
21m2

2!14bm2
221#,

~21!
Vg25m2@2~m1

21m2
2!14bm1

221#.

As indicated earlier, whenb50, Eq.~20! represents a circle
of radius unity. As shown in Fig. 1, increasing the value of
the parameterb, eventually leads to the loss of convexity of
the slowness curve. This loss of convexity has interesting
consequences in the context of the presence of interfaces in
the media. In order to obtain a condition on the value ofb
for the transition from a convex slowness curve to a concave
curve, it is convenient to use a rotated coordinate system
according to Eq.~10!. In this system,V50, gives

@~m18!21~m28!2#22
4b

11b
~m18!2~m28!22~m18!22~m28!250,

~22!

where, now, the nondimensional speed,v̂ is defined using
a8 in accordance with Eqs.~19! and ~14!, to have the mini-
mum slowness unity. Whenm1851, Eq. ~22! gives, as solu-
tions form28 ,

m2850,6A3b21

b11
. ~23!

This result shows that whenb<1/3,m2850 is the only
real solution, confirming the convexity of the slowness
curve. However, whenb.1/3, two additional solutions ap-
pear, indicating a concave curve. There is a range of values
for m18.1, in which eachm18 corresponds to four values of
m28 . This is qualitatively shown in Fig. 1 forb55. When
m1851, the points A, B andm2850 represent the three solu-
tions of Eq.~23!. Whenm18 lies to the left of the line AB

there are two real values ofm28 and when it lies to the right of
AB there are four values form28 . Corresponding to the line
CD which is tangent to the slowness curve, the two positive
solutions and the two negative solutions form28 coalesce at C
and D, respectively.

For interface problems, another aspect of the concave
slowness curve, namely, the location of the inflection points
is of interest. As seen in Fig. 1, these are eight in number,
symmetrically located around the curve. Reverting to the
original, m1 ,m2-system, these points are found by setting
d2m2 /dm1

250 using Eq.~20!. In the first quadrant, the in-
flection point closer to them1-axis is at the angle,

u in5
1

2
sin21Av̂ in

2 21

b
, v̂ in

4 54~11b!/3, ~24!

where v̂ in is the nondimensional wave speed corresponding
to the inflection point.

Once the geometry of the slowness curve is understood,
incident waves in the presence of an interface can be consid-
ered.

II. INCIDENT AND REFLECTED WAVES OF AN
INTERFACE

Consider a linear interface separating the orthotropic in-
compressible medium from a second half-space. The inter-
face is assumed to be at anglef with the axis of symmetry,
x1, for which b>0. Let x̄1 , x̄2 represent a new system of
coordinates parallel and perpendicular to the interface, re-
spectively. The two systems are related as

x̄15x1 cosf1x2 sin f, x̄25x2 cosf2x1 sin f.
~25!

A plane shear wave is assumed to be incident on the inter-
face from the side of the orthotropic medium,x̄2.0. With
the angle of incidenceu I , measured clockwise from the
x̄1-axis, a generic point, I in Fig. 2 represents the incident
wave on the slowness curve. The energy flux vector associ-
ated with the incident wave must obey

FIG. 1. The slowness curves for the orthotropic incompressible media for
various values of the parameterb. Them1-axis represents the direction of
minimum wave speed and them18-axis that of the maximum speed.

FIG. 2. The interface axes (m̄1 ,m̄2) in relation to the material axes. The
incident wave is represented by the point I on the curve.
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V̄g25Vg2 cosf2Vg2 sin f,0, ~26!

whereVg1 andVg2 are given by~21!.
The nondimensional slowness vector components

(m1 ,m2) can be related to the corresponding components
(m̄1 ,m̄2) in the interface coordinate system, (x̄1 ,x̄2), using
the transformation law~25!. The equation for the slowness
curve in the interface coordinate system, using~20! becomes

V~m̄1 ,m̄2!5 1
2 $~m̄1

21m̄2
2!21b@~m̄2

22m̄1
2!sin 2f

12m̄1m̄2 cos 2f#22~m̄1
21m̄2

2!%50. ~27!

The continuity of displacement and traction vectors at
the interface is satisfied by introducing two reflected waves
and two refracted waves and solving for their unknown am-
plitudes. The solutions require that the reflected and refracted
waves have the same slowness vector component along the
interface. Thus, for a given slowness component,m̄1I , of the
incident slowness vector, the projections of the slowness
vectors alongx̄1 for the four excited waves must bem̄1I . Of
course, the slowness vector for refracted waves lie on a dif-
ferent slowness curve depending on the properties of the sec-
ond material. In the case of a free surface there are no con-
tinuity constraints on the displacement vector and in the case
of a rigid second material there is no constraints on the trac-
tion vector. In all cases, to satisfy the interface conditions,
two reflected waves are needed in general. The question re-
garding the existence of the solutions in the presence of an
interface for arbitrary anisotropic materials has been ad-
dressed by Wright.7 The slowness curve given by Eq.~27!
has four solutions,m̄2 for a givenm̄1I . One of these corre-
sponds to the incident wave.

Letting

t5m̄2 /m̄1I , t5m̄2I /m̄1I , ~28!

wheret52tanuI is real andt, the unknown, may be com-
plex in Eq. ~27! and subtractingV(m̄1I ,m̄2I)50, it is seen
that

~ t2t!@a1~ t1t!31a2~ t1t!21a3~ t1t!1a4#50, ~29!

where

a15am1I
2 ,

a2522~at2b sin 4f!m̄1I
2 ,

a352@a~11t2!12b cos 4f2bt sin 4f#m̄1I
2 21,

~30!

a4522b~12t2!sin 4fm̄1I
2 ,

a511b sin2 2f.

Discarding the solutiont5t corresponding to the incident
wave, the cubic factor has three roots. These are, all real or
one real and two complex, with the complex roots being
complex conjugate of each other. The real roots represent
homogeneous reflected waves, one of which is discarded on
physical grounds as discussed below, the complex root with
positive imaginary part represents a nonhomogeneous wave
with amplitude decaying with increasingx̄2 and the complex
root with negative imaginary part a nonhomogeneous wave

with amplitude increasing with increasingx̄2. Waves with
increasing amplitude are rejected as they are physically un-
tenable. A reflected homogeneous wave witht52t corre-
sponds to an angle of reflection equal to the angle of inci-
dence. This is possible whena450, i.e., whent51 or when
f50,6p/4. Also whenm̄1I50, the cubic degenerates into a
linear equation with the solutiont52t. In Fig. 2, a generic
incident wave is shown with slowness vector terminating at
the point I on the slowness curve. When the incident wave is
normal to the interface I moves to the point A. By construct-
ing a tangent to the slowness curve at the point F, parallel to
the m̄2-axis, the intersection points B and H are obtained.
Another tangent at G gives the points C, E, and G. A third
tangent is shown at D. Between the points A and B, there
exists one homogeneous reflected wave corresponding to the
point R and one acceptable nonhomogeneous wave. If I lies
between B and C there are three homogeneous solutions for
m̄2, one on the curve segment EF, one on FG and a third one
on GH. The solution lying on the segment FG has its energy
flux vector directed toward the interface and this solution is
not acceptable as it corresponds to additional energy input
into the medium atx̄2→` aside from that due to the incident
wave. Thus, two physically acceptable solutions are always
available to satisfy the boundary conditions. When I lies on
the segment CD, again, there is only one homogeneous re-
flected wave with its slowness vector terminus on DE, and
one acceptable nonhomogeneous reflected wave. The point I
lying on the segment FG is also acceptable as its energy flux
vector is pointing toward the interface.

The condition that the parameters,b, f, and u I must
satisfy for the existence of two homogeneous reflected waves
is given, by considering the cubic factor in~29!, as

q31r 2<0, ~31!

where

q5
1

3

a3
a1

2
1

9

a2
2

a1
2 , r5

a2a3
6a1

2 2
a2
3

27a1
3 . ~32!

Outside the range defined by~31! there exists, in general,
one homogeneous and one nonhomogeneous reflected wave.
There are specific combinations of the three parameters as
discussed in Sec. IV for which the amplitude of the nonho-
mogeneous wave vanishes. Without loss of generality, the
incident waves can be considered withm̄1>0 with the angle,
f, of the interface restricted to2p/4<f<p/4.

The particularly simple cases off50 andf5p/4 are
now examined. Whenf50, the slowness curves appear as
in Fig. 1 with the interface axisx̄1 coinciding with the ma-
terial axisx1. For this case the acceptable roots of the cubic
of ~29! which represent reflected waves become,

t52t, t5 iA114b cos2 u I , ~33!

with the first root representing a homogeneous reflected
wave with the angle of reflection equal to the angle of inci-
dence, and the second an acceptable nonhomogeneous wave,
it being a true interfacial wave with direction of propagation
parallel to the interface. The quantity inside the square root
symbol is positive for all values ofu I .
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When f5p/4, the slowness curve appears similar to
that in Fig. 2 except that the point F lies on thex̄1-axis and
the three points C, D, and E coalesce into a single point D.
The nondimensional wave speed for any incidence angleu I
is obtained from Eqs.~19! and ~20!, usingu5p/42u I as

v̂2511b cos2 2u I . ~34!

With the notationg45(11b)/4b, the angle of incidence
u I for the component of the slowness vector along the inter-
face to be OF is given by cosuI5g2. As seen earlier, when
b,1/3, the slowness curve is convex and the only solution
for this equation isu I50. Whenb>1/3,u I corresponding to
the point B in Fig. 2 also represents an incident wave. Be-
tween the points B and D (cosuI5g) there are two homoge-
neous reflected waves, one represented by a point on the
segment DF and another on the segment GH. When the in-
cident wave vector terminates at D the two reflected waves
coalesce at G with the energy flux directed parallel to the
interface.

It ought to be remarked here that inside the range of
existence of the different types of reflected waves there is a
finite number ofexclusionpoints at which the energy flux of
one of the reflected~homogeneous or nonhomogeneous!
waves vanishes; a reflected nonhomogeneous wave cannot
exist by itself as in such a case it would be a true interfacial
wave—its energy flux being parallel to the interface—
carrying negligible energy compared to that carried by the
incident homogeneous reflected wave. The vanishing of the
energy flux coincides with that of the wave amplitude so that
exclusion points may be determined by the vanishing of the
determinant formed by the coefficients of the wave ampli-
tudes of the one incident, one reflected, and two refracted
waves, involved in the four homogeneous equations repre-
senting the four continuity conditions. In Section IV exclu-
sion points are determined for a free surface.

III. THE CRITICAL INTERFACE ORIENTATION

Whenf50, as discussed above, there is only one ho-
mogeneous reflected wave. Asf increases, to represent dif-
ferent material symmetry orientations, there will be, for
b.1/3, a critical value above which there will exist two
homogeneous reflected waves for some angles of incidence.
The range of such incident angles is, in general, not continu-
ous. The critical angle,fcr , occurs when a tangent to the
slowness surface first becomes normal to the interface as the
anglef in Fig. 2 is increased. This tangent is attained at the
inflection point of the slowness surface off50 closest to
them2-axis in the first quadrant. Using Eq.~24! for the lo-
cation of the inflection point,

fcr5p/22u in . ~35!

The necessary condition for the existence of two homo-
geneous reflected waves from the free surface of orthotropic
materials withb.1/3 is

f.fcr . ~36!

Thus, to satisfy~31! it is necessary to satisfy~36!. Figure 3
shows the variation of the critical angle,fcr of ~35! with
b. Below the line in the figure there exists only one homo-

geneous reflected wave, whereas, above the line, as inequal-
ity ~36! is satisfied, there can always be found angles of
incidence for which two homogeneous reflected waves exist.

IV. REFLECTION COEFFICIENTS FOR A FREE
SURFACE

When the interface is a free surface, the amplitudes of
the two reflected waves along with the amplitude of the in-
cident wave combine to have zero traction components along
the free surface. That is,

s̄1250, s̄2250 on x̄250. ~37!

Using Eqs.~15!, ~4!, and~7!, the components of stress in
the material coordinate system can be found as

s11522m1m2~112b sin2 u!rv2c,

s2252m1m2~112b cos2 u!rv2c, ~38!

s125~m1
22m2

2!rv2c.

For a free surface at an anglef, the relevant stress com-
ponents are

s̄125Mrv2c5m̄1
2$12t21b@~12t2!sin2 2f

1t sin 4f#%rv2c,
~39!

s̄225Nrv2c5m̄1
2H 2t1 b

11t2
@~123t2!sin 4f

12t cos 4f12t3 sin2 2f#J rv2c,

wheret5m̄2 /m̄1.
At exclusion points, only one reflected wave exists, it

being homogeneous and with a nonzero amplitude. The free
surface boundary conditions~37! then yield

M0A01M1A150, N0A01N1A150, ~40!

where 0 and 1 refer to the incident and reflected waves and
A to the wave amplitude. For Eq.~40! to be satisfied it is
required that

FIG. 3. The critical anglefcr of the interface with respect to the minimum
speed axisx1 for the existence of two homogeneous reflected waves, as a
function of the elastic parameter,b.
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M0N12M1N050. ~41!

This equation defines exclusion points (f,b,u I).
For the special case of transverse isotropy,b50, and

the stresses in Eq.~39! are independent off. Denoting the
amplitude of the nonhomogeneous reflected wave byA2, the
reflection coefficients are defined as

R15uA1 /A0u, R25uA2 /A0u. ~42!

Using t5t52tanuI , t52t, and t5 i , for the three
waves, the values of the reflection coefficients are obtained
explicitly as

R151, R252ucos 2u I utan u I . ~43!

For u I50,p/4 the surface wave does not exist, i.e.,R250,
thus these two points defining exclusion points.

Whenb.0, equations for the reflection coefficients will
be presented for the two simple cases off50 and
f5p/4. For the case,f50, using the same notation for the
amplitudes, the zero-traction boundary conditions give

~12t1
2!A11~12t2

2!A252~12t2!A0 ,
~44!

@112b/~11t1
2!#t1A11@112b/~11t2

2!#t2A2

52@112b/~11t2!#tA0 ,

where, in accordance with Eq.~33!, t152t and
t25 iA114b cos2 uI.

Figure 4 shows a plot of the two reflection coefficients,
R1 andR2 for b50.2, b51 andb55, when the incident
angleu I is varied from 0 top/2. The maximum value of the
reflection coefficient corresponding to the surface~nonhomo-
geneous! wave decreases with increasing values ofb. It can
also be seen thatu I50, p/4, andp/2, are exclusion points
inside the range of existence of the surface waves. The re-
flection coefficient for the homogeneous wave is unity for all
values ofb. This can also be seen from the system of equa-
tions ~44! where the two coefficients ofA2 are one real and
one imaginary. It is to be noted that the behavior ofR2 when
b50 is qualitatively different from it whenb.0.

For the casef5p/4 the zero-traction boundary condi-
tions give

~12t1
2!A11~12t2

2!A252~12t2!A0 ,
~45!

F12b
12t1

2

11t1
2G t1A11F12b

12t2
2

11t2
2G t2A2

52F12b
12t2

11t2GtA0 ,

wheret152t andt25Ag24 cos2 uI21 sgn(uI) with sgn be-
ing thesignumfunction. Whent2 is imaginary, its imaginary
part has to be positive. Here,A1 represents the amplitude of
the reflected wave with the angle reflection equal to the angle
of incidence andA2, the amplitude of the other homogeneous
or nonhomogeneous wave.

When f5p/4, there are two sets of exclusion points.
The first set corresponds to a nonzero amplitude homoge-
neous wave reflected at angle equal to the angle of incidence,
whereas the second to one reflected at a different angle. The
first set is found from Eq.~45! whenA250 asu I5p/4 or
0,p/2,20.5 cos21(1/b). Thus the exclusion points are inde-
pendent ofb for the first three angles of incidence and exist
for the last angle only ifb.1. It is noted that atu I5p/4, the
reflected wave which vanishes is nonhomogeneous when
b,1/3 and homogeneous otherwise since this angle defines
points on the segments BD.

The second set of exclusion points is found from Eq.
~45! by settingA150 and t25Ag24 cos2 uI21 sgn(uI) for
b.1/3. These points correspond to the point G in Fig. 2. The
two sets of exclusion points I and II, except the first three
points of the first set, are shown in Fig. 5. It is observed that
for large b, the exclusion points are defined by angles of
incidence approaching2p/4 as the slowness curve degener-
ates into an3-shape which bi-sects the four quadrants.

Figure 6~a! shows the dependence of the reflection co-
efficients on the angle of incidence,u I , whenb50.2. For
this case, there is no inflection point on the slowness curve
andt2 is imaginary, representing a surface wave. The reflec-
tion coefficients,R1 is unity andR2 is similar to what is seen
for f50. The exclusion points are, again, atu I50,p/4 and
at p/2.

FIG. 4. The coefficients of reflection,R1 andR2, as function of the angle of
incidence,u I , for various values of the parameterb whenf50.

FIG. 5. Angles of incidence,u I , and material constantsb for which, when
f5p/4, there is only one reflected homogeneous wave:~I! angle of reflec-
tion equals angle of incidence, and~II ! otherwise.
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Whenb.1/3, the slowness curve is as shown in Fig. 2,
but now withf5p/4. Points on the segment GF are possible
incident waves with energy flux vector directed toward the
negativex̄2-direction. The angles of incidence are negative
for this region. For the segment DF, the energy fluxes show
that incident waves are not possible. This is a forbidden band
in the range of incident angles. For the segment DB, there
are two homogeneous reflected waves, one on DF and the
other on GH. Finally, for the segment BA, there is a surface
wave and a homogeneous wave.

Figure 6~b! and ~c! show the reflection coefficients for
b51 and b55. With the notationuG5cos21(g), the do-
mains of these plots are2uG,u I,p/2, with the forbidden
band 0,u I,uG . Also, betweenuB5cos21(g2) and p/2,
there is a surface wave and the reflection coefficient for the
homogeneous wave is unity. Corresponding to the point D in
the slowness curve of Fig. 2, the incident energy flux is
parallel to the free surface and the reflection coefficients are
large. Forb51, the exclusion points of the set I are at 0,
p/4 and p/2 and the exclusion point of the set II is at
20.5719. Forb55, set I consists of 0,p/4, p/2 and
20.6847 and set II is the single point at20.7376. The point
B in Fig. 2 where the transition from two homogeneous
waves to one homogeneous and one nonhomogeneous wave
occurs is atu I50.9912.

V. CONCLUSIONS

By choosing the material axis of symmetry of the ortho-
tropic material to be the axis along which the phase speed is

a minimum, the slowness curve is obtained and examined
with reference to the existence of incident homogeneous and
reflected homogeneous and nonhomogeneous waves in the
presence of an interface the other side of which is occupied
by, in general, a different type of material than the one con-
sidered. The surface which separates the range of existence
of two homogeneous reflected waves from that of one homo-
geneous and one nonhomogeneous is obtained in explicit
form in terms of the angle of incidence,u I , the orientation of
the interface,f, with respect to the material axis of symme-
try, and one elastic parameter,b. It is shown that the elastic
parameterb can be taken positive without loss of generality
by an appropriate rotation of the coordinate system chosen.
Whenb.1/3, there is a critical orientation,fcr , which is
obtained in explicit form in terms ofb, beyond which there
exist angles of incidence for which two homogeneous re-
flected waves are possible. For a free surface, reflection co-
efficients were computed and exclusion points were deter-
mined as points for which only one reflected wave exists, it
being homogeneous. The vanishing second reflected wave is
either homogeneous or non-homogeneous depending on the
parametersb andf.
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APPENDIX:

For compressible orthotropic materials the stress-strain
relations are given by Eq.~1! with the hydrostatic pressure
p50. Inverting the normal stress-normal strain relations,

e115D11s111D12s221D13s33,

e225D12s111D22s221D23s33, ~A1!

e335D13s111D23s221D33s33,

where the matrixD is the inverse of the 333-leading minor
of theC matrix.

The change in a unit volume is given by

e111e221e335~D111D121D13!s111~D121D22

1D23!s221~D131D231D33!s33.

~A2!

For this to be zero for all possible states of stress the
coefficients of the normal stresses must independently van-
ish. Thus,

D111D121D1350, D121D221D2350,
~A3!

D131D231D3350.

These three conditions can be used to obtain
Ci3 ( i51,2,3) in terms ofC11,C12, andC22.
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elastic shells using convolution methods
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A general time-domain approach is presented to address the acoustic transient radiation and
scattering problem from fluid-loaded elastic shells. The approach is based on utilizing anin-vacuo
eigenvector expansion with time-dependent coefficients for the velocity field of the shell. The
time-dependent modal velocity coefficients of the shell are described by a universal set of coupled
convolution integral equations. Substitution of the eigenvector expansion into the Kirchhoff integral
solution leads to the external pressure field being expressed as a modal sum of convolution integrals
of mode and space-dependent pressure impulse response functions with the modal velocity
coefficients. Special cases which include an unbaffled finite plate and an arbitrarily shaped shell of
revolution are addressed using the general approach. Simple closed-form expressions are presented
for the pressure impulse response functions for the unbaffled finite plate and the on-axis response of
a general shell of revolution. The characteristics of the mode and space-dependent far-field pressure
impulse response functions for an unbaffled simply supported plate and a spherical shell are
presented to illustrate the general characteristics of the impulse response functions. ©1997
Acoustical Society of America.@S0001-4966~97!00307-X#

PACS numbers: 43.20.Fn, 43.20.Px, 43.20.Tb@JEG#

INTRODUCTION

Acoustic harmonic radiation and scattering from fluid-
loaded shells continues to be an important subject of interest
in both air and underwater acoustics. In the latter class of
problems the effect of the fluid loading on the shell often
leads to a considerable increase in the complexity of the
problem; however, numerous analytical and numerical meth-
ods are presently available1 for addressing the harmonic
acoustic radiation and scattering from shells in both air and
underwater environments. Although eigenfunction expansion
methods can be used for the restricted class of geometries in
which the reduced wave equation is separable, finite and
boundary element methods2,3 are often employed to address
the general problem for nonseparable geometries.

The acoustic transient radiation and scattering problem
has received considerably less attention as a result of its ad-
ditional complexity. There is, however, an increasing interest
in the solution of such problems for applications in noise
control and system identification. In principle, the solution of
the time-dependent problem can be obtained from the solu-
tion of the corresponding harmonic problem using Fourier
synthesis methods. As an alternative, time-domain methods
may be employed to address the general time-dependent
fluid–solid interaction problem. In addition to providing
more physical insight into the space–time properties of the
field, such methods are becoming increasingly attractive as a
result of the rapidly increasing computational power now
available.

Considerable effort has been directed in the past to ad-
dressing various acoustic transient radiation and scattering
problems from shells. These studies can be conveniently sub-
divided into two classes involving shells in which the exter-
nal surface of the shell is or is not a constant coordinate
surface in a coordinate system where the wave equation is

separable. Not unexpectedly, there is a vast amount of litera-
ture for the class of separable problems relative to the more
general nonseparable problem. Unlike the former class of
separable problems which are amenable to a wide variety of
analytical techniques, the latter nonseparable problems are of
course much more formidable.

As a result of the separability of the wave equation in
Cartesian coordinates the general planar problem in which a
planar structure of interest is set in an infinite planar rigid
baffle is among the simplest and has received much atten-
tion. Since the Green’s function for the acoustic time-
dependent Neumann boundary value problem is
well-known,1 integral equation methods are not required and
the complexity of the fluid solid interaction problem is sig-
nificantly reduced. Craggs4 presented an analysis of a
coupled plate-acoustic system using acoustic and plate finite
elements. Stepanishen5 and co-workers6 used time-dependent
eigenfunction expansion methods to address the transient vi-
bratory response of fluid-loaded elastic membranes and
plates to specified mechanical and/or acoustical excitations.

Perhaps the simplest of the separable time-dependent
problems involving shells is the two-dimensional acoustic
scattering problem of a planar shock pulse impinging onto a
fluid-loaded cylindrical shell. As a result of the separability
of the acoustic wave equation in cylindrical coordinates and
the periodicity of the displacement field of the shell in the
circumferential direction, modal solutions using trigonomet-
ric expansions are readily used to address the problem.
Carrier,7 Mindlin and Bleich,8 Huang9 and Geers10 addressed
the two-dimensional acoustic scattering problem using a va-
riety of transform related methods since the Green’s function
for the acoustic harmonic Neumann boundary value problem
is known.

Since the acoustic wave equation is separable in spheri-
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cal coordinates the transient response of fluid-loaded spheri-
cal shells is also a very tractable problem and has thus been
the focus of numerous past studies. Huang used a Laplace
transform method to obtain a formally exact solution by
transform inversion methods for the case of a single shell11

and two concentric shells.12 Menton and Magrab13 also used
a Laplace transform method to address the acoustic radiation
problem. Most recently, Chen and Stepanishen14 addressed
the axisymmetric response of spherical shells using a general
time-dependent eigenvector expansion method combined
with a numerical evaluation of the Kirchhoff integral solu-
tion for the pressure field.

As a result of the additional complexity, the transient
vibratory response of fluid-loaded elastic shells of arbitrary
shape, including curved panels and closed shells, has re-
ceived considerably less attention. Generally finite-element
methods are used for the shell and boundary or finite-element
methods may be used for the fluid. As an alternative to the
use of boundary or finite-element methods for the fluid, vari-
ous doubly asymptotic approximations~DAA !15,16have been
previously developed and are presently being widely used in
practice to approximate the fluid loading on shells. Since the
approximations are strictly valid only in the high-frequency
region where plane-wave relationships apply and in the low-
frequency region where virtual mass approximations are ap-
plicable, the use of such approximations can lead to signifi-
cant errors even for simple problems. Chen and
Stepanishen14 have also recently addressed the axisymmetric
response of general shells of revolution using a time-
dependent eigenvector expansion method.

In the present paper a formally exact approach is pre-
sented to evaluate the time-dependent shell response and as-
sociated pressure field of fluid-loaded shells which are ex-
cited by time-dependent mechanical forces or incident
acoustic fields. The present approach is an extension of a
recently developed approach17 to evaluate the transient vi-
bratory response of fluid-loaded shells usingin-vacuoeigen-
vector expansion with time-dependent velocity coefficients
which are described via a universal set of coupled convolu-
tion integral equations. Fluid loading on the shell is included
via the use of convolution integrals involving the modal ve-
locity coefficients and mode-dependent acoustic radiation
impulse responses.18 The external pressure field is expressed
here using the retarded potential or Kirchhoff integral solu-
tion as a modal sum of convolution integrals of mode and
space-dependent pressure impulse response functions and the
modal velocity coefficients. Special cases which include a
finite plate and an arbitrarily shaped shell of revolution are
addressed using the approach and the general characteristics
of the pressure impulse responses are noted from the results
for a simply supported plate and a spherical shell.

I. THEORY

Consider an elastic shell of arbitrary shape which may
be open or closed and is immersed in a fluid as indicated in
Fig. 1. The basic acoustic radiation and scattering problem of
interest here is to determine the time-dependent pressure
field external to the structure which results from a specified
time-dependent mechanical excitation and/or an incident

acoustic excitation on the shell. All acoustical and mechani-
cal field variables are normalized in the manner indicated in
Table I and the shell is assumed to be thin for all time and
length scales of interest. The latter assumptions are easily
removed via the use of elasticity theory as opposed to the
thin plate and shell theory used in the present development.

The normalized equations of motion for the thin shell
when immersed in fluid can be expressed as follows:19

F L11 L12 L13

L21 L22 L23

L13 L32 L33
G F u~xs ,t!

v~xs ,t!

w~xs ,t!
G1h

]2

]t2 F u~xs ,t!

v~xs ,t!

w~xs ,t!
G

5F f u~xs ,t!

f v~xs ,t!

f w~xs ,t!2pb~xs ,t!
G2F 0

0
p~xs ,t!

G ; ~1!

wherexs5xs(a1 ,a2) denotes a position vector to a point on
the shell anda1 anda2 are orthogonal curvilinear surface
coordinates. TheLi j represent partial differential operators in
the curvilinear space-time coordinates,h is a normalized
shell thickness, theu(xs ,t) and v(xs ,t) represent the or-
thogonal in-plane displacements andw(xs ,t) represents the
normal displacement of the neutral surface of the shell. The
corresponding force density termsf (xs ,t) in Eq. ~1! repre-
sent the specified mechanical excitations on the shell
whereaspb(xs ,t) represents the blocked pressure due to the
incident acoustic excitation, i.e., the total acoustic pressure
on the shell with zero normal velocity. Finally,p(xs ,t) rep-
resents the acoustic pressure which acts on the shell as a
result of the nonzero normal velocity of the shell.

FIG. 1. A shell of arbitrary shape in a fluid.

TABLE I. Normalization factors for the variables.

Variable Normalization factor

Length L ~characteristic length!
Velocity cp ~plate wave velocity!
Time L/cp
Density rp ~structural density!
Frequency cp/L
Pressure rpcp

2
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It is well–known that the total acoustic pressure field in
the fluid external to the shell can be expressed as the follow-
ing retarded potential or Kirchhoff surface integral solu-
tion:20

pt~x,t!5pi~x,t!

1
1

4p E E Fr0
rp

]2

]t2
w„xs ,t2~cp /c0!R…

R
1êR

•n̂sS cpc0 ]

]t
1
1

RD pt„xs ,t2~cp /c0!R…

R GdS, ~2!

wherepi(x,t) is the incident pressure field,pt(xs ,t) is the
total pressure field,R5ux2xsu, êR5(x2xs)/R, and n̂s is
the unit normal vector into the fluid. The occurrence of
cp /c0 , wherec0 is the acoustic wave speed in the fluid, is
the result of selecting the characteristic time in Table I to be
based oncp the plate velocity for the shell material.

The difficulty of addressing the time-dependent acoustic
radiation and scattering problem is apparent from Eqs.~1!
and~2!. In order to determine the external pressure field from
Eq. ~2! the normal displacement or velocity of the shell is
required along with the surface pressure; however, the nor-
mal velocity is a function of the surface pressure on the shell
as shown in Eq.~1!. In contrast to thein-vacuoor lightly
loaded structure where the above equations are uncoupled,
the very nature of the in-fluid problem requires that both
equations or their equivalent be simultaneously solved since
the fluid provides important reaction forces to the motion of
the shell which determines the pressure field.

In the following development it is useful to note that the
total time-dependent pressure field of interest can be ex-
pressed as a sum of three components:

pt~x,t!5pi~x,t!1p0~x,t!1p~x,t!, ~3!

wherep0(x,t) is the scattered pressure from the rigid shell
and p(x,t) is the pressure field resulting from the normal
velocity of the shell. The blocked pressure in Eq.~1! can thus
be expressed as

pb~xs ,t!5pi~xs ,t!1p0~xs ,t! ~4!

and the total scattered pressure field is thus expressed as

ps~x,t!5p0~x,t!1p~x,t!. ~5!

Since p0(x,t) can be expressed as the solution of a Neu-
mann initial boundary value problem with a prescribed nor-
mal velocity distribution over the surface of the structure
which is the negative of the incident field, the solution of the
general time-dependent radiation problem is of paramount
importance in addressing the general time-dependent scatter-
ing problem. The focus in the following paragraphs is thus
on developing an approach to solve the general time-
dependent acoustic radiation problem resulting from a
known space and time-dependent blocked excitation.

The field variables associated with the fluid-loaded shell
can be represented asin-vacuo eigenvector expansions17

whereflmn(xs), thelmnth in-vacuoeigenvector of the shell,
is defined as

flmn~xs!5Ff lmn
u ~xs!

f lmn
v ~xs!

f lmn
w ~xs!

G , ~6!

which must satisfy the following homogeneous equation:

@L#flmn2V lmn
2 hflmn50, ~7!

whereV lmn is the associated natural frequency and@L# is the
matrix of normalized partial differential operatorsLi j in Eq.
~1!. The orthogonality property of thein-vacuoeigenvectors
for a thin shell of constant thickness is noted as follows:

E E flmn
T frstdS5H 0, lmnÞrst,

Nlmn , lmn5rst.
~8!

It is also noted that a similar result for the more general
three-dimensional problem including shells of variable thick-
ness is available from elasticity theory where the integration
is over the volume of the structure.

Equation~1! can now be expressed as:

@L#d1h
]2

]t2
d5f2p, ~9!

where

d~xs ,t!5F u~xs ,t!

v~xs ,t!

w~xs ,t!
G5(

l
(
m

(
n

dlmn~t!flmn~xs!.

It is then apparent that the normal velocity field of the shell
may be expressed as17

]

]t
w~xs ,t!5(

l
(
m

(
n
v lmn~t!f lmn

w ~xs!, ~10!

wherev lmn(t)5d@dlmn(t)#/dt. The excitation force density
vector f can be expressed as follows:

f~xs ,t!5F f u~xs ,t!

f v~xs ,t!

f w~xs ,t!2pb~xs ,t!
G

5(
l

(
m

(
n

f lmn~t!

Nlmn
flmn~xs!, ~11!

wheref lmn(t) is thelmnth modal excitation force due to the
specified blocked mechanical force density and acoustical
excitations, and the fluid-loading vectorp in Eq. ~9! can be
expressed as

p~xs ,t!5F 0
0

p~xs ,t!
G5(

l
(
m

(
n

plmn~t!flmn~xs!.

~12!

It can then be shown via the general procedure presented
in an earlier paper17 that

Mlmn

d

dt
v lmn~t!1KlmnE t

v lmn~t8!dt8

5 f lmn~t!2 f lmn
a ~t!, ~13!
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whereMlmn andKlmn are thelmnth modal mass and stiff-
ness for thein-vacuoshell, i.e.,

Mlmn5hNlmn , ~14!

Klmn5MlmnV lmn
2 . ~15!

The acoustical modal forcef lmn
a (t), which provides the cou-

pling among the velocity coefficients, is associated with the
fluid loading on the shell and can be expressed as

f lmn
a ~t!5E E p~xs ,t!f lmn

w ~xs!dS. ~16!

In light of earlier work,18 a more useful form off lmn
a (t) for

the present analysis is

f lmn
a ~t!5(

r
(
s

(
t
zlmn,rst~t! ^v rst~t!, ~17!

where^ denotes the convolution operator and the acoustic
radiation impedancezlmn,rst(t) is expressed in the following
general form.

zlmn,rst~t!5B@Nlmn,rst
w d~t!1glmn,rst~t!#, ~18!

whereB5r0c0 /rpcp andNlmn,rst
w is defined as

Nlmn,rst
w 5E E f lmn

w ~x!f rst
w ~xs!dS. ~19!

It is noted thatNlmn,rst
w is a measure of the similarity of the

radial components of thelmnth and therstth modes. The
Dirac delta functiond~t! which is present in the normalized
acoustic radiation modal impulse responsezlmn,rst(t) ac-
counts for the familiar high-frequency behavior in which the
lmnth modal force and therstth modal velocity are scaled
replicas of one another whereas theglmn,rst(t) accounts for
the memory effect of the fluid which is associated with
acoustic wave propagation over the surface of the structure.

The following set of coupled differential-integral equa-
tions for the modal velocities is then simply obtained from
Eqs.~13!, ~17!, and~18!:

Llmnv lmn~t!5 f lmn~t!2B(
rÞ l

(
sÞm

(
tÞn

Nlmn,rst
w v rst~t!

2B(
r

(
s

(
t
glmn,rst~t! ^v rst~t!,

~20!

where the operatorLlmn is defined as follows:

Llmn5Mlmn

d

dt
1Rlmn1KlmnE t

dt8, ~21!

whereRlmn5Nlmn
w B. After introducing the modal admittance

impulse responseylmn(t) such that

Llmnylmn~t!5d~t! ~22!

and

ylmn~t!5Llmn
21 d~t! ~23!

it is easily shown18 that the following set of coupled convo-
lution integral equations for the modal velocities is readily
obtained:

v lmn~t!5ylmn~t! ^ f lmn~t!2Bylmn~t!

^ (
rÞ l

(
sÞm

(
tÞn

Nlmn,rst
w v rst~t!

2B(
r

(
s

(
t
j lmn,rst~t! ^v rst~t!, ~24!

where closed-form expressions are available forylmn(t) and

j lmn,rst~t!5ylmn~t! ^glmn,rst~t!. ~25!

The modal velocities for thein-vacuocase are simply ob-
tained by taking the limit asB→0 in Eq. ~24! to obtain the
following result

v lmn~t!5
1

Mlmn
cos~V lmnt! ^ f lmn~t!. ~26!

As expected, the modal velocity coefficients for thein-vacuo
case are uncoupled.

In order to evaluate the pressure field of interest using
Eq. ~2! it is noted that the normal surface velocity and the
surface pressure of the shell are first required. The modal
velocities can, however, be readily determined from the so-
lution of Eq. ~24! and the normal velocity field of the shell
can then be obtained from Eq.~10!. From Eqs.~8!, ~12!, and
~16! it follows that the modal components of the surface
pressure can be expressed as

plmn~t!5 f lmn
a ~t!/Nlmn ~27!

and the surface pressure can then be expressed as

p~xs ,t!5(
l

(
m

(
n

f lmn
a ~t!f lmn

w ~xs!/Nlmn . ~28!

After using Eq.~17! the surface pressure can then be ex-
pressed in terms of the modal velocities, i.e.,

p~xs ,t!5(
l

(
m

(
n

(
r

(
s

(
t
zlmn,rst~t!

^v rst~t!f lmn
w ~xs!/Nlmn . ~29!

Consider now the case where the local surface pressure
is assumed to be related to the local normal velocity of the
surface, i.e.,

p~xs ,t!5B
]

]t
w~xs ,t!. ~30!

In light of Eq. ~12! it is apparent that

plmn~t!5
**p~xs ,t!f lmn

w ~xs!dS

Nlmn
. ~31!

After substituting Eq.~30! into ~31! and using~10! it follows
that

plmn~t!5
B( r(s( tNlmn,rst

w v rst~t!

Nlmn
. ~32!

It then follows from Eq. ~27! that the associatedlmnth
acoustic modal force can be expressed as
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f lmn
a ~t!5B(

r
(
s

(
t
Nlmn,rst
w v rst~t!. ~33!

Finally, it is then apparent that the plane-wave relationship
for the surface loading in Eq.~27! corresponds to the special
limiting case where theglmn,rst(t) in Eq. ~18! are neglected.

Although Eqs.~10! and ~29! could be substituted into
Eq. ~2! and the resultant surface integral evaluated by nu-
merical methods to determine the external pressure field, an
alternative modal-based decomposition of the pressure field
is now presented. In contrast to a numerical evaluation of the
retarded potential or Kirchhoff surface integral solution via
space-time quadrature methods, the individual modal contri-
butions to the field pressures are more readily apparent via
the modal-based approach. As noted earlier, the acoustic
scattering problem is a special case of the general acoustic
radiation problem; thus, the focus here is on developing a
method for solving the latter problem.

The modal-based approach to determine the external
pressure field is now developed by first noting that the Kirch-
hoff surface integral solution in Eq.~2! can be subdivided
into a sum of two fields as follows:

p~x,t!5pv~x,t!1pp~x,t!, ~34!

wherepv(x,t) is the component associated with the normal
surface velocity, i.e.,

pv~x,t!5
1

4p

r0
rp

E E F ]

]t

v„xs ,t2~cp /c0!R…

R GdS
~35!

and pp(x,t) is the component associated with the normal
surface velocity, i.e.,

pp~x,t!5
1

4p E E F êR•n̂sS cpc0 ]

]t
1
1

RD
3
p„xs ,t2~cp /c0!R…

R GdS, ~36!

where the surface integrations are required over the entire
closed surface of the structure. In light of the sifting property
of the Dirac delta function,21 i.e.,

f S x,t2
cp
c0

RD5 f ~x,t! ^ dS t2
cp
c0

RD ~37!

it then follows thatpv(x,t) can be expressed as

pv~x,t!5
1

4p

r0
rp
E E F ]

]t

v~xs ,t! ^ d„t2~cp /c0!R…

R GdS
~38!

andpp(x,t) can be expressed as

pp~x,t!5
1

4p E E F êR•n̂sS cpc0 ]

]t
1
1

RD
3
p~xs ,t! ^ d„t2~cp /c0!R…

R GdS. ~39!

It now follows from Eqs.~10! and~38! thatpv(x,t) can
be expressed as

pv~x,t!5(
l

(
m

(
n

]

]t
v lmn~t! ^hlmn

v ~x,t!, ~40!

where the modal velocity/pressure impulse response
hlmn
v (x,t) is defined as

hlmn
v ~x,t![

1

4p

r0
rp

E E d„t2~cp /c0!R…

R

3f lmn
w ~xs!dS. ~41!

Via a similar procedure it also follows thatpp(x,t) can be
expressed as

pp~x,t!5(
l

(
m

(
n

f lmn~t! ^hlmn
p ~x,t!/Nlmn , ~42!

where the modal surface pressure/pressure impulse response
hlmn
p (x,t) is defined as

hlmn
p ~x,t![

1

4p E E F êR•n̂sS cpc0 ]

]t
1
1

RD
3

d„t2~cp /c0!R…

R
f lmn
w ~xs!GdS. ~43!

Finally, in the far field at distances very large relative to the
maximum dimension of the structure the usual far-field as-
sumptions in the integrands for the impulse responses leads
to the following expressions for the far-field impulse re-
sponses:

hlmn
v ~x,t![

1

4pR0

r0
rp

E E dS t2
cp
c0

RDf lmn
w ~xs!dS

~44!

and

hlmn
p ~x,t![

1

4pR0

cp
c0

]

]t E E F êR•n̂sdS t2
cp
c0

RD
3f lmn

w ~xs!GdS, ~45!

whereR0 is a reference distance fromx to a fixed reference
point on the structure. As a result of the sifting property of
the Dirac delta function the surface integrals can be further
reduced to single integrals or evaluated in closed form for
special cases as illustrated in the following section.

II. SPECIAL CASES

As noted earlier, the development in the preceding sec-
tion is applicable to thin structures of arbitrary shape. Special
geometries of interest which are addressed here are finite
fluid-loaded plates and fluid-loaded shells of revolution. A
brief review of analytical results for the vibratory response
for each of these cases is presented along with more detailed
analyses of the far-field modal velocity/pressure impulse re-
sponsehlmn

v (x,t) and modal surface pressure/pressure im-
pulse responsehlmn

p (x,t) for these cases. Closed-form ex-
pressions for the far-field impulse responses for a finite fluid-
loaded simply supported plate and fluid-loaded spherical
shells are then simply obtained. These expressions illustrate
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the general characteristics of the far-field impulse responses
for the special problems and more general structures.

A. Finite plates

Consider now the case of a thin finite plate of arbitrary
shape and constant thickness as illustrated in Fig. 2~a!. The
normalized equations of motion for the plate in a fluid can be
expressed as shown in Eq.~1! where the in-plane displace-
ments are decoupled from the normal displacement of the
plate. The structural equation of interest then reduces to the
single equation:

L33w~xs ,t!1h
]2

]t2
w~xs ,t!

5 f w~xs ,t!2pb~xs ,t!2p~xs ,t!. ~46!

Subject to the thin plate assumption noted earlier, the above
equation describes the normal motion of the midsurface of
the plate where it is explicitly noted that the blocked excita-
tions represent the differences between the blocked mechani-
cal excitation on the upper and lower surfaces of the plate,
and p(xs ,t) represent the difference between the velocity
induced pressure on the upper and lower surfaces of the
plate. Since the normal plate motion is antisymmetric about

the midsurface, the associated surface pressure distribution is
also antisymmetric andp(xs ,t) is thus equivalent to twice
the pressure on the upper or lower surface of the plate. In the
midsurface plane external to the plate the pressure is noted to
be zero.

The normal velocity of the plate which couples to the
fluid can now be expressed as an eigenfunction expansion
i.e.,

]

]t
w~xs ,t!5(

m
(
n
vmn~t!fmn

w ~xs!, ~47!

where thefmn
w (xs) are the scalar eigenfunctions of the ho-

mogeneous plate equation of motion in Eq.~46! which now
form a complete orthogonal set of functions where

E E fmn
w fst

wdS5H 0, mnÞst,

Nmn, mn5st.
~48!

Via the procedure presented in the preceding section the fol-
lowing set of coupled convolution equations are then simply
obtained for the modal velocity coefficients:

vmn~t!5ymn~t! ^ f mn~t!2B(
s

(
t
j mn,st~t! ^vst~t!,

~49!

whereymn(t) is the modal admittance impulse response of
themnth mode and

j mn,st~t!5ymn~t! ^gmn,st~t!. ~50!

As noted in the previous section the pressure field can be
subdivided into a sum of two fields as follows:

p~x,t!5pv~x,t!1pp~x,t!, ~51!

wherepv(x,t) is the component associated with the normal
surface velocity, i.e.,

pv~x,t!5
1

4p

r0
rp

E E F ]

]t

v„xs ,t2~cp /c0!R…

R GdS
~52!

and pp(x,t) is the component associated with the normal
surface velocity, i.e.,

pp~x,t!5
1

4p E E F êR•n̂sS cpc0 ]

]t
1
1

RD
3
p„xs ,t2~cp /c0!R…

R GdS ~53!

and where the surface integrations are required over the en-
tire closed surface of the structure. In light of the antisym-
metry of the normal surface velocity and associated pressure
distribution it is apparent that useful approximations for thin
plates are

pv~x,t!50 ~54!

and

FIG. 2. A thin plate in a fluid.~a! A plate of arbrary shape.~b! A rectangular
plate.
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pp~x,t!5
1

2p E E F êR•n̂sS cpc0 ]

]t
1
1

RD
3
p„xs ,t2~cp /c0!R…

R GdS, ~55!

where the latter surface integration is only over the upper
surface of the plate. It is then apparent that the pressure field
from a finite plate is represented here as a field resulting
from a finite planar time-dependent dipole distribution where
the analysis in the preceding section connects the space- and
time-dependent surface pressure or dipole density to the
modal velocity coefficients. Such a result is to be expected
from the well-known Rayleigh solution for the planar Dirich-
let boundary value problem.20

From the development in the preceding section and Eq.
~55! it is now noted thatp(x,t) can also be expressed as

p~x,t!5(
m

(
n

f mn~t! ^hmn
p ~x,t!/Nmn , ~56!

where the modal surface pressure/pressure impulse response
hlmn
p (x,t) is defined as

hmn
p ~x,t!5

1

2p E E F êR•n̂sS cpc0 ]

]t
1
1

RD
3

d„t2~cp /c0!R…

R
fmn
w ~xs!GdS. ~57!

In the far field the following expression for the modal surface
pressure/pressure impulse response is then simply obtained:

hmn
p ~x,t!5

cosu

2pR0

cp
c0

]

]t E E FdS t2
cp
c0

RDfmn
w ~xs!GdS,

~58!

whereR0 is a reference distance fromx to a fixed reference
point on the plate andêR•n̂s5cosu.

In light of the Dirac delta function within the integrand
of Eq. ~58! the surface integral can be simply evaluated via
the use of the sifting property of the delta function. Denoting
the plate or source coordinates asxs5(y1,y2) it then follows
that

hmn
p ~x,t!5

cosu

2pR0

cp
c0

]

]t E E FdS t2
cp
c0

RD
3fmn

w ~y1 ,y2!Gdy1 dy2 . ~59!

Since

R'R02y2 sin u ~60!

thenhmn
p (x,t) can be expressed, after performing they1 in-

tegration, as follows:

hmn
p ~x,t!5

cosu

2pR0

cp
c0

]

]t E
3FdS t2

cp
c0

~R02y2 sin u! D f̄mn
w ~y2!Gdy2,

~61!

wheref̄mn
w (y2) is defined as

f̄mn
w ~y2!5E fmn

w ~y1 ,y2!dy1 . ~62!

The integral in Eq.~61! is then easily performed using the
sifting property to obtain

hmn
p ~x,t![

cosu

2pR0

cp
c0

]

]t

1

cp /c0 sin u

3f̄mn
w F c0

cp sin u S t2
cp
c0

R0D G , ~63!

which, after performing the differentiation, leads to

hmn
p ~x,t![2

cosu

2pR0

cp
c0

S 1

cp /c0 sin u D 2
3f̄mn

w8 F c0
cp sin u S t2

cp
c0

R0D G , ~64!

wheref̄mn
w8 5df̄mn

w (a)/da.
As a specific example of interest, consider now the case

of an unbaffled rectangular plate with simply supported
boundary conditions which is oriented as shown in Fig. 2~b!.
The eigenfunctions for the indicated geometry are simply
expressed as:

fmn
w ~y1 ,y2!5sinFmp

L1
S y11 L1

2 D GsinFnp

L2
S y21 L2

2 D G
~65!

for uy1u<L1/2 and uy2u<L2/2. For points in the principal
planey150 it readily follows from Eq.~62! that

f̄mn
w ~y2!50, m even ~66!

and thus

hmn
p ~x,t!50, m even. ~67!

Form odd it is apparent that

f̄mn
w ~y2!5

2L1
m

sinFnp

L2
S y21 L2

2 D G ~68!

and

hmn
p ~x,t![2

cosu

2pR0

cp
c0

S 1

cp /c0 sin u D 2 2L1np

mL2

3cosFmp

L1
S y21 L1

2 D G
y25@t2~cp /c0!R0#/~cp /c0 sin u!

.

~69!

It is now apparent from Eq.~69! that the far-field modal
surface pressure/pressure impulse responsehmn

p (x,t) in the
principal plane of a simply supported plate is a windowed
cosine function with a normalized angular frequencyV8
5mp/„L1(cp /c0) sinu…. In light of the convolution opera-
tion in Eq. ~56! it is clear that the angular frequency compo-
nentV8 in the frequency spectrum off mn(t) will clearly be
a maximum in the the direction satisfying the above relation-
ship. The far-field modal surface pressure/pressure impulse
responsehmn

p (x,t) can thus be viewed as the response of a
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spatially varying matched filter21 in which the output of the
filter at a fixed angleu is a maximum at a certain frequency.
This relationship is in fact equivalent to the well-known co-
incidence angle relationship which is simply derived using
spatial transforms or trace wavelength matching methods17

for the harmonically excited simply supported plate in a rigid
planar baffle. In contrast to the acoustic transient radiation or
scattered pressure field case from a simply supported plate in
a rigid planar baffle which is naturally addressed using a
monopole planar source distribution andin-vacuo modal
methods, it is apparent that the pressure field associated with
a finite fluid-loaded unbaffled plate can be expressed as a
dipole planar source distribution. However, in both cases the
multipole strengths can be decomposed into various modal
contributions all of which can be related back to the time-
dependent velocity coefficients of thein-vacuoeigenvector
expansion.

B. Shells of revolution

Consider now the case of a closed shell of revolution of
arbitrary shape and constant thickness as illustrated in Fig. 3.
Following the development in an earlier paper17 on the vi-
bratory response of the shell, with little loss in generality the
mechanical excitations of the shell are considered here to be
even functions of the circumferential coordinate. The veloc-
ity field of the shell may then be expressed as the following
in-vacuotime-dependent eigenvector expansion:

v~xs ,t!5F u~xs ,t!

v~xs ,t!

w~xs ,t!
G5(

l
(
m

(
n
v lmn~t!flmn~xs!,

~70!

whereflmn(xs) can now be expressed as:

flmn~xs!5F cos~ la1!fmn
u ~a2!

sin~ la1!fmn
v ~a2!

cos~ la1!fmn
w ~a2!

G , ~71!

wherexs5(a1 ,a2) are the two-dimensional orthogonal cur-
vilinear coordinates of the neutral surface andl now denotes
the circumferential order of interest.

Referring to the earlier paper for details, it is obvious
from symmetrical considerations that acoustical modal

forces and thus modal velocities with different circumferen-
tial orders are uncoupled. The acoustical modal force
f lmn
a (t) for the shell of revolution can then be related to the
modal velocity componentsv lst(t) as follows:

f lmn
a ~t!5(

s
(
t
zlmn,lst~t! ^v lst~t!, ~72!

where the normalized acoustic radiation impulse response
zlmn,lst(t) is now expressed as

zlmn,rst~t!5B@Nlmn,rst
w d~t!1glmn,rst~t!#d lr . ~73!

The following set of coupled convolution integral equations
for the modal velocities for each circumferential orderl is
thus simply obtained:

v lmn~t!5ylmn~t! ^ f lmn~t!2B(
sÞm

(
tÞn

Nlmn,lst
w vrst~t!

2B(
s

(
t
j lmn,lst~t! ^v lst~t!, ~74!

where

j lmn,lst~t!5ylmn~t! ^glmn,lst~t!. ~75!

For each circumferential orderl the resulting set of equations
is noted to be similar in form to the modal velocity equations
for the plate.

As a general case of interest consider now the on-axis
far-field pressure from a shell of revolution as illustrated in
Fig. 3. It is clear from simple physical arguments that only
the axisymmetric modes (l50) contribute to the on-axis
pressures. The pressure can thus be subdivided into a sum of
two components as follows:

p~x,t!5pv~x,t!1pp~x,t!, ~76!

where

pv~x,t!5(
m

(
n

]

]t
v0mn~t! ^h0mn

v ~x,t! ~77!

and

pp~x,t!5(
m

(
n

f 0mn~t! ^h0mn
p ~x,t!/N0mn . ~78!

For points in the far field the modal velocity/pressure im-
pulse responsehlmn

v (x,t) is simply expressed as

h0mn
v ~x,t![

1

4pR0

r0
rp

E E dS t2
cp
c0

RDf0mn
w ~xs!dS.

~79!

The far-field modal pressure/pressure impulse response
hlmn
p (x,t) is simply expressed as follows:

FIG. 3. A closed shell of revolution.
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h0mn
p ~x,t![

1

4pR0

cp
c0

]

]t E E F êR•n̂sdS t2
cp
c0

RD
3f0mn

w ~xs!GdS. ~80!

Simple closed-form expressions can be obtained for the
far-field impulse responses by following a similar procedure
as that followed for the plate problem. Since

R'R02z, for uzu<Ls ~81!

thenhmn
v (x,t) can be expressed as follows:

h0mn
v ~x,t![

1

4pR0

r0
rp

E E dS t2
cp
c0

~R02z! D
3f0mn

w ~xs!2pxsA11~xs8!2 dz, ~82!

wherexs5xs(z) describes the generator for the surface and
xs85dxs /dz. Similarly, hmn

p (x,t) can be expressed as fol-
lows:

hmn
p ~x,t![

1

2pR0

cp
c0

]

]t E cos@u~z!#dS t2
cp
c0

~R02z! D
3f0mn

w ~xs!2pxsA11~xs8!2 dz, ~83!

where cos@u(z)#5êR•n̂s. The preceding integrals are again
easily evaluated using the sifting property of the delta func-
tion to obtain the following closed-form expressions for the
far-field impulse responses

h0mn
v ~x,t![

1

2R0

r0
rp

c0
cp

@f0mn
w ~xs!xs

3A11~xs8!2#z5@t2~cp /c0!R#/~cp /c0! ~84!

and

h0mn
p ~x,t![

1

2R0

cp
c0

]

]t
cos@u~z!#

c0
cp

3@f0mn
w ~xs!xsA11~xs8!2#z5@t2~cp /c0!R#/~cp /c0! .

~85!

As a special case of the preceding development consider
now a spherical elastic shell of radiusa. It is easily shown
that the radial components of the eigenvectors can be ex-
pressed as:

f0mn
w

„xs~z!…5Pn~z!, uzu<a, ~86!

wherePn(z) is the nth-order Legendre polynomial. For a
fixed n it is noted the radial components of the eigenfunc-
tions are identical in shape on both branches of the
eigenspectrum. Sincexs5Aa22z2, then

xsA11~xs8!25a, ~87!

and

h0mn
v ~x,t![

a

2R0

r0
rp

c0
cp

@Pn~z!#z5@t2~cp /c0!R#/~cp /c0!.

~88!

Noting thatu5cos21(z/a) then cos@u(z)#5z/a and

h0mn
p ~x,t![

1

2R0

]

]t
@zPn~z!#z5@t2~cp /c0!R#/~cp /c0! .

~89!

In both cases the far-field impulse responses are time limited
or finite impulse response functions whose oscillatory behav-
ior increases with mode number in a manner similar to that
observed from the analogous results for the plate.

III. SUMMARY AND CONCLUSIONS

A general time-domain approach has been presented to
address the acoustic transient radiation and scattering prob-
lem from fluid-loaded elastic structures of arbitrary shape
which are excited by general space and time-dependent me-
chanical and/or acoustical excitations. The structures of in-
terest thus include both closed and open shells or plates as a
limiting case. Since the scattering problem can be treated as
a special type of radiation problem, the focus in the paper
was on the radiation problem. The basic approach to address-
ing this latter problem consists of two steps: Evaluate the
velocity response of the structure resulting from the known
excitations, then evaluate the pressure field of interest.

The approach to evaluate the velocity response of the
structure resulting from the known excitations is identical to
that presented earlier17 and is based on utilizing anin-vacuo
eigenvector expansion with time-dependent coefficients to
describe the velocity field of a structure. The time-dependent
modal velocity coefficients of the structure are described by
a universal set of coupled convolution integral equations. A
key feature of the present approach is that fluid loading on
the structure is described via the use of convolution integrals
involving the modal velocity coefficients and mode-
dependent acoustic radiation impulse responses. Since the
numerical evaluation of the universal set of coupled convo-
lution integral equations is readily performed by ‘‘marching
forward in time,’’ the most formidable part of the approach
is the evaluation of the mode-dependent acoustic radiation
impulse responses.

The Kirchhoff integral solution, which relates the field
pressure to the surface pressure and normal velocity fields, is
used here as a starting point to evaluate the pressure field.
Substitution of the eigenvector expansions for the surface
loading and velocity fields into the Kirchhoff integral solu-
tion leads to the external pressure field being expressed as a
modal sum of convolution integrals of mode- and space-
dependent pressure impulse response functions with the
modal velocity coefficients. In contrast to a direct numerical
space-time integration via quadrature methods of the Kirch-
hoff integral solution, the external pressure field is thus de-
composed here into its various modal contributions. Further-
more, for each mode, two types of modal impulse response
functions are required. The two types provide information on
the relative importance of the contributions from the modal
surface pressure and modal velocity to the external pressure
field.

Special cases which include an unbaffled finite plate and
an arbitrarily shaped shell of revolution are addressed using
the general approach. Results for the velocity fields for the
structures are summarized from earlier work.17 The mode-
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and space-dependent pressure impulse response functions
corresponding to the surface velocity contribution are shown
to be zero for the case of thin plates. The external space- and
time-dependent pressure field is not unexpectedly associated
with the space- and time-dependent surface pressure distri-
bution which is related to the modal velocity coefficients via
convolution integral relationships involving the mode-
dependent acoustic radiation impulse responses. Simple
closed-form expressions are presented for the pressure im-
pulse response functions for the unbaffled finite plate and the
on-axis response of a general shell of revolution. The char-
acteristics of the mode- and space-dependent far-field pres-
sure impulse response functions for an unbaffled simply sup-
ported plate and a spherical shell are presented to illustrate
the general characteristics of the impulse response functions.
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Numerical investigation of fracture interface waves
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Two-dimensional boundary element simulations are conducted to investigate the properties of
Rayleigh-type fracture interface waves generated by a line source located near a single fracture. The
fracture is modeled as a displacement–discontinuity boundary condition between two elastic
half-spaces with identical properties. Numerical simulations are performed for different fracture
stiffnesses, source polarizations, and source depths. Symmetric and antisymmetric fracture interface
waves are observed with amplitudes and velocities that are controlled by the ratio of the fracture
impedance to the half-space shear wave impedance, as predicted by plane-wave theory@Gu et al.,
J. Geophys. Res.101, 827–835~1996!; Pyrak-Nolte and Cook, Geophys. Res. Lett.14, 1107–1110
~1987!#. When the source is located off the fracture, these waves develop at incidence angles that
decrease with source depth.@S0001-4966~97!02207-8#

PACS numbers: 43.20.Gp, 43.20.Jr@JEG#

INTRODUCTION

Fractures in brittle materials such as rock and concrete
are typically surfaces of irregular topography. Small amounts
of relative motion between these surfaces can produce im-
perfect contact. Imperfect contact between the surfaces re-
sults in a thin, compliant interface of negligible thickness
and density. Investigators in the fields of nondestructive
evaluation and geophysics1–4 have recognized that this addi-
tional compliance results in jumps in the normal and tangen-
tial displacements across the fracture that are proportional to
the applied stress and compliance of the fracture. This work
has established that the linear constitutive relations for a
fracture can be described by a displacement–discontinuity
boundary condition provided that the wavelength is long
relative to the spacing between asperities of contact within
the fracture.

Recent theoretical and experimental research has dem-
onstrated that a single nonwelded interface, such as a fracture
or an imperfect bond, can support Rayleigh-type interface
waves which propagate along the fracture.5–9The amplitudes
and velocities of these interface waves are sensitive to the
magnitude of the shear and normal stiffnesses of the non-
welded interface, making these waves potentially useful for
applications involving interface characterization.

Murty7 examined the conditions for the existence of in-
terface waves on a nonwelded interface with a discontinuity
in the shear displacement across the interface. Pyrak-Nolte
and Cook6 extended Murty’s analysis to the case where both
normal and shear displacements are discontinuous across a
nonwelded interface. Guet al.5 demonstrated that simple,
closed-form dispersion equations for interface waves propa-
gating along a single fracture could be obtained from the
matrix equation developed by Pyrak-Nolte and Cook.6 The
basic form of these dispersion equations is similar to the
classic Rayleigh equation for a surface wave on a half-space
except that the symmetric and antisymmetric fracture inter-
face waves are controlled by the fracture impedance ratio
~i.e., ratio of the fracture impedance to the half-space shear

wave impedance!. For low values of the fracture impedance
ratio, the dispersion equations for the symmetric and anti-
symmetric fracture interface waves degenerate to the classic
nondispersive equation for Rayleigh waves on a half-space.
For large values of the fracture impedance ratio, the symmet-
ric wave reaches a cutoff value and ceases to exist as a nor-
mal mode, while the antisymmetric wave degenerates to a
shear body wave propagating along the fracture. For inter-
mediate values of the fracture impedance ratio, both waves
are dispersive with the symmetric wave propagating faster
than the antisymmetric wave for a given value of the fracture
impedance ratio.

While the plane-wave analysis successfully predicts the
velocities of fracture interface waves observed in laboratory
measurements on fractures,8 it does not provide information
about the generation of these waves by a spatially localized
source. In this paper, the generation of fracture interface
waves from a line source is investigated using the boundary
element method. The paper begins with a brief discussion of
the boundary element method formulation for an elastic me-
dium containing a single fracture. The following section de-
scribes techniques for generating symmetric and antisym-
metric fracture interface waves and evaluates the effects of
the fracture impedance ratio on wave amplitudes and veloci-
ties. The final section investigates the influence of source
distance from the fracture on the generation of fracture inter-
face waves.

I. BOUNDARY ELEMENT METHOD FOR FRACTURED
MEDIA

The boundary element method is an accurate and com-
putationally efficient numerical technique for modeling elas-
tic wave propagation in a medium containing fractures.10

Unlike the finite element and finite difference methods,
which employ space-filling numerical meshes, the boundary
element method only requires discretization of the fracture
and employs the fundamental point source solution. Conse-
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quently, the boundary element method is less susceptible to
numerical dispersion for wave propagation problems.

An efficient two-dimensional boundary integral equation
is developed by numerical integration of the three-
dimensional boundary integral equations along the axis or-
thogonal to the plane of interest. The advantages of this ap-
proach are that the coefficient matrix for only the first time
step needs to be assembled and solved, and that singularities
of the Green’s functions can be significantly reduced.10,11

For problems with zero initial conditions, the time-
domain form of the three-dimensional boundary integral
equation may be written as11

ci j ~j!ui~j,t !5E
G
$Gi j * t i~x,t !2Fi j * ui~x,t !%dG

1rE
V
Gi j * bi~x,t !dV, ~1!

whereui(j,t) is thei component of the particle displacement
observed at locationj, ui(x,t) andt i(x,t) are thei compo-
nent of the displacement and traction on the fracture surface
G, Gi j is the three-dimensional Green’s function for an un-
bounded elastic medium,Fi j is the traction derived from
Gi j using Hooke’s Law,bi(x,t) is a volumetric source acting
in volumeV, * is the time convolution operator,ci j is the
free-termresulting from the singularity ofFi j asj→x, and
i , j51,2 for in-plane problems.

To solve the boundary integral equation for boundary
displacements and tractions, the fracture surfaces are divided
into boundary elements and the boundary variables are dis-
cretized in both the space and time. The discretization here is
completed using quadratic shape functions and the Heaviside
function for the spatial coordinate along the fracture,

xi5MaXia , ~2!

and the displacement and traction along the fracture,11

ui~j,t !5 (
n51

N

MaUia
n Fn~ t !,

~3!

t i~j,t !5 (
n51

N

MaTia
n Fn~ t !,

whereXia is the nodal coordinate of the element,Uia
n and

Tia
n are the nodal displacement and traction, respectively,

Ma is a quadratic shape function,Fn(t)5H@ t2(n21)Dt#
2H@ t2nDt#, where H@•# is the Heaviside function,n
51,2,3,...,N is the time step, anda51, 2, and 3 represents
the nodal points on a single boundary element.

In the numerical model, the fracture is modeled as a
displacement–discontinuity boundary condition between two
elastic half-spaces.2 Across such a discontinuity, stresses are
continuous and particle displacements are discontinuous. For
in-plane motion, the displacement–discontinuity boundary
conditions are

ui
a2ui

b5t i2
a /ki , t i2

a 5t i2
b , ~4!

where superscriptsa andb denote the half-space above and
below the fracture, respectively,ki is the fracture stiffness in

the i direction, andi51,2 ~see Fig. 1!. As ki→`, the inter-
face becomes welded and the particle displacements across
the fracture are continuous. Aski→0, the two surfaces of the
fracture become two traction-free surfaces.

For elastic wave transmission across a single natural
fracture in granite, the ultrasonic measurements of Pyrak-
Nolte et al.3 were found to exhibit frequency-dependent am-
plitude reductions that are well predicted by plane-wave
transmission coefficients derived using the displacement-
discontinuity boundary conditions given in Eq.~4!. The
displacement–discontinuity model has also been used exten-
sively by researchers in nondestructive evaluation of welds
and adhesive bonds4 with considerable success.

The boundary integral equation given in Eq.~1! can be
assembled to form a system of the discretized boundary in-
tegral equations for a medium containing a fracture using
Eqs. ~1!, ~2!, and ~3! and applying the displacement-
discontinuity boundary condition of Eq.~4!. The resulting
linear system of such discretized equations has the following
form:10

F F11
a 1k1G11

a F12
a 1k2G12

a 2k1G11
a 2k2G12

a

F21
a 1k1G21

a F22
a 1k2G22

a 2k1G21
a 2k2G22

a

2k1G11
b 2k2G12

b F11
b 1k1G11

b F12
b 1k2G12

b

2k1G21
b 2k2G22

b F21
b 1k1G21

b F22
b 1k2G22

b

G
3H U1

a

U2
a

U1
b

U2
b
J n

5H B1
a

B2
a

B1
b

B2
b
J n

, ~5!

where$B%n is the accumulated boundary displacements from
time step 1 ton21, and@•#1 is the coefficient matrix for the
first time step. Since all quantities in$B%n and @•#1 are
known, the displacements$U%n on the fracture surfaces at a
time stepn can be obtained by the numerical solution of Eq.
~5!. Interior displacements can be obtained by direct numeri-
cal integration of Eq.~1! once the displacements and trac-
tions on the surfaces of the fracture are known.

II. FRACTURE INTERFACE WAVES

The analyses of Pyrak-Nolte and Cook6 and Guet al.5

and laboratory measurements of Pyrak-Nolteet al.8 demon-
strate that a fracture can support dispersive symmetric~i.e.,
extensional mode! and antisymmetric~i.e., flexural mode!
interface waves that propagate between the Rayleigh wave

FIG. 1. Displacement–discontinuity fracture model.k1 andk2 are the tan-
gential and normal fracture stiffnesses.
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and shear wave velocities. The dispersion equations for sym-
metric and antisymmetric fracture interface waves~Fig. 3!
are5

~122j2!224j2Aj22z2Aj22122k̄2Aj22z2

50, symmetric wave ~6!

~122j2!224j2Aj22z2Aj22122k̄1Aj221

50, antisymmetric wave. ~7!

In Eqs. ~6! and ~7!, j5cs /c is the ratio of shear wave ve-
locity to the interface wave velocity,z5cs /cp is the ratio of
the shear wave velocity to the compressional wave velocity,
and k̄15(k1 /v)/zs and k̄25(k2 /v)/zs are the nondimen-
sional fracture impedance ratios, where (ki /v) is the fracture
impedance~fracture stiffness divided by the angular fre-
quency! andzs is the shear wave impedance~density multi-
plied by the shear wave velocity!.

Equations~6! and ~7! reveal that the velocities of the
two interface waves are functions of the nondimensional
fracture impedance ratiosk̄1 and k̄2 , and the Poisson’s ratio
of the half-spacesy50.5@(z2222)/(z2221)#. Numerical
solution of Eqs.~6! and ~7! shows that with increasing the
fracture impedance ratios, the velocities of the symmetric
and antisymmetric interface waves increase from the Ray-
leigh wave velocity to the shear wave velocity.5,6 The par-
ticle motions of both waves are elliptical retrograde near the
fracture, reversing to prograde at less than a wavelength
away from the fracture.

For the horizontal source configuration of Fig. 2~a!,
source–fracture symmetry requires that the shear stresses on
the upper and lower surfaces vanish and the horizontal dis-
placements on the upper and lower surfaces be equal,

t12
a 5t12

b 50, u1
a5u1

b . ~8!

Equations ~8! reveal that the displacement–discontinuity
boundary condition for the fracture,u1

b2u1
a5t12

a /k1 , is al-
ways satisfied. This indicates that the tangential fracture
stiffness has no effect on the symmetric fracture interface
wave. Similarly, it can also be demonstrated that the normal
fracture stiffness has no effect on the antisymmetric fracture
interface wave~Fig. 3!. The dependence of the symmetric
and antisymmetric fracture interface waves on the fracture
stiffness is consistent with that predicted by Eqs.~6! and~7!.

A. Effect of fracture stiffness

To evaluate the effects of fracture stiffness on fracture
interface waves generated by a line source, a series of two-
dimensional boundary element simulations were performed.
The half-spaces were assigned properties typical of granite:
compressional and shear wave velocitiescp55800 m/s and
cs53800 m/s, and densityr52600 kg/m3. The two-
dimensional fracture consisted of a line 76.0 m in length
which was discretized into 100 quadratic elements. The
source wavelet was a broadband three-loop wavelet with a
central frequency of 800 Hz. The computation was carried
out to 20.1 ms in 310 time steps.

Snapshots of the horizontal displacement at 10.37 ms are
displayed for a completely welded fracture (k15k25`) and
a nonwelded fracture (k2553109 Pa/m) in Figs. 4 and 5 for
the two source configurations shown in Fig. 2. Figures 4 and
5 provide visual evidence that a compliant fracture concen-
trates wave energy along the fracture in the form of Rayleigh

FIG. 2. Simulation geometry used to generate~a! symmetric and~b! anti-
symmetric fracture interface waves.

FIG. 3. Schematic illustration of the particle displacements of the symmetric
and antisymmetric fracture interface waves.

FIG. 4. Horizontal displacements near a fracture of~a! k15k25` ~an infi-
nite space! and ~b! k2553109 Pa/m for the source–fracture configuration
shown in Fig. 2~a!. A Rayleigh-type interface wave RIW and a head wave
HW are present on the finite stiffness fracture in addition to the body com-
pressional and shear waves.
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fracture interface waves~labeled RIW!. A compliant fracture
also supports a compressional head wave~labeled HW!
which propagates along the fracture while continuously radi-
ating energy into the half-spaces.

Particle displacement waveforms for a receiver located
on the lower surface of the fracture at a distance of 45.79 m
from the source are displayed for a range of fracture stiff-
nesses in Figs. 6 and 7 for the horizontally and vertically

polarized sources~Fig. 2!. Four waves are present and are
denoted by the superscripts PIW and RIW to indicate com-
pressional and Rayleigh interface waves, P1PIW to denote a
mixture of a compressional body wave and PIW, and
S1RIW to denote a mixture of shear body wave and RIW.
The mixing of RIW and the shear wave resulted because
computational limitations prevented the use of a fracture
long enough to allow the two waves to separate from each
other.

A horizontally polarized source located on a welded
fracture ~i.e., whole space! produces only a compressional

FIG. 5. Horizontal displacements near a fracture of~a! k15k25` ~an infi-
nite space! and ~b! k1553109 Pa/m for the source–fracture configuration
shown in Fig. 2~b!. A Rayleigh-type interface wave RIW and a head wave
HW are observed to exist on the finite stiffness fracture in addition to the
body compressional and shear waves.

FIG. 6. Waveforms on the lower surface of the fracture at a distance of
45.79 m from the source for the model shown in Fig. 2~a!. The fracture is
assigned stiffness values of~1! k25109, ~2! k2553109, ~3! k252.5
31010, and~4! k251011 Pa/m.

FIG. 7. Waveforms on the lower surface of the fracture at a distance of
45.79 m from the source for the simulation configuration shown in Fig. 2~b!.
The fracture is assigned stiffness values of~1! k1553109, ~2! k151010, ~3!
k152.531010, and ~4! k151011 Pa/m.

FIG. 8. Displacements on the fracture surface at a distance of 45.79 m from
the source as a function of fracture stiffness for the model shown in Fig.
2~a!.
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wave with horizontal displacement@Fig. 4~a!#. Therefore,
wPIW, uRIW, andwRIW shown in Figs. 4~a! and 6 exist solely
due to the finite stiffness of the fracture, and hence are frac-
ture interface waves. Because of the symmetry of the
source–fracture configuration,wPIW, uRIW, andwRIW must
be symmetric about the fracture, that is, they are symmetric
waves. Similarly,uPIW, wPIW, and uRIW displayed in Figs.
5~b! and 7 for a vertically polarized source are antisymmetric
about the fracture and are antisymmetric waves.

The displacements on the fracture surface, at a distance
of 45.79 m from the source, are displayed in Fig. 8 as a
function of fracture stiffnesses for a horizontally polarized
source@Fig. 2~a!#. For the source spectrum and seismic prop-
erties of the half-spaces used in this simulation, a tangential
fracture stiffness ofk25108 Pa/m is the threshold value
above which the displacements of all the waves traveling
along the fracture start to decrease with increasing fracture
stiffness. The decrease ofuP1PIW, wPIW, uRIW, and wRIW

results because the stiffness of the fracture is too large to
result in localization of compressional and shear waves along
the fracture. When the fracture stiffness increases above
1011 Pa/m ~nearly welded condition!, the small-amplitude
uRIW is the near-field term traveling directly from the
source,12 and the large-amplitudeuP1PIW is the compres-
sional body wave.

The phase velocities of the symmetric and antisymmet-
ric RIW interface waves are shown in Fig. 9 for a range of
fracture stiffnesses. The analytic phase velocities were com-
puted by numerical solution of the dispersion equations
given in Eqs.~6! and ~7!. The numerical phase velocities
were obtained from the RIW by calculatingL/(DQ/v),

whereL is the distance between two receiver locations 29.83
m and 44.65 m from the source,DQ is the phase difference
between the interface waves at the two locations, andv is the
angular frequency. The phase velocities displayed in Fig. 9
indicate that the interface waves supported by a fracture are
dispersive despite the zero thickness of the fracture. The nu-
merical and analytic velocities show general agreement.

B. Effect of half-space impedance

To investigate the effects of the acoustic impedance of
the half-spaces on fracture interface waves, a series of
boundary element simulations were performed using the
horizontal source@Fig. 2~a!# located on a 46.0-m-long frac-
ture with a stiffnessk25109 Pa/m. Both the upper and lower
surfaces of the fracture were discretized into 201 nodes using
100 quadratic elements 0.46 m in length. The computation
was carried out to 18.2 m in 460 time steps. The compres-
sional wave impedance and density of the half-spaces are
zp515 080 000 m/s kg/m3 and r52600 kg/m3 while the
shear wave impedance was varied fromzs59 880 000 tozs
56 634 420 m/s kg/m3, as listed in Table I. The compres-
sional and shear wave velocities and Poisson’s ratios calcu-
lated fromzp , zs , andr are also given in Table I.

The waveforms recorded on the lower surface of the
fracture at a distance of 23.12 m from the source are dis-
played in Fig. 10.uP1PIW, wPIW, uRIW, andwRIW waves have
different shapes and amplitudes for different values of the
shear wave impedance. Figure 11 displays the displacements
as a function of the shear wave impedance. Aszs increases,
interface waveswPIW, uRIW, and wRIW increase, and
uP1PIW decreases. These variations in displacement indicate
that more seismic energy is partitioned from the body wave
part of uP1PIW into wPIW, uRIW, andwRIW with increasing
zs .

C. Particle motions

Particle motions recorded along a vertical profile@Fig.
2~a!# are displayed in Fig. 12. A horizontally polarized
source was applied on the lower surface of the fracture with
stiffnessesk1553109 andk25109 Pa/m. The particle mo-
tion of the S1RIW wave reverses from retrograde to pro-
grade at a depth of 0.17ls ~ls is the wavelength of the shear
wave!. The particle motion of the P1PIW wave reverses
from prograde near the fracture to retrograde at a depth of
0.17lp ~lp indicates the wavelength of the compressional
wave!. The vertical component of the P1PIW wave and the
horizontal component of the S1RIW wave pass through zero

FIG. 9. Phase velocities of the symmetric and antisymmetric fracture inter-
face waves as a function of fracture stiffness.

TABLE I. Properties of the half-spaces.

ZP

m/s kg/m3
ZS

m/s kg/m3
r

kg/m3
CP

m/s
CS

m/s y

15 080 000 9 880 000 2 600 5 800 3 800.0 0.12
15 080 000 9 508 720 2 600 5 800 3 657.2 0.17
15 080 000 9 035 000 2 600 5 800 3 475.0 0.22
15 080 000 8 464 560 2 600 5 800 3 255.6 0.27
15 080 000 7 596 160 2 600 5 800 2 921.6 0.33
15 080 000 6 634 420 2 600 5 800 2 551.7 0.38
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at depths of 0.17lp and 0.17ls , respectively. The vertical
displacement of the P1PIW wave reaches a maximum at
approximately 0.06lp away from the fracture. Figure 12 also
displays particle motions of the P1PIW and S1RIW waves
which become less elliptically and more linearly polarized at
depths greater than 1.18ls , and particle trajectories that are
smaller on the upper half-space than the lower half-space.

Elliptical particle motions which decay exponentially
away from the fracture while changing from retrograde to
prograde are characteristic of Rayleigh fracture interface
waves,5,6 which can be viewed as stiffness-coupled free-
surface Rayleigh waves on the upper and lower fracture sur-
faces. The particle motions of Fig. 12 indicate that fracture

interface waves are localized to within 1.2ls of the fracture,
and that beyond this depth compressional and shear body
waves dominate. Smaller particle trajectories in the upper
half-space results because seismic energy is not completely
transmitted from the lower half-space to the upper half-space
because of the finite stiffness of the fracture. The particle
motion of the PIW interface wave is consistent with that of
water surface waves on water.

D. Generation by an off-fracture source

The effects of source depth on the generation of fracture
interface waves is examined using the model geometry
shown in Fig. 13~see Table II!. The 76.0-m-long fracture

FIG. 10. Waveforms on the lower fracture surface at a distance of 23.12 m
from the source for the model shown in Fig. 2~a!. The fracture stiffness is
k25109 Pa/m, the compressional wave impedance iszP
515 080 000 m/s kg/m3, and the shear wave impedance is:~1! zS
59 880 000,~2! zS59 035 000, and~3! zS57 596 160 m/s kg/m3.

FIG. 11. Displacements on the fracture surface at a distance of 23.12 m
from the source as a function of the shear wave impedance of the halfspaces
for the simulation configuration shown in Fig. 2~a!.

FIG. 12. Particle motions of waves recorded along the vertical profile in Fig.
2~a!. The fracture stiffnesses arek15109 andk2553109 Pa/m.
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was assigned stiffnesses ofk15k252.531010 Pa/m. The
two half-spaces were assigned compressional and shear wave
velocitiescp55800 m/s andcs53800 m/s, and a densityr
52600 kg/m3. The fracture was discretized into 100 qua-
dratic elements, and the computation was carried out to 20.1
ms in 310 time steps. The source depth was varied from
1ls to 4ls .

Because of the geometric spreading, body waves at the
fracture become smaller as the source moves deeper. The
variation of the incidence body wave will produce changes in
amplitude of the generated interface waves. In the analysis,
the fracture interface waves recorded on the fracture surfaces
are normalized by the amplitude of the incidence body wave.
Figure 14 displays normalized horizontal displacements of
the RIW interface wave recorded on the lower fracture sur-
face as a function of distance from the source along the frac-
ture for the simulation configuration shown in Fig. 13~a!.
The numbers labeled on the curves are source depths in
terms of shear wave wavelengths.

For discussion convenience, the curve for source depth
z53ls in Fig. 14 is replotted in Fig. 15. The variation of the
normalized displacement can be explained as follows. From
E and A, the main mechanism is the reflection of the incident
body wave. The reflected wave decreases with increasing
incidence angleu. At location A, a critical incidence angle
for the generation of the RIW interface wave is reached. As
the wave travels from A to B, the RIW interface wave is
developing, resulting in a continuous increase of the RIW
interface wave. After location B, the persisting but slower
increase of the normalized displacement with propagation
distance may be due to the decrease of the incident body
wave instead of the growth of the RIW interface wave. In
other words, the RIW interface wave may be already fully
developed at point B.

The angleu defined in Fig. 15 are listed in Tables II and
III for the horizontally and vertically polarized sources, re-

spectively@see Fig. 13~a! and~b!#. It is found from Tables II
and III that as source depth increases from 1ls to 4ls , and
u decreases from around 72.5 to 63 degrees.

III. SUMMARY AND CONCLUSIONS

This paper has used boundary element simulations to
examine the properties of fracture interface waves generated
by a line source located near a single fracture. The fracture
was modeled as a displacement–discontinuity boundary con-
dition between two elastic half-spaces. The effects of frac-
ture stiffness and the seismic impedance of the half-spaces
on the fracture interface waves and the influences of the
source depth on the generation of the fracture interface
waves were examined.

The numerical simulations reveal that symmetric and an-
tisymmetric Rayleigh fracture interface waves can be gener-
ated by a directional source located on or near the fracture
and polarized in the tangential and orthogonal directions
with respect to the fracture, respectively. The symmetric in-
terface wave is supported by the normal fracture stiffness,
and the antisymmetric fracture interface wave is supported
by the tangential fracture stiffness. The velocity and ampli-

FIG. 13. Model used to examine the effects of source depth on the genera-
tion of fracture interface waves. FIG. 14. Normalized horizontal displacements of the RIW interface wave

on the lower fracture surface as a function of distance from the source along
the fracture for the model shown in Fig. 13~a!. The numbers labeled on the
curves are the source depths. SymbollS denotes the shear wave wave-
length.

FIG. 15. Normalized displacement on the fracture surface as a function of
the critical angleu for the generation of RIW interface waves.

TABLE II. Critical angles for the generation of the Rayleigh fracture inter-
face waves~RIW! for the source–fracture configuration shown in Fig. 13~a!.

Source depth (ls) 1 2 3 4

u ~degree! 72.6 67.4 64.9 63.4
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tude of the interface waves are functions of the ratio of the
fracture impedance to the half-space impedance. There is a
threshold value of the fracture stiffness above which the frac-
ture interface waves start to decrease in amplitude with in-
creasing fracture stiffness. The interface waves also increase
as the shear wave acoustic impedance increases. With in-
creasing fracture stiffness from the threshold to infinity, the
phase velocity of the RIW interface waves increase from the
free-surface Rayleigh wave velocity to the shear wave veloc-
ity. The symmetric interface wave propagates faster than the
antisymmetric interface wave for a given value of the frac-
ture stiffness and the half-space impedance.

The PIW and RIW waves exhibit elliptical particle mo-
tion because of the existence of a phase shift between two
displacement components. Particle motion ellipse of the PIW
wave is polarized largely in the horizontal direction while
that of the RIW wave is polarized more vertically than hori-
zontally. The direction of the particle motion of the RIW
wave is retrograde near the fracture and reverses to prograde
at a depth of less than a wavelength, while the particle mo-
tion of the PIW wave changes from prograde near the frac-
ture to retrograde. The particle motion of the PIW and RIW
interface waves are consistent, respectively, with that of wa-
ter surface waves and the free-surface Rayleigh wave. In
addition to the two fracture interface waves, a head wave is
also observed to exist on a finite stiffness fracture.

These results may find direct applications to seismic de-
tection and characterization of fractures in the rock. For ex-
ample, the leaky nature of the fracture head wave may allow
fractures to be detected by receivers located off the fracture.
The sensitivities of the symmetric and antisymmetric inter-

face waves to the normal and tangential fracture stiffnesses,
respectively, may allow separate estimates of these proper-
ties from the velocities of fracture interface waves.
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This study consists of laboratory measurements of dilatational waves propagating through an
air-filled unconsolidated sand. One excitation technique consists of a loudspeaker suspended in the
air above the packing of sand. A second excitation technique uses a mechanical shaker in contact
with the sand. The transmitted signals are received using microphones and geophones located at
various depths within the sand. An interpretation based on measured phase speeds indicates that the
transmitted energy from the suspended loudspeaker source is partitioned primarily but not
exclusively into the type-II dilatational wave. This wave attenuates rapidly and is only detected at
depths of less than about 15 cm for this particular sample. At the deeper depths the detected signal
is associated with the type-I dilatational wave. The mechanical shaker produces only a type-I
dilatational wave. Both the geophone and microphone sensors can detect both types of dilatational
waves. ©1997 Acoustical Society of America.@S0001-4966~97!06507-7#

PACS numbers: 43.20.Gp, 43.20.Jr@JEG#

INTRODUCTION

Theories1–11 describing wave propagation through de-
formable porous materials predict the existence of two dila-
tational and one~or two! rotational waves. The dilatational
waves are usually referred to as the fast or type-I waves and
the slow or type-II waves. For an air-filled sand or sandstone,
these theories predict that the fast or type-I wave usually has
the larger phase speed and smaller attenuation. It deforms
both the solid and fluid constituents by approximately the
same amount and the deformations are approximately in
phase. The slow or type-II wave has the lower phase speed
and larger attenuation. Both phase speed and attenuation are
strongly frequency dependent. The deformation associated
with the type-II wave consists of primarily fluid component
deformation and a very small deformation of the solid com-
ponent. The deformation of the components is almost out of
phase. It should be noted, however, that the phase speed and
deformation characteristics of the waves are not mutually
inclusive for all materials and frequencies.12,13For example,
it has been predicted13 that if the rigidity of an air-filled soil
is sufficiently small the type-II dilatational wave has a higher
phase speed than the type-I dilatational wave at the higher
frequencies.

Laboratory measurements, on an air-filled unconsoli-
dated packing of sand, are carried out using microphones and
geophones located at various depths within the sand. Two
sources are employed: a loudspeaker suspended in the air
above the sand and a mechanical shaker on the surface of the
sand. In the context of this paper the waves are characterized
solely by their values of phase speed. The fast or type-I wave
is the wave with the larger phase speed and lower attenuation
whereas the slow or type-II wave is the wave of lower phase
speed and higher attenuation. The slow wave is also disper-
sive. The difference or similarity in phase speeds calculated
using the microphones and geophones, at the various depths,
will determine what wave these sensors can detect.

Further characterization of these waves might be carried
out based on the ratio of solid to fluid deformation, i.e., fluid
pressure to solid velocity, associated with each wave type at
a particular depth. At present there are unresolved problems
concerning the calibration of microphones inserted in sands
as well as the ‘‘particle velocity’’ measured by geophones.
These problems will be addressed in future publications.

In Sec. I relevant theoretical models are reviewed. A
review of existing literature pertaining to the predictions of
these models and actual detection of the type-I and type-II
dilatational waves is carried out. The reasoning behind the
use of the various sources and receivers in the current ex-
periment is explained. Section II describes the physical char-
acteristics of the sand sample and the geometrical configura-
tion of the experimental setup. The use of continuous wave
signals is discussed. The use of pulses for acquiring the time-
of-flight measurements and peak to peak amplitudes for the
calculation of phase speed and attenuation are outlined. The
measurements are presented in Sec. III. A discussion of these
measurements and observations with respect to predictions
of existing theories is also included in this section. Section
IV presents concluding remarks of this work.

I. THEORETICAL MODELS AND PREVIOUS WORK

The elastic theory of wave propagation predicts one di-
latational wave and one shear wave. The waves are nondis-
persive and no attenuation is present at low frequencies if
adiabatic deformations are assumed. The associated physical
properties of the medium are the density, the bulk modulus,
and the shear modulus. Attenuation has been incorporated
into the single continuum models through a simplified vis-
coelastic approach in which bulk and shear moduli of the
medium are allowed to be frequency dependent and complex
valued.14–16However, this approach does not make an asso-
ciation between the measured attenuation, quantified by the
value of the imaginary part of moduli, and the actual physi-
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cal mechanism responsible. Since most earth materials are
porous or cracked and filled with multiple fluids then the
single continuum theory cannot fully account for the interac-
tion of the solid and fluids. It clearly cannot predict the ex-
istence of two distinct dilatational waves which are the focus
of the study presented in this paper. Theoretical models for
wave propagation which involve two coupled and interacting
continua are required and are referred to here as ‘‘dual wave
models.’’

Dual wave models are unique in that they predict the
existence of two dilatational waves as well as the shear
waves. The most popular dual wave model for wave propa-
gation through porous media was developed by Biot.1–4 The
Biot model is characterized by two coupled differential vec-
tor equations. The macroscopic ‘‘effective’’ parameters in
Biot’s constitutive relations are related to quasistatic mea-
surements in the work of Biot and Willis.5 The model pre-
dicts the existence of one shear wave.

Other dual wave models6–11 have been obtained by ap-
plying various homogenization schemes to the governing
equations at the pore scale. This approach utilizes the well-
established single continuum equations as the foundation for
the theoretical development in lieu of the more axiomatic
approach of Biot. In the work of de la Cruz and Spanos,6,7

the macroscopic continuum equations that describe wave
propagation in a fluid-filled porous medium have been con-
structed by using volume averaging. The porous medium
consists of an elastic matrix whose pores are interconnected
and are completely filled with a viscous compressible fluid.
The medium is assumed to be macroscopically homogenous
and isotropic. The model predicts two dilatational and two
shear waves. Generalizations of the de la Cruz and Spanos
model as well as relations between macroscopic elastic pa-
rameters and quasistatic compressibilities were presented by
Hickey et al.8 Subtle fundamental differences between the
Biot model and the de la Cruz and Spanos model have also
been discussed.

The description of porous materials as a single con-
tinuum has had some success. Rigid frame theories have
been used extensively to model sound absorbing
materials.17–20 In this limit the porous material is treated as
an effective fluid having complex material parameters. The
viscous effects are incorporated into a complex frequency-
dependent density whereas the thermal effects are incorpo-
rated into a complex frequency-dependent bulk modulus.
These frequency-dependent material parameters are func-
tions of the tortuosity, flow resistivity, porosity, and the
properties of the air. Expressions for the complex density
and bulk modulus are deduced from the solutions for the
fluid-flow and thermal fields in capillary tubes or between
parallel plates.

The classical theory for a rigid porous material has been
used almost exclusively to interpret the interaction of air-
borne sound with the ground.21–25 In this model the ground
allows the transmission of only one wave and therefore it can
be characterized by a single complex valued characteristic
impedance. Ground parameters are currently being deduced,
via the rigid frame model, by means of reflection
experiments.26

A comparison between the classical theory for a rigid
porous material and the dual wave theory of Biot has been
presented.27,28 The rigid frame limit of the Biot theory for
dilatation motion27–29was obtained by assuming that the sca-
lar potential associated with the solid displacement is zero. It
was shown that the wave described in this limit was the type
II or slow dilatational wave. Both descriptions, the rigid
frame limit of the Biot theory and classical theory of rigid
porous materials, are equivalent and describe the type-II di-
latational wave.

The rigid frame model appears adequate for describing
the reflection of airborne sound from the surface of the
sand.26 This is because the sand surface is composed of pores
filled with air and the sand grains. The air just above the
surface induces motion of the air within the pores due to
their similar inertial characteristics. The solid grains, how-
ever, have a much higher density and bulk modulus and are
therefore only slightly deformed. The deformation induced
into the sand by the impinging sound wave is one in which
the motion is primarily that of the fluid constituent. This type
of deformation is characteristic of the type-II dilatational
wave. Numerical models12,30for an air-filled half space over-
lying an air-filled sand, based on a dual wave theory, shows
that a majority of the transmitted energy is partitioned into
the type-II dilatational wave. Hence, this source configura-
tion is a good way to selectively excite type-II dilatational
waves in an air-filled porous material.

Measurements of the air pressure associated with the
transmitted waves, from a suspended loudspeaker source,
were obtained using a probe microphone.13,31,32 Measure-
ments at various depths and over a range in frequency en-
ables the calculation of a complex valued propagation con-
stant. Material properties are deduced by way of the rigid
frame limit of the Biot theory or the classical theory for a
rigid porous material. The deduced material properties are
associated with the hydrodynamic characteristics of the po-
rous material. For most cases the data at the deeper depths do
not fit the model.

Several authors12,33–35 have observed that an airborne
acoustic wave incident on a ground surface could couple
energy into the ground as seismic motion, i.e., type I dilata-
tional wave. These observations were based on measure-
ments using geophones. Since the geophones are sensors
which respond to the ‘‘particle’’ velocity of the medium this
signal was interpreted as being associated with the type-I
dilatational wave.

Mechanical sources placed in contact with the surface of
the ground are used extensively in exploration seismology.
The assumption is that they produce one dilatational wave,
one shear wave~isotropic media!, and surface waves. Richart
et al.36 have calculated the distribution of displacement
waves from a circular footing on a homogeneous, isotropic,
elastic half space. In order to obtain a signal from a vertical
component geophone that is associated dominantly with the
dilatational wave and not the shear or Rayleigh waves, the
source must be placed directly above the vertical component
geophone.

For a mechanical source in contact with a porous mate-
rial it would appear that the normal component of the solid
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and fluid displacements of the sand at the surface should be
in phase. Such in-phase motion of material components is
usually associated with the type-I dilatational wave at low
frequencies. Geertsma and Smit29 have studied the case of an
elastic wave passing through an interface separating an elas-
tic solid and a fluid-filled permeable porous material. They
concluded that no second wave is generated at an interface of
two media of which one is impermeable.

Based on these previous works it appears that the shaker
generates significantly more type-I dilatational wave energy
than type-II dilatational wave energy. Whereas a suspended
loudspeaker emitting an acoustic wave which impinges on
the surface of the sand should be a good source for the trans-
mission of type-II dilatational wave energy into the sand
sample. However, both types of dilatation waves might be
detectible when the loudspeaker is used as the source.

II. EXPERIMENTAL SETUP AND PROCEDURES

A schematic of the experimental setup with the sensor
configuration is shown in Fig. 1. A cylindrical container
measuring 91 cm~36 in.! in diameter and 91 cm~36 in.!

deep was used to hold sandblasting sand. The container was
filled in 10-cm increments. The sand was manually leveled
out and lightly tamped for each increment. This was repeated
until the container was filled to 50 cm from the top. At that
point, the deepest vertical component geophone~uncased
Marks Products L-410! was placed in the container. The geo-
phone was placed 30 cm from the wall of the container. The
deepest microphone was placed 30 cm from the wall and 40
cm from the top of the container. The microphone consisted
of a Panasonic electret condenser microphone cartridge
glued into brass cylinders with a diameter of 0.7 cm and
lengths varying from 8 to 20 cm. More sand was added and
additional sensors were placed, in a staggered fashion, at
5-cm depth intervals with an accuracy of about60.2 cm. A
total of ten vertical component geophones and eight micro-
phones were buried. This configuration allowed for measure-
ments to be taken with both microphones and vertical com-
ponent geophones at 5-cm depth intervals.

Two separate sources were used. A loudspeaker, consist-
ing of an Altec Lansing 902-8b driver with a conical horn 8
cm long and a mouth diameter of 6 cm. The loudspeaker
source was suspended about 2 m directly above the sand
surface in order to satisfy the assumption of a normal inci-
dent plane wave. As previously discussed, this source con-
figuration is a good way to selectively excite a type-II dila-
tational wave in an air-filled porous material. The other
source was a mechanical shaker, Ling Dynamic Systems
model V203, placed in contact with the surface of the sand.
This mechanical shaker has a circular base with a diameter of
7.5 cm. As discussed earlier, in order to obtain a signal from
a vertical component geophone that is associated dominantly
with the dilatational wave the source must be placed directly
above the geophone. For the sensor configuration shown in
Fig. 1 the mechanical source was moved four times in order
to obtain a complete set of data.

The condition for a point source iska!1, wherek is the
wave number of the disturbance anda is the radius of the
source. At a frequency of 1 kHz and assuming a speed of 250
m/s, typical for sand, theka for the shaker is 0.9. The con-
dition for far field iskr@1, wherer is the source to receiver
distance. For a frequency of 1 kHz and a speed of 250 m/s,
kr51.3 at the nearest sensor which was 5 cm away. Hence
the conditions for a point source as well as the ‘‘far-field’’
condition are only weakly satisfied. Therefore, no correction
is applied to the amplitude data collected with the shaker.
The attenuation derived from the amplitude data is the total
attenuation incorporating intrinsic attenuation as well as geo-
metric spreading.

The source signals were either continuous waves~cw!
signals or five cycle tone burst. The signal to the loudspeaker
was amplified using a Techron 5515 power supply whereas
the signal to the shaker was amplified using its own power
oscillator.

The continuous wave technique using a probe micro-
scope has been published.31,32 In short, the continuous wave
technique consists of measuring transfer functions between a
reference, usually a microphone on the surface, and the
probe microphone at a known depth in the sand. In this ex-
periment an HP 35665A dynamic signal analyzer was used
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to measure the magnitude and phase of the transfer function.
The source signal from 250 Hz to 3.6 kHz was generated
using the HP 35665A in swept sine mode at 801 points per
sweep. The signal was averaged over 40 cycles with a settle
time of 40 cycles between frequency increments.

Continuous wave signals make it quite convenient to
calculate phase speed and attenuation over a range of fre-
quencies. However, due to the finite size of the sample used,
reflections from the walls and bottom of the container may
interfere with the direct wave causing maximums and mini-
mums in the transfer function. Other possible sources of
‘‘noise’’ include resonances of the room~low frequency! and
the container. It will be shown later that the cw signal, at the
greater depths, exhibits large fluctuations in magnitude and
phase as a function of frequency even though the mean sig-
nal was well above the noise floor. These fluctuations could
be attributed to the interaction of the type I and type II
waves.

A pulse transmission technique was used to measure the
phase velocity and attenuation of the sand. The ‘‘pulse’’ con-
sisted of five cycle tone bursts generated by an HP 3314A
signal generator. Three different bursts of 750 Hz, 1 kHz,
and 1.5 kHz were used. The received pulses were amplified
and bandpass filtered~10 Hz–10 kHz! using a Tektronix
TM506 and then displayed on an HP 54520A~500 MS a/s!
digitizing oscilloscope. The signals were averaged 100 times.
Figure 2 shows three typical time traces and indicates how
the travel time and peak to peak voltages were measured.
The first break arrival times and the peak to peak amplitudes
were measured using the third cycle of the tone burst. The
first break arrival times were measured with reference to the
signal generator input voltage, to60.002 ms, by expanding
the traces on the oscilloscope. The time base shown in Fig. 2
was never used for travel time measurements. The peak-to-
peak voltages were obviously dependent on the amplifier
gains. These gains were held constant for all measurements
at one frequency. The error in measuring the peak to peak
amplitude was about 2%.

Knowing the spatial separation between the sensors and

the difference in arrival times the wave speed can be deter-
mined. Several receivers at known locations were used to
determine phase speed and attenuation. The slopes of the
travel time versus sensor location were used to find the wave
speed. Amplitude versus sensor location was used to deter-
mine the attenuation. This method uses the data from all
receivers rather than just one but requires that the material be
homogeneous over the spread of the receivers.

The measurements were carried out in the following se-
quence. Phase speed and attenuation measurements using the
cw technique were obtained first. Then the speed and attenu-
ation using the probe microphone and loudspeaker were de-
termined using a five cycle tone burst at frequencies of 750
Hz, 1 kHz, and 1.5 kHz. The measurements from the pulse
transmission technique were compared to the cw measure-
ments to check the validity of the pulse transmission tech-
nique. The pulse transmission technique was then used to
obtain measurements at greater depths. The loudspeaker was
used as a source and thein-situmicrophones and geophones
as receivers. Finally, the mechanical shaker was used as the
source and thein-situmicrophones and geophones as receiv-
ers.

III. RESULTS AND DISCUSSION

Acoustic transmission measurements were obtained in-
doors on a container of sandblasting sand. Sandblasting sand
is a commercially available dry sand and is ideal if the effect
of water content are to be minimized. The sand grains are
subangular in shape and composed primarily of quartz. The
bulk density of the sand was measured to be 1680 kg/m3.
Assuming a solid grain density of quartz (2650 kg/m3) the
porosity of the small sample used for the density measure-
ment was 37%.

Probe microphone measurements were obtained at one
centimeter intervals down to a depth of 20 cm and over the
frequency range of 250 Hz–3.6 kHz using continuous waves.
The phase difference and relative magnitude between the ref-
erence microphone, placed at the soil surface near the probe,
and the probe microphone are shown in Fig. 3~a! and ~b!,
respectively. The figure shows data to a depth of 12 cm in
2-cm intervals. The magnitude and phase of the probe mi-
crophone decreases somewhat systematically with depth to
about 10 cm. The change in magnitude and phase per unit
depth becomes larger with increasing frequency. Calcula-
tions of the phase speed and attenuation, over the depth in-
tervals of 1–6 cm and 3–8 cm, are shown in Fig. 4~a! and
~d!, respectively. Lines representing best fit polynomial re-
gressions using KaleidaGraph™ are superposed onto the
data. The attenuation and phase speed increase with increas-
ing frequency but remain fairly constant as a function of
depth. There is about a 10% ‘‘variation’’ in phase velocity
and attenuation as a direct consequence of fluctuations in the
phase and magnitude. However, the general feature of in-
creasing phase velocity and attenuation proportional to the
square root of the frequency is typical of the type-II wave
and it is therefore inferred that these signals, at shallow
depths, are dominated by only one wave, namely the type II
wave. This interpretation of the data is not new and has been
discussed extensively in the literature.12,13,27,28,30–32

FIG. 2. Procedure for the determination of transit time intervalDt and peak
to peak voltageVpp from five cycle tone bursts. This figure is to illustrate
which cycle of the pulse is used for the measurements, but this actual time
scale was never actually used to obtain the travel time. The source was
moved above the appropriate column for the geophone and microphone
data. Note that the geophone signal is opposite polarity to the microphone,
as expected.
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The fluctuations in magnitude and phase present in the
data are more prominent at the higher frequencies for the 10-
and 12-cm depths. These fluctuations in the data extend to
the lower frequencies with increasing probe depth. The
signal-to-noise ratio was measured with the probe at a depth
of 25 cm. The ratio of the probe voltage measured with the
source on and off was 20 dB. Fluctuations in the transfer
function have also been observed in data which were col-
lected outdoors.31,32 This suggests that these fluctuations are
not solely a consequence of performing this experiment in-
doors on a finite size sample.

In the studies of soils using the probe microphone, Sa-
batieret al.31,32 attribute the most significant source of error
in probe measurements to inaccuracy in determining the
depth of the probe. The error in phase speed and attenuation

using measurements over a 5-cm depth interval and assum-
ing an accuracy of60.002 m in probe position is about 8%.
Although this type of error could account for differences in
phase velocity and attenuation determined over different
depth intervals it clearly cannot account for the variations in
velocity and attenuation as a function of frequency displayed
in Fig. 4. This is because the probe positions were held con-
stant for the measurements over the sweep in frequency.

Other studies of granular materials have also shown
these fluctuations in frequency response. Lui and Nagel37

have studied these fluctuations in glass beads which were
excited by a buried aluminum disk connected to an external
speaker by a horizontal rigid rod. They showed that these
fluctuations exhibit a power-law behavior and were indepen-
dent of the driving frequency. They were, however, depen-
dent on the amplitude of the source including the low-

TABLE I. Phase speed and attenuation for three selected frequencies as calculated from the measurements
using the probe microphone and a continuous wave signal shown in Fig. 4. The error in phase velocity and
attenuation due to probe placement is 8%.

Depth interval
~cm!

Phase velocity~m/s! Attenuation~Np/m!

750 Hz 1 kHz 1.5 kHz 750 Hz 1 kHz 1.5 kHz

1–6 112 122 137 32 36 43
3–8 113 123 139 32 36 43

FIG. 3. Measured~a! relative magnitude and~b! phase difference between
the probe microphone at various depths and a reference microphone located
on the surface of the sand. The source is a loudspeaker transmitting a con-
tinuous wave signal.

FIG. 4. Calculated~a! phase speed and~b! attenuation using the data in Fig.
3 over two different depth intervals.
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amplitude regime. They suggested that the fluctuations in the
response were due to rearrangements in the material due to
the vibration of the wave. It is clear that the mechanism
responsible is just one of many unique features of granular
materials which are of current research interest.38

Values of the phase speeds and attenuation shown in
Fig. 4 for frequencies of 750 Kz, 1 kHz, and 1.5 kHz are
presented in Table I. The phase speeds are well within the
8% error associated with probe placement. The attenuations
are the same within the accuracy of the measurements. The
close agreement in values over different depth intervals sup-
ports the assumption of a homogeneous sample with depth.
This assumption is required for calculation of phase veloci-
ties and attenuations from pulse transmission data.

The probe microphone was used to record five cycle
tone bursts emitted by the loudspeaker at frequencies of 750
Hz, 1 kHz, and 1.5 kHz. Measurements with the probe were
taken at 1-cm intervals down to 20 cm. The peak to peak
voltage and the arrival time for ‘‘shallow’’ depths~,10 cm!
are shown in Fig. 5~a! and~b!, respectively. In Fig. 5~b! the
times were referenced to the time recorded by the probe at a
1-cm depth. The phase velocities and attenuations, deter-
mined from the slopes of the linear regression lines, are pre-
sented in Table II along with the correlation coefficient. Both
velocity and attenuation increase with increasing frequency.
The speeds are consistently larger than the speeds obtaining
using cw presented in Table I but are within the 8% error
associated with probe positioning. The attenuation coeffi-
cients are similar whether pulses or continuous waves were
used. The slight difference in values determined using cw
and the pulses might also be attributed to the dispersive char-
acter of the type-II wave. The dispersive nature and high
attenuation of the observed signal suggests that the mode
responsible was the type-II dilatational wave.

Arrival times were measured from the loudspeaker tone
bursts down to much greater depths using thein-situ vertical
component geophones andin-situ microphones. Figure 6
shows the arrival times versus the relative depth to the sen-
sors for a 1-kHz tone burst. Thein-situmicrophones were at
every 5 cm down to a depth of 40 cm and the geophones
were at every 5 cm down to a depth of 50 cm. The probe
microphone measurements to a depth of 20 cm are also
shown. Time measurements from thein-situ microphones
and geophones were corrected to the time measured by the
probe at the 15-cm depth.

The travel time curve shown in Fig. 6 is divided into
three regimes: a shallow regime in the range 0–10 cm, a
deep regime comprising depths greater than about 20 cm,
and an intermediate ‘‘transistion’’ regime. It was argued
above that the signal in the shallow regime was due to the
type-II wave. The data shows that the geophones at 5 and 10
cm respond to the same disturbance as do the microphones
and the probe. This infers that the geophones are capable of

TABLE II. Phase speed and attenuation calculated from the best-fit linear
regression lines to the data collected@Fig. 5~a! and ~b!# with the probe
microphone using five cycle tone bursts.

Frequency
~Hz!

Phase speed
~m/s! Cor. coef.

Attenuation
~Np/m! Cor. coef.

750 122 0.9990 34 0.9945
1000 134 0.9990 35 0.9970
1500 149 0.9984 40 0.9966

FIG. 5. Pulse transmission measurements using the probe microphone ap-
paratus. Measured~a! peak to peak voltage versus probe depth and~b!
arrival time versus probe depth of five cycle tone burst at frequencies of 750
Hz, 1 kHz, and 1.5 kHz.

FIG. 6. Travel time versus receiver depth measured by pulse transmission.
A loudspeaker transmitting a 1-kHz five cycle toneburst is the source and
the probe microphone,in-situ geophone, andin-situmicrophone are used as
receivers.
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detecting the type-II dilatational wave even though most of
its deformation is associated with the air. The average phase
speed determined, using the 1 kHz tone burst, from all sen-
sors in the shallow regime is 143 m/s. This speed is slightly
larger than the speed of the type-II dilatational wave mea-
sured at 1 kHz using the probe and a cw signal. This may be
because the data at the 10-cm depth, which is approaching
the transition region, was used in the calculation or to the
dispersive character of the type-II wave. At deeper depths
~.20 cm! the speed is calculated to be 240 m/s. It will be
shown later that this speed is similar to the speed determined
using the mechanical shaker source and is associated with
the type-I dilatational wave.

Although there is about 100 m/s difference in phase ve-
locity, at 1 kHz, the two waves cannot be separated in time at
these low frequencies. For example, an ideal five cycle
1-kHz tone burst has a time duration of 5 ms. This would
require a propagation distance of about 45 cm before the five
cycles of the type-I wave arrive before the initial cycle of the
type-II wave. Given the high attenuation of the type-II wave,
;3 dB/cm at 1 kHz, the type-II wave would not be detect-
able at this depth.

The transition regime is where both the type-I and
type-II waves are of similar magnitude. Within the transition
region the signal is therefore a superposition of both the
type-I and the type-II waves. The difference in arrival times
between the type-I and type-II waves at the center of the
transition region, say at 15 cm experiment, is about 0.5 ms.
The ability to detect the presence of an individual wave at
the front or back of the superposed pulse might be masked
by the distortion of the transducer turning on and off. The
spatial ‘‘width’’ of the transition region depends on the rela-
tive attenuation of the waves. For example, the signal ampli-
tudes, at 1 kHz, are within a factor of 10 for a depth interval
of about 13 cm if the attenuation of the type-I wave is ne-
glected. Although data is presented in a transition region of
Fig. 6, choosing the third peak of the tone burst is question-
able and the time measured is not easily interpreted since
there exists a superposition of two pulses. Therefore, al-
though data within the transition is presented in Fig. 6 it is
not very meaningful. A refinement of the experimental appa-
ratus is required to further examine this transition region.

In order to explain the two speeds displayed in Fig. 6, a
possible scenario is that the loudspeaker transmits primarily
type-II dilatational wave energy into the soil, but also a small
amount of type-I dilatational wave. Since the type-II wave is
strongly attenuated, its energy can only penetrate to a shal-
low depth after which the type-I dilatational wave dominates
the signal.

In order to study the properties of the type-I dilatational
wave a mechanical shaker was used as a source. The receiv-
ers used were thein-situ microphones and geophones. The
probe was not used in conjunction with this mechanical
shaker. The source was placed in contact with the surface of
the sand. As mentioned earlier, a circular footing in contact
with an elastic solid produces a dilatation wave, shear wave,
and a Rayleigh wave. In order to obtain a signal from a
vertical component geophone that was associated predomi-
nantly with the dilatational wave and not the shear of Ray-

leigh waves, the source was placed directly above the col-
umn of sensors. Therefore, to obtain measurements from all
geophones and microphones the source was moved four
times. Moving the source might cause different source am-
plitudes due to a change in coupling between the source and
the sand. However, it appears that the source coupling was
quite reproducible since no significant amplitude differences
were observed between columns of sensors.

Figure 7~a! shows the pulse arrival times recorded using
geophones and microphones as a function of depth. The off-
set in the time direction for different frequencies is due to
measuring the transit time using the electronic trigger and the
third peak of the tone burst. Linear regression best fit lines
are superposed onto the data. The graph shows only one
slope suggesting the presence of only one wave as opposed
to what was seen in Fig. 6. Values of phase speeds~inverse
of the slope! with their respective correlation coefficients are

TABLE III. Phase speed and total attenuation calculated from the slopes of
the best-fit linear regression lines to the data collected~Fig. 7! with the
in-situmicrophones and geophones using a five cycle tone burst signal from
a mechanical shaker source.

Frequency
~Hz!

Phase speed
~m/s! Cor. coef.

Attenuation
~Np/m! Cor. coef.

750 260 0.9953 11 0.9732
1000 251 0.9953 10 0.9569
1500 248 0.9991 10 0.9719

FIG. 7. Using a mechanical shaker source at a frequency of 1 kHz;~a! travel
time versus receiver depth and~b! peak to peak voltage versus receiver
depth are measured by pulse transmission.In-situ microphones and geo-
phones are used as receivers.
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presented in Table III. The three speeds are equal within the
8% experimental error associated with the sensor placement.
This suggests that the wave responsible has little dispersion
over this frequency range. The measured speed of 251 m/s at
1 kHz is quite close to the value of 240 m/s measured in the
‘‘deep region’’ using the loudspeaker source. This similarity
in velocity supports the notion that the signal transmitted into
the sand from the loudspeaker source is indeed dominated by
the type-I wave at greater depths.

The peak to peak voltage versus depth for 1-kHz tone
burst is shown in Fig. 7~b!. No corrections for geometric
spreading have been applied to the amplitudes because the
radiation pattern of the source is unknown. The large scatter
in the data might be due to being in the near field of a finite
size source, scattering off of clusters of grains, or variation in
coupling of the receivers.

Values of total attenuation with their respective correla-
tion coefficients are presented in Table III. The correlation of
the data used for the determination of the total attenuation is
poor and therefore values obtained have errors greater than
8%. It is interesting to note, however, that the total attenua-
tion measured with the shaker source is still about three
times less than the attenuation of a type-II wave presented in
Tables I and II.

From Fig. 7 it appears that the microphones are as good
as geophones for the detection of the type-I dilatational
wave. Microphones respond to changes in pressure of the
fluid component. Therefore, such signals must be sensitive to
fluid deformations. There can also be some information
about the matrix deformation in microphone measurements.
This comes about through a porosity change associated with
the matrix deformation which creates an induced pore pres-
sure. Such induced pore pressure has been observed in qua-
sistatic experiments.39–41 The use of microphones to detect
the type-I wave could prove quite useful given their fre-
quency response and physical size.

IV. CONCLUSIONS

Acoustic signals generated by a loudspeaker suspended
in the air above the sand surface and a mechanical shaker in
contact with the sand surface can be detected by both buried
geophones and microphones. Using the observed signals, at
various depths, the phase speed and attenuation are calcu-
lated assuming that the sand is homogeneous. Characteriza-
tion of the type-I and type-II dilatational waves is based on
these values.

The observed signals from the loudspeaker source are
interpreted as being associated with the type-II dilatational
wave at shallow depths. The signals are detected using both
the microphones and geophones although most of its defor-
mation is associated with the air. The signals are believed to
be associated with the type-II dilatational wave because the
measured phase speed and attenuation increase with increas-
ing frequency. Measurements of phase speed and attenuation
in the shallow region using the pulse and continuous wave
signals are also in agreement. At the deep depths, the type-II
dilatational wave is believed to have decayed away and the
signal is now due to the type-I dilatational wave. This inter-

pretation is supported by measurements using a mechanical
shaker.

The mechanical shaker source is interpreted as produc-
ing only type-I dilatational wave because of its in-phase de-
formation. The phase speed~no dispersion! and attenuation
measured using the shaker source are about the same as that
obtained from the loudspeaker source in the deep region. The
determined phase speed,;240 m/s is about an order of mag-
nitude less than what is reported for consolidated sandstone.
However, it is similar to published values for sand.42 The
signals from the shaker source can be detected using both the
microphones and geophones. Using microphones for the de-
tection of the type-I dilatational wave could be advanta-
geous. Since, in general, microphones have a higher fre-
quency response and can be built with smaller physical
dimensions.

A study of the transition region, where the type-I and
type-II dilatational waves are of the same magnitude using a
loudspeaker source requires further investigation.
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A structure with two periodicities can couple up to six modes under a case of simultaneous
resonance resulting in a stop-band interaction. The method of multiple scales is employed to analyze
the modal coupling in a two-dimensional acoustic duct with rigid periodically undulated walls as
well as in an elastic plate having periodically corrugated outerfaces, leading to the coupled-mode
equations. The comparison between the three possible cases of interaction under simultaneous
resonance are given in terms of the power reflection coefficient spectrum as a function of frequency.
The strength of the stop-band interaction is found to be strongly related to the number of direct
couplings between the incident and reflected modes. ©1997 Acoustical Society of America.
@S0001-4966~97!00207-5#
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INTRODUCTION

Wave motion in periodic structures has been a subject of
special interest to many researchers. This stems from the fact
that propagating modes interact with a structural periodicity
in different manners. The interaction could be constructive
leading to the generation of a new mode, or destructive re-
sulting in the filtration of a mode. Understanding the nature
of the modal interaction is of great help for the design of
wave processing devices such as mode couplers, filters, or
resonators.

Acoustic wave propagation in two-dimensional
waveguides with sinusoidal walls was first studied by
Salant.1 The regular perturbation expansion used in Salant’s
study was not uniform in the vicinity of resonance. Nayfeh2

employed the method of multiple scales to find a uniform
expansion near resonance, and found that neither of the reso-
nating modes could occur without generating the other.
Later, Nayfeh3 extended his work to account for the mean
flow carried by the waveguide. Nayfeh and Asfar4 consid-
ered the parallel problem of electromagnetic waves propagat-
ing within sinusoidally corrugated perfectly conducting sur-
faces. Sandstrom5 used the null-field method to find the stop-
band structure of a two-dimensional waveguide with
symmetric, antisymmetric, or one-sided sinusoidal corruga-
tions. Hawwa and Asfar6 studied SH waves in an elastic
plate whose free outerfaces are nonuniformly sinusoidal, and
designed an ultrasonic filter with enhanced characteristics.

In all of the prementioned investigations, a single struc-
tural periodicity was involved. In his exhaustive review on
the state-of-the-art of the field of wave propagation in peri-
odic systems, Elachi7 called for more investigations to struc-
tures having multiperiodicity. Asfar and Nayfeh8 analyzed
the coupling between two as well as three TM modes propa-
gating in a parallel plate waveguide having two wall period-
icities, and they presented the transition curves separating
passbands from stop bands.

Having more than one periodicity in a system leads to
various possibilities of mode coupling under a case of simul-
taneous resonance. It is the aim of this study to focus on the

stop-band interaction of six acoustic/elastic modes in a struc-
ture involving two periodicities. The wave propagation in
two-dimensional waveguides having two periodicities is ana-
lyzed using the method of multiple scales. Simultaneous
resonance is found to occur by satisfying the following con-
ditions in three different combinations:~i! the codirectional
coupling of two modes,~ii ! the contradirectional coupling of
two modes, and~iii ! the Bragg condition. The comparison
between different cases is given in terms of the power reflec-
tion coefficient spectrum as a function of frequency. The
study aims to serve the design of acoustic/ultrasonic filters in
multimode environments.

I. PROBLEM FORMULATION

Figure 1 could represent either an acoustic duct having
rigid sinusoidally undulated walls or an elastic plate with
sinusoidally corrugated outerfaces. The undulations~corru-
gations! can be described in a Cartesian coordinate system
( x̂,ŷ,ẑ) by ẑ5ĥe sin(k̂1x̂), andẑ5ĥ@11ea sin(k̂2x̂)#, where
k̂1 and k̂2 are the wave numbers of the walls~outerfaces!,
ĥ is the average width of the duct~average thickness of the
plate!, e is a small dimensionless parameter equal to the ratio
of the amplitude of the lower wall undulation~bottom outer-
face corrugation! to ĥ, anda is a constant allowing for a
different undulation~corrugation! amplitude at the upper
wall ~outerface!.

We assume that the motion of the fluid inside the acous-
tic duct is inviscid and irrotational~the motion in the elastic
plate is of the horizontally polarized type!. The propagating
waves are assumed to have a temporal variation in the form
exp(2iv̂t̂), wherev̂ is the frequency of oscillation, andt̂ is
the time coordinate. Then, the governing equation of motion
takes the form

]2f

]x2
1

]2f

]z2
1k2f50, ~1!

wheref(x,z) is the acoustic pressure inside the duct~the
y component of displacement in the plate!, k5v̂ĥ/c repre-
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sents the wave number of a bulk wave, andc is the speed of
sound in the fluid~in the elastic solid!. Note that dimension-
less quantities~without the carets! have been used by intro-
ducing v̂ and ĥ as reference quantities.

The boundary conditions are the vanishing of the veloc-
ity component normal to the walls of the duct~the vanishing
of traction at the outerfaces of the plate!, i.e.,

]f

]x
nx1

]f

]z
nz50 at z5e sin~k1x!,

and z511ea sin~k2x!, ~2!

wherenx and nz are the components of the local outward-
pointing unit normal.

In order to determine the resonance conditions, a solu-
tion of the system~1! and ~2! in the form of a first-order
straightforward asymptotic expansion is sought. The expan-
sion is found to break down when

km7kn'k1,2, ~3!

wherekm and kn are the wave numbers of two interacting
modes. The1 sign corresponds to a contradirectional mode
coupling, while the2 sign indicates a codirectional mode
coupling. Whenm5n, relation~3! becomes the well-known
Bragg resonance condition (2km'k1,2), where an incident
mode interacts destructively with its reflected counterpart.

In the sequel, uniformly valid asymptotic expansions in
the neighborhood of resonance will be obtained by using the
method of multiple scales~Nayfeh!.9

We seek a first-order perturbation expansion forf in
powers ofe in the form

f~x,z!5f0~z,X0 ,X1!1ef0~z,X0 ,X1!1••• , ~4!

whereX05x is a short scale of the order of the wavelength
in the guide andX15ex is a long scale which characterizes
the amplitude and phase modulations due to the surface un-
dulation~corrugation!. Using the chain rule, we can write the
derivatives with respect tox in terms ofX0 andX1 as

]

]x
5

]

]X0
1e

]

]X1
1••• , ~5!

]2

]x2
5

]2

]X0
2 12e

]2

]X0 ]X1
1••• . ~6!

Substituting~4!–~6! into ~1! and ~2!, expandingf at z
5e sin(k1X0) in a Taylor series aroundz50, f at z51
1ea sin(k2X0) aroundz51, and equating the coefficients of
e0 ande1 on both sides, we have two sets of problems. They
are the zeroth-order and the first-order problems.

O(1)

]2f0

]z2
1

]2f0

]X0
2 1k2f050, ~7!

]f0

]z
50, at z50, ~8!

]f0

]z
50, at z51. ~9!

O(e)

]2f1

]z2
1

]2f1

]X0
2 1k2f1522

]2f0

]X0 ]X1
, ~10!

]f1

]z
5k1 cos~k1X0!

]f0

]X0
2sin~k1X0!

]2f0

]z2
, at z50,

~11!

]f1

]z
5ak2 cos~k2X0!

]f0

]X0
2a sin~k2X0!

]2f0

]z2
,

at z51. ~12!

II. SIMULTANEOUS RESONANCE

The stop-band interaction of four modes with a single
periodicity under simultaneous resonance was considered
earlier by Hawwa and Asfar.5 When a system has two struc-
tural periodicities, up to six modes can interact destructively
with the structural periodicities under different cases of si-
multaneous resonance. By investigating the different possi-
bilities of mode coupling, one could conclude that there are
three cases of simultaneous resonance which produce a stop
band. These are

~i! Two conditions on the codirectional modesp and
q, andp and r , and a Bragg condition on ther modes

kp2kq5k11es1 , ~13a!

kp2kr5k21es2 , ~13b!

2kr5k21es3 . ~13c!

~ii ! A condition on the contradirectional modesp and
q, another on the codirectional modesp andr , and a Bragg
condition on ther modes

kp1kq5k11es1 , ~14a!

kp2kr5k21es2 , ~14b!

2kr5k21es3 . ~14c!

~iii ! A Bragg condition on theq modes, a condition on
the codirectional modesp and r , and another Bragg condi-
tion on ther modes

FIG. 1. Waveguide geometry.
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2kq5k11es1 , ~15a!

kp2kr5k21es2 , ~15b!

2kr5k21es3 . ~15c!

Note thats’s are detuning parameters introduced to quanti-
tatively describe the nearness to resonance. It is also worth
noticing that the second and the third conditions in all cases
correspond to the coupling of four modes with the structural
wave numberk2 .

III. COUPLED-MODE ANALYSIS

Equation~7! admits a solution in the form of a linear
combination of incident and reflected modes; i.e.,

f05(
j

cos~b j z!@Aj
1~X1!e

ik jX01Aj
2~X1!e

2 ik jX0#,

~16!

whereb j5 jp, the superscript ‘‘1’’ ~‘‘ 2’’ ! indicates an in-
cident~reflected! mode, andAj

7(X1) are unknown functions
at this level of approximation. They are determined by im-
posing the appropriate solvability condition at the next level
of approximation. Substitution of~16! into the boundary con-
ditions given by~8! and~9! leads to the dispersion relation of
guided modes.

kj
25k22b j

2. ~17!

Since the homogeneous part of the first-order problem
has a nontrivial solution, then the inhomogeneous first-order
problem has a solution if, and only if, a solvability~consis-
tency! condition is satisfied. To determine this condition, let
us seek a particular solution forf1 in the form

f15 (
j5p,q,r

@C j
1~z!eik jX01C j

2~z!e2 ik jX0#. ~18!

Substituting~16! together with~18! into the governing
equation~10!, and equating the coefficients of exp(7ikjX0)
on both sides, we obtain

F d2dz2 1b j
2GC j

7562ik j
dAj

7

dX1
cos~b j z!. ~19!

We multiply ~19! by cos(bjz) and integrate by parts from
z50 to z51. This leads to the equations

C j
78~1!cos~b j !2C j

78~0!56 ik j
dAj

7

dX1
, ~20!

where primes indicate derivatives with respect to the argu-
ments.

To this end, we substitute the solutions~16! and ~18!
into the boundary conditions~11! and ~12!, express
cos(k1,2X0) and sin(k1,2X0) in polar form to get

S j@F j
18~0!eik jX01F j

28~0!e2 ik jX0#

5S j i $~2k1kj2b j
2/2!Aj

1ei ~kj1k1!X01~2k1kj

1b j
2/2!Aj

1ei ~kj2k1!X01~k1kj2b j
2/2!Aj

2e2 i ~kj2k1!X0

1~k1kj1b j
2/2!Aj

2e2 i ~kj1k1!X0%, ~21!

S j@F j
18~1!eik jX01F j

28~1!e2 ik jX1#

5S j ia cosb j$~2k2kj2b j
2/2!Aj

1ei ~kj1k2!X01~2k2kj

1b j
2/2!Aj

1ei ~kj2k2!X01~k2kj2b j
2/2!Aj

2e2 i ~kj2k2!X0

1~k2kj1b j
2/2!Aj

2e2 i ~kj1k2!X0%. ~22!

Invoking the resonance conditions~13!, ~14!, or ~15!
into ~21! and ~22!, equating the coefficients of exp(7ikjX0)
on both sides, and substituting the result into~20! leads to
the following three sets of coupled-mode equations:

~i! For the first case

dAp
1

dX1
5BpqAq

1e2 is1X11BprAr
1eis2X1, ~23!

dAq
1

dX1
5BqpAp

1eis1X1, ~24!

dAr
1

dX1
5BrpAp

1eis2X11BrrAr
2e2 is3X1, ~25!

dAp
2

dX1
5BpqAq

2eis1X11BprAr
2e2 is2X1, ~26!

dAq
2

dX1
5BqpAp

2e2 is1X1, ~27!

dAr
2

dX1
5BrpAp

2e2 is2X11BrrAr
1eis3X1, ~28!

whereBpq , Bpr , Bqp , Brp , andBrr are given in the Appen-
dix.

~ii ! For the second case

dAp
1

dX1
5CpqAq

2e2 is1X11CprAr
1e2 is2X1, ~29!

dAq
1

dX1
5CqpAp

2e2 is1X1, ~30!

dAr
1

dX1
5CrpAp

1eis2X11CrrAr
2e2 is3X1, ~31!

dAp
2

dX1
5CpqAq

1eis1X11CprAr
2eis2X1, ~32!

dAq
2

dX1
5CqpAp

1eis1X1, ~33!

dAr
2

dX1
5CrpAp

2e2 is2X11CrrAr
1eis3X1, ~34!

whereCpq , Cpr , Cqp , Crp , andCrr are given in the Ap-
pendix.

~iii ! For the third case

dAp
1

dX1
5DprAr

1e2 is2X1, ~35!

dAq
1

dX1
5DqqAq

2e2 is1X1, ~36!
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dAr
1

dX1
5DrpAp

1eis2X11DrrAr
2e2 is3X1, ~37!

dAp
2

dX1
5DprAr

2eis2X1, ~38!

dAq
2

dX1
5DqqAq

1eis1X1, ~39!

dAr
2

dX1
5DrpAp

2e2 is2X11DrrAr
1eis3X1, ~40!

whereDpq , Dpr , Dqp , Drp , andDrr are given in the Ap-
pendix.

IV. NUMERICAL RESULTS

Since both of the acoustic and the elastic problems are
mathematically equivalent, representative examples will only
be given for SH waves propagating in a plate which is made
of an elastic material withc5103 m/s. The thickness of the
plate is ĥ51023 m, ande50.1. Dispersion curves for the
p50, q51, andr52 modes are shown in Fig. 2. To deter-
mine the resonance frequency one has to satisfy the relation
kp'3kr required by all of the sets of simultaneous resonance
conditions. This occurs at 335.4 kHz, at whichkp56.664,
kq55.877, andkr52.221. Hence, the outerface wave num-
bers will be as follows: For case~i! k150.787; for case~ii !
k1512.641, and for case~iii ! k1511.754, whilek254.442
for all cases.

To quantitatively evaluate the performance of the peri-
odic waveguide, the power reflection coefficient is used as an
indicator. This coefficient can be calculated after solving the
coupled-mode equations in the range 0,X1,L, whereL is
the length of the periodic section, together with relevant end-
point conditions. These are, for thep1 incidence, given as

Ap
151, Aq

150, Ar
150 at X150 ~41!

and

Ap
250, Aq

250, Ar
250 at X15L. ~42!

Note thatAj
250, since reflection vanishes at the end of the

periodic sectionX15L. A sensible way is to take the length
of the periodic section to be a multiple of both wavelengths
of the guide. LetL54l1l2 , wherel1 andl2 are the wave-
lengths corresponding tok1 andk2 , respectively.

The coupled-mode equations with the boundary condi-
tions ~41! and ~42! form a typical two-point boundary-value
problem. This is solved numerically using a code based on
the fundamental matrix method~Asfar and Hussein!.10 The
power reflection coefficient can be calculated from

R5
( j kj@Aj

2~X150!#2

( j kj@Aj
1~X150!#2

. ~43!

Figures 3, 4, and 5 show the power reflection coefficient
as a function of frequency for the cases~i!, ~ii !, and ~iii !,

FIG. 2. Dispersion curves with simultaneous resonance location. FIG. 3. Power reflection coefficient versus frequency for case~i!.

FIG. 4. Power reflection coefficient versus frequency for case~ii !.
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respectively. Each figure reflects a stop-band interaction with
different strength. Total reflection is realized at the resonance
frequency in all of the cases, however, the width of the stop
band and the levels of the side ripples are different from one
case to another. Figure 3 represents the weakest filter action,
while Fig. 4 represents the strongest. In order to physically
explain the nature of interaction in the three cases, a sche-

matic plot for types of the modal coupling in the three cases
is depicted in Fig. 6. In case~i!, there is one direct coupling
between the incident and reflectedr modes, while thep and
q modes are indirectly coupled. In case~ii !, three direct cou-
plings between the incident and reflected modes are noticed.
In case~iii !, the incident and reflectedq and r modes are
directly coupled to each other. Hence, one can draw a con-
clusion that, the strength of the stop-band interaction is di-
rectly proportional to the number of direct couplings be-
tween the incident and reflected modes. It remains to
mention that the choice of the simultaneous resonance con-
ditions depends on the type of application in which the filter
is to be employed.

V. CONCLUSION

The stop-band interaction of six modes in an acoustic/
elastic waveguide having two structural periodicities has
been considered under three different cases of simultaneous
resonance. Analytical treatment of the problem using the
method of multiple scales led to the derivation of the
coupled-mode equations. The power reflection coefficient
has been used as a measure to the strength of the modal
interactions. It is found that the strength of the interaction
depends on the number of direct couplings between the inci-
dent and reflected modes.

APPENDIX

Bpq5~k1kq2bq
2/2!/kp ,

Bpr5~2k2kr1b r
2/2!a cosbp cosb r /kp ,

Bqp5~k1kp1bp
2/2!/kq ,

Brp5~2k2kp2bp
2/2!a cosbp cosb r /kr ,

Brr5~k2kr1b r
2/2!a cos2 b r /kr ,

Cpq5~2k1kq2bq
2/2!/kp ,

Cpr5~2k2kr1b r
2/2!a cosbp cosb r /kp ,

Cqp5~2k1kp2bp
2/2!/kq ,

Crp5~2k2kp2bp
2/2!a cosbp cosb r /kr ,

Crr5~k2kr1b r
2/2!a cos2 b r /kr ,

Dpr5~2k2kr1b r
2/2!a cosbp cosb r /kp ,

Dqq5~2k1kq2bq
2/2!/kq ,

Drp5~2k2kp2bp
2/2!a cosbp cosb r /kr ,

Drr5~k2kr1b r
2/2!a cos2 b r /kr .
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This paper reports analytical research on the effect of surface roughness on ultrasonic guided waves
in plates. The theoretical model is constructed by exploiting the phase-screen assumption that takes
advantage of the Kirchhoff approximation, where, on a local scale, the roughness degrades only the
signal phase. The effect of the rough surface on the guided wave is treated by decomposing the wave
modes into their constituent partial waves and considering individually the effect of the roughness
on the partial wave components as they reflect from the plate surfaces. An approximate dispersion
relation is derived for the traction-free rough waveguide that is formally identical to the
conventional Lamb wave equation, but incorporating the roughness parameter as a complex plate
thickness. A more accurate version of the model calculation is generalized to fluid-immersed plates
having only a single rough surface either on the same, or opposite, side of the plate as the incident
ultrasonic field. Calculations of the reflection coefficients in the presence of roughness serve to
illustrate the phenomena for the case of the guided waves. ©1997 Acoustical Society of America.
@S0001-4966~97!05907-9#

PACS numbers: 43.20.Mv, 43.20.Gp@ANN#

INTRODUCTION

One of the earliest effects of pitting or pillowing corro-
sion is the roughening of corroded surfaces. This roughening
can therefore be an excellent indication of incipient corro-
sion and the attendant reduction in structural integrity. When
a guided wave propagates in a plate-like structure, its con-
stituent partial waves scatter repeatedly from the surfaces of
the guiding medium. This process, central to the propagation
of guided waves, is also quite sensitive to the condition of
the guiding surfaces. Thus, guided wave ultrasonics can pro-
vide an early warning for the incipient formation of hidden
corrosion, and this is the problem we address in this article.

Sound wave interaction with rough surfaces has at-
tracted much attention in recent years, both theoretically and
experimentally, owing to its significance in several fields.
Scattering from wavy surfaces, seabeds and surface ice in
ocean acoustics has been extensively dealt with, and here we
can only hint at this literature.1–3 Moreover, rough surface
scattering in dielectric waveguides, such as optical fibers, has
also been widely researched. In either of these problems the
fields can be assumed to be represented by a single scalar
potential. The problem we consider here concerns the propa-
gation of guided elastic waves in a planar solid waveguide
having rough surfaces, with compressional and shear poten-
tials that are coupled at each interface.

Most of the treatments of the acoustic rough-surface
problem fall into two main categories: mean field integral
transform methods1,2 and perturbation methods.4–8 There
have also been studies of specific kinds of roughness, namely

wave scattering at periodic surfaces.9–11 Elements of wave
scattering in a rough elastic layer have been treated in Ref.
12, but there is no consideration of guided waves. Each of
the major approaches has its advantages and drawbacks.
Those which are accurate under a broad range of conditions
also typically involve complicated calculations. Those that
are easier to manipulate analytically may not give such ac-
curate results for all wave components or in all parameter
limits. There is, however, a simple approximate result for
scattering from a randomly rough fluid–solid interface that
can be conveniently expressed as a product of the zeroeth
order ~smooth surface! reflection coefficient and a simple
function dependent on the wavelength and the roughness pa-
rameters. We will demonstrate that this approximate expres-
sion is, in fact, entirely sufficient as a basis from which to
derive an initial estimate of scattering amplitude in guided
elastic wave propagation.

Such an approximation was first introduced by
Eckhart,13 in which the scattered field is taken to be com-
posed of a random, incoherent component, owing to the
rough-surface scattering, and a residual coherent component.
This approach, termed the phase-screen approximation
~PSA!, ignores any amplitude effects of the scattering and
instead considers all the influence of the rough surface to be
felt in the signal phase. Strictly speaking, the PSA is valid
only in the Kirchhoff limit, when both the rms roughness
height h and the fluid wavelength are much less than the
roughness correlation lengthL (h,l f!L). This expression
has also been derived by Ogilvy14 and Nagy and Adler15

from the Kirchhoff integral and has been discussed by Nagy
and Rose,16 Ogilvy,2 and Dacol.17 Using the PSA, compari-
sons to experimental measurements of fluid–solid rough-a!Electronic mail: chimenti@ameslab.gov
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surface ultrasonic scattering, in both transmission and reflec-
tion, have shown excellent agreement.15,16

The interaction can also be modeled using brute-force
techniques such as the boundary integral equation method
~BIE!.18 Also, Nagy and Rose16 have examined the detection
of flaws located under a rough surface, as have Roseet al.19

Other effects such as the correlation length, rms height, and
incident angle have also received attention.14–20 However,
the phase-screen approximation obtained from the Kirchhoff
integral seems, in many applications, to perform well enough
to warrant the full investigation of its potential and limits of
applicability before reaching for more complicated methods.
In fact, as a tool in nondestructive evaluation, its simplicity
makes it that much more attractive, as long as we can dem-
onstrate that it has sufficient accuracy under conditions rel-
evant to the problem of roughness characterization with
guided waves.

There has been little work, however, on the effect of
rough surfaces on elastic guided waves. Significant efforts
have been directed towards rough acoustic guides~fluid me-
dium with solid boundaries! for ocean engineering17,2 and
toward dielectric waveguides,21–25where in each case only a
single wave potential is sufficient to describe wave behavior
in the guiding medium. In elastic solids the situation is much
more complicated, since there are two wave potentials, and
these are coupled to each other at every material interface. A
preliminary and highly abbreviated version of this work ap-
pears elsewhere.26

I. THEORETICAL DEVELOPMENT

We begin with a description of our theoretical approach
and the derivation of a rough-surface waveguide dispersion
relation. In the second half of the section this approach is
generalized to obtain a rough-surface reflection coefficient
for a plate having either one or two rough surfaces and im-
mersed in liquid. We also demonstrate some properties of the
solutions. Finally, we suggest in which directions the model
must be extended to form the basis of an attack on practical
inspection problems.

A. Rough-surface waveguide dispersion relation

In elastic waveguide problems it is well known27 that the
guided wave mode can be decomposed into propagating or
evanescent compressional and shear partial waves. In an ear-
lier report26 we presented a calculation of the dispersion re-
lation for an elastic waveguide with two rough traction-free
surfaces, proceeding from the assumption that we may use
the phase-screen approximation to model the interaction of
the partial waves with the rough surfaces and that this inter-
action is the principal mechanism by which the rough surface
damps the guided wave. To derive a free rough-surface plate
wave dispersion relation, we exploited the transverse reso-
nance method,27 which naturally incorporates the partial
wave reflection coefficients at the traction-free guide sur-
faces. In the geometry assumed throughout, the center of the

infinite plate lies at the origin, the guided waves propagate in
the x1 direction, and thex3 direction is normal to the plate
surface. No field variable depends onx2 .

The secular determinant of the resulting system of linear
equations yields,

17eGppe
ikpd6dGppe

iksd2l2ei ~kp1ks!d

2~ed2l2!Gpp
2 ei ~kp1ks!d50, ~1!

where the6 selects the symmetric~upper sign! or antisym-
metric ~lower sign! guided wave modes. The quantitiesGab

(a5$p,s%, b5$p,s%) are the solid–vacuum, smooth-surface
reflection coefficients for an incidenta-type wave and re-
flectedb-type wave, wherep refers to compressional ands
to shear waves. The relationsGss52Gpp and
GpsGsp5(12Gpp

2 ) ~Ref. 27! have been used to obtain Eq.
~1!. The plate thickness isd and the transverse
(x3-projection! wave vector componentskp ~compressional!
andks ~shear! are given bykp,s5(kp,s

2 2j2)1/2, respectively.
Here kp,s(5v/Vp,s) are the compressional and shear wave
numbers,v is the angular frequency,Vp,s are the two pure
mode wavespeeds, andj is the wave number of the propa-
gating guided wave.

The PSA contributions are

e5e22h2kp
2
, d5e22h2ks

2
, l5e2h2~kp1ks!

2/2. ~2!

Rigorously speaking, the PSA model is valid only for propa-
gating partial waves with realkp,s , and in this treatment we
truncate the PSA to avoid the unphysical situation of nega-
tive attenuation for evanescent partial waves (kp,s,j),
which propagate parallel to the plate surface. This realization
implies that we should take only the real parts ofkp,s in the
expressions fore, d, and l. Otherwise, evanescent wave
amplitudes could increase after interaction with the rough
surfaces. For most practical cases, however, when the plate
thicknessd is much larger than the rms roughnessh, this
restriction is not important. Ifd@ukp,suh2, the amplitudes of
evanescent partial waves at the opposite plate surface would
be negligible anyway, since they decay as
exp$2ukp,su(d2ukp,suh2)%.

Equation ~1! is the dispersion relation for a rough-
surface waveguide using the PSA scattering model to treat
the effective attenuation of guided mode partial waves as
they interact with the surface. A further interesting simplifi-
cation of this expression is possible if we can assume that the
shear contribution is large enough to consider the compres-
sional one negligible. For materials where the Poisson ratio
is greater than about 0.3 this approximation is not so unrea-
sonable, since the rough-surface losses scale geometrically as
(kh)2. Then, let us takel2'ed, with which Eq. ~1! be-
comes

17Gppe
ikpd22kp

2h26Gppe
iksd22ks

2h2

2ei ~kp1ks!d22~kp
2

1ks
2
!h250, ~3!

after substituting fore and d from the expressions given
above. With one further step we can now incorporate the
terms 2h2kp and 2h2ks into effective complex thicknesses
dp andds , whose imaginary parts introduce the lossy rough-
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surface contribution. Using the explicit form ofGpp , from
Ref. 27 for example, Eq.~3! may be expressed as

~ks
222j2!2

cot~kpdp/2!

tan~kpdp/2!
14j2kpks

cot~ksds/2!

tan~ksds/2!
50. ~4!

Equations ~4! are formally identical to the conventional
smooth-surface symmetrical~upper terms! and antisymmetri-
cal ~lower terms! Lamb wave dispersion relations, but with
complex thickness parameters. As expected, if the rms
roughness parameterh vanishes, we recover the ordinary
Lamb wave equations. The complex thicknesses are given by

dp5d12ikph
2, ds5d12iksh

2. ~5!

By way of example, the simple dispersion relation in Eqs.~4!
allows us to estimate quickly the damping of a 100-kHzS0
Lamb wave mode propagating in 0.5-in thick steel plate hav-
ing a rms roughness of 200mm. We easily obtain a value of
5.4 dB/100 m, and a value of 82 dB/100 m for the same
conditions, but at 150 kHz. Using Eqs.~4! this estimate re-
quired no more complication than that of solving the conven-
tional Lamb wave equation. The rapid increase in RS loss in
this calculation illustrates not only the exp@f 2# damping de-
pendence, but also the significant partial wave reconfigura-
tion between these two frequencies. The large increase in
transverse partial wave motion at 150 kHz accounts for the
majority of the change in damping. In fact, this situation is
similar to the case of fluid-loaded smooth plates, where the
leaky component of theS0 mode at lowf d depends strongly
on out-of-plane motion at the surface.

Despite the apparently gross nature of this approxima-
tion, we find in fact that it represents the more accurate ap-
proximation in Eq.~1! rather well in most regions of the
wave dispersion. A comparison of the solutions of these two
equations is shown in Fig. 1 for theA4 mode. The real part

of the solution is plotted as phase velocity in the upper frame
for Eq. ~1! ~solid! and Eqs.~4! ~dashed!; the imaginary so-
lution is plotted as normalized guided wave numberj/ks in
the lower frame, each as a function of frequencyf . If the
sample had a smooth surface the imaginary solution would
vanish altogether, in the absence of other material losses.

Several features of Fig. 1 deserve mention. First, the real
solution is changed from the smooth-surface result almost
not at all by the introduction of surface roughness, and the
two approximations give essentially identical results for any
roughness. In the lower frame the large increase in imaginary
wave number at the mode cutoff near 4 MHz has a clearly
intuitive explanation. As the mode approaches cutoff, both
the partial wave vectors propagate nearly normal to the plate
surface, implying many reflections per wavelength and lead-
ing to a large increase in surface-induced losses. As fre-
quency increases, the imaginary solutions fall, increase, and
decrease again towards zero at high frequency.

We explain the minimum in the solid curve near 6 MHz
by noting that it occurs close to the compressional critical
anglebp . Near this branch point of the function in Eq.~1!
conversion of compressional to shear wave energy is at a
minimum, and therefore the lower attenuation of the com-
pressional wave dominates at this point. After the critical
angle thep wave eventually ceases to be a factor, and the
s-wave damping increases asf 2. At even higher frequency,
the s partial wave vector makes progressively larger angles
with the plate normal as it approaches its critical valueks ,
and the partial wave interaction with the rough surface is
predicted to decrease. The dashed approximation is less ac-
curate as either critical angle is approached. At thep-wave
critical angle ~near 6 MHz! the decrease predicted in the
solid curve is entirely absent, owing to a lack of detailed
cancellation of terms in Eqs.~4!. This situation occurs again
past 12 MHz for thes-wave component, as it approaches its
critical angle. In the regions where the partial-wave dynam-
ics dominate the losses, however, the solution of Eqs.~4! is
quite accurate. In fact, as we shall see below and again in
Part II of this work, the prediction of the solid curve near 6
MHz is neither physically reasonable nor in agreement with
experimental results.

The vanishing of roughness-induced damping at large
internal angles is not entirely realistic, although both the
PSA and the guided mode decomposition into partial waves
lead to this conclusion. The model assumptions imply that
the partial waves contribute to the surface-induced losses
only to the extent that their ray paths bring them into contact
with the rough surface. If this behavior does not occur, as in
the case of the evanescent compressional wave, or occurs
only rarely, as for the shear wave near the Lamb mode lim-
iting velocity, then the model predicts a strong reduction of
rough-surface damping. It is well known that the PSA is not
valid near the critical angles, where the partial waves strike
the plate surfaces at grazing incidence.16,17 Moreover, it is
also just at this point where the partial wave intersections
with the surface occur least frequently. One consolation is
that operation near the limiting values ofkp or ks is seldom
useful for materials inspection with plate waves because of

FIG. 1. Real and imaginary solutions for theA4 antisymmetric mode in a
2.3-mm aluminum plate with Eq.~1! ~solid curve! and the approximate Eq.
~4! ~dashed curve!. Upper frame shows mode phase velocity, which differs
almost not at all from the ordinary Lamb wave; lower frame shows rough-
surface damping loss plotted asI(j)/ks for the two approximations.
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the simultaneous reduction in wave coupling to a contacting
ideal fluid.

Among the limitations of the phase-screen model are its
independence of the correlation lengthL and its assumption
of a random roughness distribution. Our calculation further
assumes the random roughness distribution is Gaussian.
While the incoherently reflected signal can also be predicted
by the PSA model, it is mostly applied to model only the
coherent component. Yet, for our purposes reliance on this
model still makes good sense and may explain why relatively
little work on rough elastic waveguides exists in the litera-
ture. For ultrasonic NDE measurements the usual transmitter
or receiver is a baffled piston radiator several wavelengths or
more in diameter. The directivity and phase sensitivity af-
forded by the finite transducer radius and its uniform piezo-
electric vibrational mode may be added to the wave number/
frequency selectivity of the guided wave modes themselves.
Together, these effects strongly militate against a latent sen-
sitivity, under almost any conditions, to the incoherent com-
ponent of the scattered field. Therefore, we may confidently
ignore the incoherent field in favor of the one typically mod-
eled in the PSA, the coherent field. This is a great advantage
and significantly simplifies the modeling.

B. Generalized scattering coefficients for RS plates

To apply our model, based on the PSA, to immersion
reflection measurements it is essential to have a generalized
model of plane wave interaction with RS plates. Considering
our experimental samples and the kinds of measurements we
have made, the expression in Eq.~1! will only be useful if
recast into the form of scattering~reflection and transmis-
sion! coefficients. With samples having roughness on one
side only, a different dispersion relation is needed, and the
collateral reflection coefficient must differentiate between the
RS facing toward the transducers and facing away from
them. The difference in the immersion measurements is sub-
stantial. The reflected wave amplitude consists of two rather
distinct contributions. One comes from the wave reflected at
the upper plate surface, essentially a specular reflection, and
the other is the leaky guided wave that suffers reradiation as
it propagates. Both components will be affected by the
roughness, but each in a different way.

The specular signal reflected back into the fluid medium
where the wavelength is small~owing to the low fluid com-
pressional wavespeed!, is substantially reduced by interac-
tion with the rough surface, whereas the guided wave inter-
acts in the way described earlier. One additional
complication is that for the RS facing upward, the guided
wave must reradiate through this surface, additionally com-
plicating the signal. With the RS on the lower surface~on the
side opposite the incident wave!, only the guided wave sig-
nal experiences the influence of the roughness.

To construct a plate reflection coefficient~RC! from the
half-space RS reflection coefficients, we begin with an ex-
pression derived for the plate RC using joined half-space
scattering coefficients,28

R5Rh

1
Tp~tp f~12tss!1ts ftps!1Ts~ts f~12tpp!1tp ftsp!

~12tpp!~12tss!2tpstsp
,

~6!

whereRh andTp andTs are the joined half-space reflection
and compressional and shear transmission coefficients for a
fluid–solid interface~see the Appendix!. We have usedR
and T here instead ofG from the earlier section to distin-
guish between a half-space RC, where the material interfaces
to a vacuum, and the joined half-space RC, where two acous-
tic media meet at a planar interface, in this case fluid and
solid. The term in Eq.~6! tab refers to the following RC
products,

tab5Rap
II Rpa

I 1Ras
II Rsb

I , ~7!

with a5$p,s% andb5$ f ,p,s% ( f : fluid!, as before;Rab
I,II are

smooth-surface reflection and transmission coefficients on
solid–fluid interfaces I and II~see the Appendix!.

The six coefficientstab represent two successive reflec-
tions and transmissions of an incident plane wave of type
a on interface II. Thus, after two further reflections from
interfaces II and I, this wave again yields an incident plane
wave of typeb at interface II. In other words, these coeffi-
cients provide two possibilities for obtaining a wave of type
a from a wave of typeb, as illustrated in Fig. 2 of Ref. 28.

We also establish the terminology thatR̂h and T̂p,s are
the rough-surface equivalents in the phase-screen approxima-
tion to their counterparts in the absence of roughness, pre-
sented above. The explicit rough-surface dependence is
given by

R̂h5Rhe
22h2k f

2
,

T̂p5Tpe
2h2~kp2k f !

2/2, T̂s5Tse
2h2~ks2k f !

2/2,
~8!

R̂ab
I,II 5Rab

I,II e2h2~ka1kb!2/2, if bÞ f ,

R̂a f
I,II5Ra f

I,IIe2h2~ka2k f !
2/2.

To accommodate the rough upper or rough lower fluid-
loaded plate surfaces independently, the appropriate RS re-
flectionR̂ and transmissionT̂ coefficients are inserted in Eqs.
~6! and ~7! in place of their smooth-surface counterparts.

The denominator in Eq.~6!, (12tpp)(12tss)2tpstsp
forms the characteristic equation of the fluid-loaded rough
plate, where one or both surfaces may be rough or fluid-
loaded. Further, if we were to assume the approximation
leading to Eqs.~4! above, an equivalent simplified dispersion
equation for the doubly rough plate could also be derived.
The advantage of the denominator in Eq.~6! is that it is
completely general and can accommodate roughness or
fluid-loading on either or both plate surfaces.

II. NUMERICAL RESULTS

The most direct way to see the effect of rough guiding
surfaces on the behavior of plate waves is to examine the
reflection coefficient. This quantity contains all the material
property information, including surface condition, pertaining
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to the plate. The measured signal can, of course, differ
sharply from the RC, owing to the effects of diffraction and
experimental geometry. This critical point is the essence of
the analysis presented in Ref. 29 and discussed further in
Part II. For now, let us look at two reflection coefficients,
one for roughness on the upper plate surface, Fig. 2, and the
other for roughness on the lower surface, Fig. 3.

In Fig. 2 the effect of the roughness is very pronounced
since both specular and reradiated components of the signal
interact with it. Forh530 mm the RC magnitude has char-
acteristic minima at low frequencies where propagating
guided modes exist. These interfere coherently with the
specular component and lead to RC minima. At higher fre-
quencies the minima are less deep, and finally above 8 MHz
they become small but growing peaks. Why is this? The
roughness on the upper surface becomes a much stronger
influence at high frequency, severely attenuating the specular
wave ~proportional to exp@22kf

2h2#, wherek f.kp,s is al-
ways satisfied!, so that the additive influence of the resonant
guided wave is now seen as anincreasein reflected energy.

At h5100 mm this behavior is very well developed, and
only a single minimum near 2 MHz can be discerned. Be-
yond 7 MHz, the damping of the plate resonances and
dephasing of the specular signal are so strong that virtually
no energy at all is reflected.

Very different behavior is seen for roughness on the
bottom surface in Fig. 3; theh50 mm curve is repeated for
comparison. Ath530mm both the depth of the minima and
the intervening maxima are reduced as the frequency grows.
With roughness on the lower surface, only the reradiated
guided wave can feel its influence. So, the roughness acts in
this case only to broaden the plate acoustic resonances. The
natural effect of this resonance broadening will be the imper-
fect phase cancellation and reinforcement of the unaffected
specular signal at the minima and maxima, respectively. This
effect explains why the resonance minima are progressively
less deep and why the maxima no longer reach all the way to
unity. Eventually, forh5100mm, the roughness spoils the
quality factor or ‘‘Q’’ of the acoustic resonances so badly
that above 8 MHz only the constant specular component re-
mains. The rest of the acoustic energy is dissipated
~dephased in the PSA! in one or two interactions with the
lower ~rough! plate surface.

This last plot, especially, illustrates the importance of
examining guided wave behavior to elucidate roughness on
hidden surfaces. When the roughness is exposed, as in Fig. 2,
its effect on the ultrasonic signal is strong and obvious, as
found by Nagy and Rose.16 But, practically speaking, rough-
ness in this case can be detected by visual examination.
When, however, the roughness is hidden, as in Fig. 3,
straightforward ultrasonic reflection measurements, exempli-
fied by the RC behavior, are hardly sufficient to detect any
but the grossest roughness (h5100mm!. Even then, the av-
erage difference between the smooth and rough surface is
only about 20% in the absolute RC magnitude, hardly an
unequivocal indicator of roughness. By contrast, the guided
waves demonstrate amuchlarger effect from the roughness,
as we will see below. This happens because the guided mode
partial waves interact many times with the surface as they
propagate, giving them a greater sensitivity to roughness in
plate-like structures than virtually any other ultrasonic wave
type.

A different way of looking at these calculated reflection
coefficients is seen in Figs. 4 and 5. In Fig. 4 the reflection
coefficient for roughness on only thelower plate surface,
opposite the incident wave, is shown as a function of angle at
8 MHz instead of frequency for three different rms rough-
nesses,h50, 30, 100mm. Recalling the behavior of the
guided mode shown in Fig. 1, the greatest losses occur near
15°, where the curves have the shallowest minima and the
lowest maxima. As the angle increases toward the shear criti-
cal angle of 28.6°, the RS damping contribution vanishes.
Past 29° there is no predicted RS effect. This plot illustrates
most clearly, perhaps, the one unrealistic aspect of the PSA-
based guided wave RS model: Damping ceases when the
wave becomes evanescent. For guided plate waves, this may
not be too serious, since the shear partial wave remains and
contributes to wave losses past the compressional critical
angle. And as we pointed out earlier, Lamb waves are sel-

FIG. 2. Plane wave reflection coefficient magnitude for progressively in-
creasing roughness on the upper plate surface~toward incident wave!; rms
roughnessh50 mm ~solid curve!, h530 mm ~dashed!, and h5100 mm
~dotted!. Plate thickness is 1.37 mm and incident angle is 20°.

FIG. 3. Plane wave reflection coefficient magnitude for progressively in-
creasing roughness on the lower plate surface~opposite incident wave!; rms
roughnessh50 mm ~solid curve!, h530 mm ~dashed!, and h5100 mm
~dotted!. Plate thickness is 1.37 mm and incident angle is 20°.
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dom used near the shear limiting wavespeed, because all
modes pile up at this accumulation velocity, and distinguish-
ing among them can be difficult. The problem comes in con-
sideration of theA0 mode, whose entire dispersion branch
lies in the region where both partial waves are evanescent.
This proviso pertains also to Rayleigh surface waves, whose
partial waves are both evanescent.

The corresponding plot for the rough surface on the
same side as the incident plane wave is shown in Fig. 5 for
rms roughnessesh50, 15, 30mm. The upper rough surface
dephases the specular wave, and the roughness effect is
much more pronounced for much smaller rms values. These
data further amplify the importance and utility of guided
wave measurements to elucidate roughness parameters in
plate-like structures. The frequency is again 8 MHz. The
reduction in the specular reflection is strong enough at
h530 mm that the guided wave resonances again appear as
peaks in the calculated RC. With upper surface roughness
the RS contribution does not vanish past the internal shear

critical angle. As the incident angle increases, however, the
magnitude of the RC does approach unity.

III. SUMMARY AND CONCLUSIONS

In this article we have developed a simple, easily calcu-
lated model of rough surface guided wave dispersion and
reflection showing many of the important features of the
damping effects of rough guiding surfaces. The model incor-
porates the straightforward, yet powerful, phase-screen ap-
proximation by suitable modifications to the partial wave
reflections at each guiding surface. A simple approximate
characteristic equation is derived that is formally identical to
the conventional Lamb wave dispersion relation. An exten-
sion of these ideas to fluid-loaded plates is accomplished by
application of a reflection series expression. Our result iso-
lates individual halfspace scattering coefficients, enabling us
to treat one-sided roughness and roughness in the presence of
one- or two-sided fluid-loading using the same partial wave
approach.

In Part II these concepts are examined experimentally to
study the limits of applicability of the model and areas in
which it might be improved.
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APPENDIX: REFLECTION COEFFICIENT FOR A
SOLID-LIQUID INTERFACE

The reflection and transmission coefficientsRab
~I,II ! (a is

an incident wave andb is a reflected or transmitted wave!
for the solid–fluid interfaces I and II are27

Rpf
I,II~j!5

2kpks
2~ks

222j2!

k fD
eiwp,

Rps
I,II~j!52

4jkp~ks
222j2!

D
ei ~wp1ws!,
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2~ks
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FIG. 4. Plane wave reflection coefficient magnitude for progressively in-
creasing roughness on the lower plate surface~opposite incident wave!; rms
roughnessh50 mm ~solid curve!, h530 mm ~dashed!, and h5100 mm
~dotted!. Plate thickness is 1.37 mm and fixed frequency is 8 MHz.

FIG. 5. Plane wave reflection coefficient magnitude for progressively in-
creasing roughness on the upper plate surface~toward incident wave!; rms
roughnessh50 mm ~solid curve!, h515 mm ~dashed!, and h530 mm
~dotted!. Plate thickness is 1.37 mm and fixed frequency is 8 MHz.
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Here,

D5~ks
222j2!214j2kpks1Y

is the denominator of each of the RC expressions above,
wp,s5kp,sd/2 are the compressional and shear wave propa-
gators, andY is the fluid term given by

Y5S r f

r D ks4kp

k f
,

wherek f is the x3 wave vector projection in the fluid, and
r f andr are the fluid and solid material densities.
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In this artice are reported fundamental experimental measurements on guided waves in plates with
surface roughness; the experimental data are critically compared to theoretical calculations
presented in Part I. All experiments, in either immersion or contact coupling mode, are modeled by
the theory developed in I that exploits the phase-screen approximation. In this theory the effect of
the rough surface on the received signal, on a local scale, is assumed to be restricted to the signal
phase. The comparisons between experiment and predictions show good agreement in most regimes,
despite the rather simplifying approximations contained in the calculation. The model is shown to
fail only when the guided wave vector is close to a branch point, that is when the guided wave phase
velocity approaches the compressional or shear wavespeeds of the plate. Near these values the
internal partial waves comprising the guided wave strike the surfaces at grazing incidence or are
evanescent, and a simple phase-screen model cannot account for this behavior. Elsewhere in the
guided wave spectrum, agreement is quite good. Of practical significance is the finding that the
rough-surface damping contrast can be maximized by configuring the experimental conditions to
measure just below and well above the compressional critical angle. Aluminum samples, prepared
by indenting or sandblasting and independently profiled to determine rms roughness, are measured
in immersion and in contact transduction, the latter with wedge couplers and line sources. The
influence of the roughness in immersion experiments is strongly affected by whether the upper or
lower plate surface is rough, but only in the interaction zone between specular and nonspecular
reflection components. ©1997 Acoustical Society ofAmerica.@S0001-4966~97!06007-9#

PACS numbers: 43.20.Mv, 43.20.Gp@ANN#

INTRODUCTION

From a practical standpoint, guided wave propagation in
the presence of rough surfaces can be considered an effective
model for several problems of interest in applied science.
The progressive effect of pitting or pillowing corrosion is the
roughening of corroded surfaces, which can be an excellent
indication of incipient corrosion and the consequent reduc-
tion in structural integrity. Another case is the propagation of
sound in layers of sea ice,1 which generally have rough sur-
faces. A third might be related to materials processing of
various films or protective layers.

In all these cases a guided wave propagating in a plate-
like structure can be thought of in terms of its partial waves
components that scatter repeatedly from the surfaces of the
guiding medium. This surface scattering is clearly quite sen-
sitive to the condition of the guiding surfaces. Thus, guided
wave ultrasonics can provide a means to assess the rough-
ness, whether exposed or hidden, in a layer. In this Part II we
present extensive experimental data, all accompanied by de-
tailed comparisons to the theory developed in Part I. We will
find that the model calculations are surprisingly accurate,
despite the rather gross approximations inherent in the
phase-screen approximation.2,3 Only when propagation oc-

curs near a critical angle does the model substantially under-
estimate the effect of the roughness.

A review of the theoretical literature on this extensively
researched topic is given in Part I. The interaction of waves
at rough fluid–solid interfaces has also been studied experi-
mentally. These studies have focused on the attenuation and
in some cases enhancement of the scattered wave. Nagy and
Adler2 have presented results on the attenuation of the trans-
mitted and reflected wave for rough surfaces. They consid-
ered a reflection/transmission problem for a water/aluminum
interface. They found that the transmitted wave is much less
attenuated than the reflected wave. Furthermore, they noticed
that the reflection from the back surface of the plate is less
attenuated than the front-wall reflection. This phenomenon is
due to higher velocity in aluminum. This observation raises
an important issue since this fact may suggest that for the
plate application, one can reduce the effect of surface rough-
ness conditions by exciting the wave on a smooth part of the
surface. Once the wave is in the faster medium it is not
affected as severely by the roughness, compared with a case
where the wave is excited through a slower couplant on the
rough surface~RS!.

Recently, Nagy and Rose4 have examined the problem
of detection of flaws located under a rough surface. They
found that rough surfaces can cause serious degradation in
the flaw signal-to-noise ratio, to the point where flaw detec-a!Electronic mail: chimenti@iastate.edu
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tion is problematic. Bilgen and Rose5 have studied the ef-
fects of focusing and flaw location in detection of flaws lo-
cated under the rough surface. The influence of other
parameters is well known;1–7 these include the dependence
of the transmission and reflection coefficients on the incident
angle, and on the roughness characteristics, such as correla-
tion length and rms height.

We begin with an exposition of the experimental proce-
dure, including sample preparation and independent rough-
ness determination. Then, we present results of immersion
measurements in which several significant experimental pa-
rameters are varied over the full range available in the mea-
surements. We also report contact measurements in which
the experiments are performed both with shoe-type coupling
wedges and with more reliable line source wedges. Each
series of measurements is compared to calculations and in-
terpreted. A preliminary and highly abbreviated version of
this work appears elsewhere.8

I. EXPERIMENTAL TECHNIQUE

Many experiments have been performed in this work to
elucidate the rough-surface damping phenomena in plates
and to examine the potential of the analysis to make accurate
predictions of guided wave propagation for potential usage
in deducing roughness from ultrasonic measurements. We
show here processed spectra and coordinate scans, where the
frequency dependent transducer characteristics and effects of
diffraction have been removed. Data are collected as either
video-detected tone burst amplitudes or full time-domain
sampled tone bursts. Only at the highest frequency and the
largest transducer offset is the signal-to-noise ratio ever less
than 20 dB.

A. Measurement procedure

Broadband piezoelectric piston transducers are excited
with tone burst rf signals 50ms in length, with or without
power amplification. The acoustic wave generated in this
way interacts with the plate and is reradiated into the fluid,
where it is detected by a second, nominally identical device.
This detected signal is amplified and either envelope-
detected by an rf receiver or captured on a digital oscillo-
scope for analysis. The time-domain signal is Fourier trans-
formed numerically in order to isolate a particular frequency
component from the narrow, but finite bandwidth burst. This
operation is nominally equivalent to video envelope detec-
tion of the burst followed by boxcar integration and dc sam-
pling. The transform method, although more time-
consuming, results in a cleaner signal, less influenced by
out-of-band energy. But, the two methods have been shown
to yield essentially equivalent results. Using one of these two
methods, both the frequency and the spatial dependence of
the received voltage are measured in separate experiments.

Two fundamentally different kinds of measurements
have been made in this work. One kind is done in contact
mode, either with polystyrene wedges or with knife-edge
~line-source! couplers; the other is done in immersion. In the
immersion testing, transducers~9.5 mm diameter! are
aligned by observing the amplitude of signals reflected from
sample surfaces and by precise mechanical measurements of

transducer spatial relationships. Incident angles are accu-
rately selected (,0.01°) using optical rotation stages. We
perform measurements with the mechanical scanner and all
instruments operating under computer control. In contact
mode, transducers~12.5 mm diameter! are aligned using sig-
nal amplitude, and a miniature precision scan apparatus is
used to make transducer position adjustments at the 10-mm
scale level. While every effort is made to suppress the dis-
turbing effect of variable contact efficiency, the plate fabri-
cation methods left some surfaces not quite flat, further com-
plicating the measurements. For these reasons, many
averages are made to lessen the influence of variable contact.
Contact force, couplant thickness, and other geometrical pa-
rameters are controlled as far as possible. However, some
variability remains. Data acquisition is rapid and precise,
even allowing for some averaging of the digitized signal, in
order to minimize the effects of gain variation, temperature
fluctuations, or instrument drift.

In the immersion measurements the samples are oriented
with their rough surfaces either toward or away from the
transducers. Generally speaking, averages of several mea-
surements made at different positions are used to obtain as
representative a sampling of the surface roughness as pos-
sible. A schematic diagram of the immersion experimental
setup is shown in Fig. 1~a!, the shoe-contact measurement
geometry is illustrated in Fig. 1~b!, and the knife-edge sche-
matic is shown in Fig. 1~c!.

B. Sample preparation

Samples for this study have been fabricated in one of
two ways. The phase-screen approximation can model sur-
face roughness as a random distribution of surface height
with a well defined mean and variance. For our investigation
we seek samples with a nearly Gaussian distribution of
roughness. This goal can be accomplished either with a cha-
otic bombardment of small abrasive particles, such as sand-
blasting, or with pseudorandom indentation, where careful
deterministic calculations are performed to construct an ap-

FIG. 1. Schematic diagram of contact and immersion experiments showing
the deployment of the transducers and the parameters varied.
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proximately Gaussian random surface roughness. All
samples are fabricated from 2024 aluminum~physical prop-
erties: Vp56.37 km/s, Vs53.13 km/s, r52720 kg/m3).
These samples have been selected from a series of 9-mm
thick plates used in a previous study.4 They have been inde-
pendently characterized by acoustic profilometry.9 From the
set of nine samples we have selected a smooth plate, a mid-
size roughness, and a high-roughness plate for use in the
current study. While no independent measurements of the
correlation lengthL have been made on our specimens,
acoustic scattering studies on other samples in the same set6

indicate a correlation length of between 500mm and 1000
mm, which is typical of rough surfaces made in this manner.
For our work the only significant aspect ofL is that it is
much larger than the rms roughnessh.

To render these thick plates~effectively halfspaces! use-
ful for our purposes, each sandblasted sample has been
milled from the back surface, opposite the roughness, until a
desired smaller thickness is attained. Then, to relieve any
residual stresses that might warp the plates, each plate~2.3 or
1.4 mm! is annealed at 500 °F under static pressure and
slowly cooled to room temperature. After this treatment, the
flatness of the plates is tested on a reference surface. In most
cases no residual warping can be detected.

II. RESULTS AND DISCUSSION

In this section we present data and calculations on the
three types of measurements performed in this study: immer-
sion, contact, and knife-edge. Because of the coupling vari-
ability in the contact measurements most of the critical com-
parisons between experiment and prediction and most of the
exploration of rough-surface phenomenology has centered
on experimental investigations using reliable immersion cou-
pling methods. In most cases we show superimposed results,
experiment and theory, to illustrate the effect of rough sur-
faces on guided waves in plates and how this effect can
change with different wave propagation conditions. Accom-
panying each plot of experimental data is a corresponding
prediction of the approximate model discussed above. As we
will see, in most cases the RS model predicts the experimen-
tal behavior very well, both the character of the phenomena
and its quantitative expression.

A. Immersion experiments

For the immersion measurements, one additional ele-
ment must be added to the results of Part I and Eqs.~5!
through~8! therein. This is the transducer voltage calculation
mentioned earlier.10 The result of that prior analysis, includ-
ing three-dimensional transducer effects of both transmitter
and receiver and realistic beam directivity functions, is

V~xi , f !5
ik f
4p2E

0

2p

dfE
0

p/22 i`

R̂~u, f !DT~u,f!

3DR~u,f!sin u du, ~1!

whereDR(u,f) andDT(u,f) are the receiver and transmit-
ter directivity functions, respectively, and contain the depen-
dence onxi , the relative transducer position shown in Fig. 1.
Here,kf is the incident wave number in the fluid,f is the

frequency,R̂(u, f ) is the reflection coefficient for a RS plate
@see Eq.~6! of Part I#, andu andf are the polar and azi-
muthal angles. For simplicity we have omitted the explicit
dependence of the transducers on frequency and several
other constant prefactors before the integrals in Eq.~1!. The
integral is expressed in terms of angles instead of wave num-
bers to emphasize the 3-D nature of the calculation. A major
result of our earlier work10 is that the voltage is quite insen-
sitive to the exact form of the directivity functionsDT and
DR , as long as only theproduct DTDR appears in Eq.~1!,
and that Gaussian beams model the experiment fully as well
as Bessel functions, which are more appropriate for baffled
piston radiators.

Substituting Gaussian beams for the directivity functions
DT andDR of the transducers yields an expression which can
be integrated numerically to give the receiver voltage for any
experimental conditions. Alternatively, the integral in Eq.~1!
can be reduced analytically by uniform asymptotics11,10 to
yield an expression containing the pole and zero of the re-
flection coefficient as the only intrinsic plate parameters. If
we restrict incidence to the phase matching angle only, we
can write

V~xi , f !'K $exp@ iFS2~xi /xl !2#2Apk fr/2~uP9 2uZ9 !

3exp@ iFL2kfuP9 xi #%, ~2!

where the multiplicative termK contains geometrical con-
stants and the transducer frequency dependence,FS and
FL , are the phases of the specular and leaky components,
xl is the beam localization parameter~equal to the beam
projection on the plate surface!, andr is the total distance
between the transducer centers.10 The complex guided wave
pole uP is given byuP 5uP8 1 iuP9 , anduZ5uZ8 1 iuZ9 is
the corresponding zero, so that the resonance form of the
reflection coefficient near a mode isR̂(u)5(u
2uZ)/(u2uP ).

12 Equation~2! represents the voltage intu-
itively as the sum of two contributions, the specular term and
the leaky wave term. For the phase matching conditions the
real parts of the pole and zero are nearly equal
uP8 'uZ8 5a, wherea is the transducer incidence angle, as
shown in Fig. 1.

In the case of a smooth plate without material losses
uZ9 '0, andkfuP9 is the damping constant for reradiation of
guided wave energy into the surrounding fluid. For a rough
plate bothuZ9 and uP9 increase with increasing roughness,
but at different rates, to produce additional guided wave at-
tenuation through scattering at the rough plate surfaces, as
seen in the amplitude factor of the second term in Eq.~2!. At
the same time, the real parts of the pole and zero change
proportionately almost not at all with variations inh, the rms
roughness height.

In order to isolate the effects of roughness and provide
the basis of a reliable inspection method, it is essential to
eliminate all geometric influences on the signal, such as
those arising from diffraction and transducer placement.
Equations~1! and~2! allow us to do this, and all subsequent
immersion results have been calculated by incorporating the
RS reflection coefficient into the above integral expression,
or into its asymptotic analytical form.
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In preparation for the spectral plots presented below, we
first examine the coordinate-dependent behavior of the re-
ceiving transducer voltage when the incident beam interacts
with roughness on first the lower and then the upper plate
surfaces. These experimental results portray the same behav-
ior as the spectral data, but from a different standpoint. Fig-
ure 2 shows a coordinate scan for theS5 Lamb wave mode
with lower surface roughness at a 20° incident angle and at a
fixed frequency of 11 MHz. The influence of the rough sur-
face is at once apparent in the progressive reduction of the
nonspecular peak (xi.5 mm! following the large specular
reflection, in which there is no roughness information. To put
the results on a more concrete footing, the values of the wave
number roughness productkh for the fluid, solid compres-
sional, and solid shear waves arekfh50.6, kph50.15, and
ksh50.3, respectively for the 13-mm plate. Inside the plate,
the internal angles dictate very different values ofkh, and
these values control the RS damping of the guided wave. The
sharp decline in receiver amplitude in Fig. 2 atxi55 mm is
the result of phase cancellation of the remnant specular re-
flection and the developing leaky guided wave. The guided
wave dominates thereafter, and the decreasing amplitude in
the dashed~13 mm! and dotted curves~26 mm! shows the
damping effect of progressive roughness.

Under the same experimental conditions, but with
roughness on theuppersurface, the data have a very differ-
ent appearance. The solid curve in Fig. 3 for the smooth plate
is identical, but for 13-mm and 26-mm plates the specular
reflection has decreased substantially, as expected, and the
minima have consequently shifted to the left. With upper
surface roughness the specular amplitudes are much more
strongly affected by the roughness than in Fig. 2. Away from
the specular beam (xi.8 mm! the decaying leaky wave
fields are almost identical between Figs. 2 and 3. The only
small difference arises from the fact that with upper surface
roughness the guided wave must leak through the rough sur-
face.

We continue with a series of plots for which the rough-
ness is on thelower plate surface only to emphasize the
effect of the roughness on the guided wave. Ultrasonic scat-
tering from the interface of a rough half-space has been ex-

tensively studied.2,4–6 As we showed in Part I, our model
works best well away from critical angles where partial
waves make grazing incidence on the plate surfaces. In the
following plots we therefore investigate the performance of
the model under three different conditions: well below the
compressional critical anglebp , nearbp , and well above
bp . In Fig. 4 with an incident angle of 20° and a transducer
separation ofxi50 ~see Fig. 1!, we are beyond the compres-
sional critical angle, and only shear partial waves are propa-
gating in the plate. For this circumstance, we expect our
model to function quite well. With zero transducer separa-
tion, on the other hand, there should be little RS contribution
to the attenuation, in fact at any incident angle.

In this and each of the following cases, the upper frame
shows the measurement~solid curve! and theoretical predic-

FIG. 2. Experimental dependence of receiver voltage on displacementxi for
smooth~solid! and lower rough plate surfaces withh513mm ~dashed! and
h526 mm ~dotted!; incident angle is 20° for theS5 mode at 11 MHz.

FIG. 3. Experimental dependence of receiver voltage for the same condi-
tions as in Fig. 2, but forupper rough plate surface.

FIG. 4. Experimental~solid! and theoretical~dashed! frequency dependence
of receiver voltage for smooth~upper frame! and lower rough~lower frame!
plate surfaces withh526 mm, xi50 mm, and incidence at 20°.
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tion ~dashed curve! for a smooth plate~0-mm rms roughness!
as a function of frequency from 2 to 12.5 MHz. The lower
frame shows the corresponding rough-surface~26-mm rms
roughness! data for the same experimental conditions. The
regular oscillations in the signal mark the excitation of
guided wave modes of varying order and symmetry in the
plate.~These results may be compared with Figs. 2–5 of Part
I.! Indeed, there is little difference between the two frames in
Fig. 4, owing to the small effective signal path on the rough
surface. This observation squares perfectly with the analysis
presented in Part I in conjunction with the discussion on the
reflection coefficient. Simple plate reflection measurements
cannot probe subtle hidden-surface roughness with high sen-
sitivity. The prediction is in good agreement with the data,
both with and without roughness, confirming the accuracy of
the receiver voltage model as expressed in Eq.~1!. There are
features to note in this and the following plots. First, there is
a small difference (;2%) in plate thickness from the
smooth to the 26-mm rms roughness plate. To eliminate any
apparent difference in the experimental data, the results have
all been scaled to a common value of plate thickness, equiva-
lent to plotting the data versusf d. Second, to obtain a closer
fit to the data, the theory curves have all been calculated for
a rms roughness of 28mm. This disparity is explained be-
low.

A rather different situation is seen in Fig. 5, where the
transducer separationxi520 mm is now sufficient to remove
almost all directly reflected rays~except at the very lowest
frequencies! from the received signal. Here, the peaks mark
the guided wave excitations, and the effect of the roughness
is pronounced. At low frequency there is almost no differ-
ence between the two frames, growing to about 8 dB differ-

ence at 8 MHz, and almost complete signal loss above 12
MHz. This strong frequency behavior is to be expected, since
the losses are climbing as exp(f 2). Again, the agreement
between prediction and measurement is quite good in both
frames.

The character of the loss observed in the data at
a510° andxi520 mm demonstrates another aspect of the
roughness. With both partial waves propagating and the in-
ternal shear partial wave vector close to the normal, the
mode damping is larger and can depend on factors other than
frequency, as seen in Fig. 6. For example, the pair of modes
near 9 MHz has relatively little shear wave energy, and so is
more weakly damped than theA7 andS7 modes near 8 MHz
that are composed mostly of shear deformations. In fact, at
this incident angle the behavior described above repeats for
every two pairs of even- and odd-order modes of opposite
symmetry.

The change in shape from Fig. 4 and the rapid variations
near the peaks in Fig. 6 arise since at this incident angle there
are several modes very close in frequency and contained in
the spatial bandwidth of the transducers. Most of the unusual
signal excursions in Fig. 6 are in fact predictable conse-
quences of mode interaction and experimental geometry.
These interacting modes give rise to interference effects that
can be seen in the spectra, making this a useful test case for
the model. Larger diameter transducers would reduce this
effect by concentrating acoustic energy in a narrower range
of angles about the transducer central ray. By contrast at
20° the modes are widely separated in frequency, and the
influence of one mode on another is negligible. All these
beam diffraction and mode coupling effects are well mod-
eled by the prediction. As the incident beam and receiver are

FIG. 5. Experimental~solid! and theoretical~dashed! frequency dependence
of receiver voltage for smooth~upper frame! and lower rough~lower frame!
plate surfaces withh526 mm, xi520 mm, and incidence at 20°.

FIG. 6. Experimental~solid! and theoretical~dashed! frequency dependence
of receiver voltage for smooth~upper frame! and lower rough~lower frame!
plate surfaces withh526 mm, xi520 mm, but for incidence at 10°.
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separated and the frequency increases, the receiver intercepts
less and less energy from the specular component. Conse-
quently, the guided wave minima of Fig. 4 transform into
maxima. The model calculation using 28-mm rms roughness
is in very good detailed agreement with the data.

At incidence near the compressional and shear critical
angles, grazing incidence behavior of the partial waves ren-
ders the model less accurate. This effect is amply illustrated
by data in Fig. 7 taken at 15° for a transducer separation of
xi520 mm. The smooth surface data in the upper frame are
well modeled in the calculation, but the experimental curve
lies well below the prediction for the RS plate in the lower
frame. By 8 MHz the predicted peak is about three times as
large as the measurement. Most of the various assumptions
that motivate the model are not valid when the partial waves
strike the plate surfaces at nearly 90° from the normal. Fur-
thermore, since the transit path across the plate for grazing
partial waves is long, the predicted RS loss vanishes at this
point, leading to the substantial underestimate of the damp-
ing seen in Fig. 7. Past the critical angle the compressional
evanescent partial wave is ignored, since it contributes little
to the signal.

As mentioned above, in the calculations for the preced-
ing plots there are no adjustable parameters, only the geo-
metrical variables and the rms roughness heighth. However,
since the samples we are working with have been sectioned
from a larger piece of material, we have found that the best
comparison with the data is achieved by assuming a slightly
different rms roughness (h528 mm! for the coarser of the
two specimens. We have made no further attempt to perfect
the comparisons, and predictions reported here for the sand-

blasted plates have been calculated with the 13-mm or 28-
mm estimates. The reason for this variation in the coarser
sample is likely genuine. In the schematic of Fig. 1 the only
transducer rays that make a significant contribution to the
voltage are those contained in the plane of incidence. There-
fore, although the beam path is 9 mm or more wide, we
sample only rays traveling parallel to the incident plane. This
situation leads to a more restricted sampling than the acous-
tic microscopy4 used to infer the rms roughness indepen-
dently from our measurements. It is not too surprising, there-
fore, that we may observe fluctuations of 10% or so from the
mean. It is our conjecture that such fluctuations account al-
most entirely for any differences between the model predic-
tion and the experimental data shown in Figs. 4 through 7, as
long as we are far from a critical angle.

In the upper frame of Fig. 8 are shown the collected data
and predictions for theA3 guided wave mode in the 26-
mm plate as a function of angle. The experimental points are
obtained from the spectra~such as Figs. 4 to 7! by estimating
the voltage amplitude ratio for the smooth and rough surface
at the frequency of theA3 mode occurrence. A typical ex-
perimental uncertainty, consisting of run-to-run variation at
different sample positions, is illustrated by the error bar. The
electronic noise is very small and not a factor at all, except at
the highest frequency. Any disparity between prediction and
measurement is likely caused by systematic error, such as
residual bowing of the plates. Since the dependence of RS
damping on angle is dominated by the loss factor2kfuP9 xi

FIG. 7. Experimental~solid! and theoretical~dashed! frequency dependence
of receiver voltage for smooth~upper frame! and lower rough~lower frame!
plate surfaces withh526mm, xi520 mm, but incidence at 15°, near com-
pressional critical angle.

FIG. 8. Collected experimental~discrete points! and theoretical~solid
curves! voltage ratioVs for the smooth surface overVr for the rough surface
as a function of incident anglea. The plate has a lower rough surface, and
the plot shows theA3 Lamb mode~upper frame! andS3 Lamb mode~lower
frame! with h526mm andxi520 mm. The numbers attached to data points
show the frequency in MHz at which the respective mode occurs at that
angle.
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in the second term of Eq.~2!, we plot the log of the smooth-
to-rough-surface ratio. The solid curve in Fig. 8 is the pre-
diction of Eq. ~2! for the same conditions. Considering the
variability of the random rough surface and the nature of the
approximations leading to Eq.~2!, the agreement is actually
quite good. From the compressional critical anglebp to
about 16°, however, we measure a much larger RS-induced
loss than the model predicts, as noted above. This region is
just the vicinity ofbp(513.7°). The large increase in damp-
ing just afterbp is a consequence of the strongp to s mode
conversion, as predicted in Fig. 1 of Part I.

Excluding this behavior, which is beyond the simple
model to treat, the theory is remarkably accurate. The ob-
served drop in RS damping leading up tobp , the large dif-
ference in damping betweenbp and 18°, and the subsequent
reduction toward the shear critical anglebs are all well re-
produced in the model calculation. The numbers recorded
near some of the individual data points are the values of
frequency in MHz at which measurements are made. A sec-
ond example of this dependence for a symmetric mode is
shown in the lower frame of Fig. 8 for theS3 mode in the 26-
mm plate. All other conditions are the same as in the upper
frame. Again, the region from 9° to 13° is well described, as
is the region above 16°. Only nearbp does the model seri-
ously underestimate the roughness. But, these two plots also
illustrate an important practical conclusion: If one can make
RS measurements near 11°, then above 17°, the highest pos-
sible contrast will be achieved, possibly eliminating the need
for a smooth-surface calibration. In general, experimental
conditions can be chosen to satisfy these requirements. This
result is a major conclusion of this work.

Further insight into the variation of RS guided wave
damping as the propagation conditions change is seen in Fig.
9, where only the experimental results ata513° for a
smooth surface~solid! and lower rough surface~dashed! are
shown. The complicated nature of the spectrum owes to the
strong interaction of higher order modes within the spatial
bandwidth of the transducers. The resulting mode overlap
and interference gives the spectrum an irregular appearance.
We can see, though, that the RS damping at this point is not
at all large, as depicted in Fig. 8 near 12°. The RS curve
lacks the structure of the smooth plate data because of the
signal phase averaging of the rough surface. In the lower
frame of Fig. 9 similar data for incidence at 24° are shown.
Here, the RS losses are apparent, but not as large as the case
for propagation just beyonda5bp . The spectrum is regular
again, since the modes are well separated.

These data complete the presentation of results from im-
mersion testing on smooth and rough aluminum plates. Im-
mersion has been chosen for comparative experimental mea-
surements because the reliability of ultrasonic coupling
permits the predictions of our rough-surface plate-wave
model to receive the most critical examination.

B. Contact measurements

Many measurements have also been made in contact
mode, using polystyrene wedges in place of a couplant fluid.
The wedge angles~there are two sets of wedges! have been
calculated to produce waves with phase velocities in the alu-

minum plate centered on 4.7 km/s and 3.2 km/s. Most of the
experiments have been performed with the 3.2-km/s wedge
~wedge angle545°). The notorious difficulty of attaining a
reliable, consistent contact in this mode of operation has
been a problem in these studies as well. We have attempted
to circumvent these difficulties by making measurements at
many physical locations and performing appropriate aver-
ages to reduce any bias introduced by inconsistent contacts.
The major effect of a changing contact is the variation in
signal amplitude. There is generally little effect on the shape
of the signal spectrum. Since we are principally interested in
relative amplitudes within a spectrum, the contact problem is
not as severe as it might be for a purely amplitude-based
measurement.

Experimental data obtained with this procedure are
shown in Fig. 10. Here, the results of many measurements
performed on different portions of the plate are averaged and
presented as signal amplitude versus frequency. The thinner
plate ~1.4 mm! is shown in the upper frame and the thicker
one~2.3 mm!, having more modes in the same bandwidth, is
shown in the lower one. The three different curves in each
frame relate to different separations of the transducer axis
intersectionxi , as shown schematically in Fig. 1~b!; the
three curves are solid (xi520 mm!, dashed (xi530 mm!,
and dotted (xi540 mm!. For the thinner sample in the upper
frame fewer modes are produced within the transducer band-
width, but the effect of increasing separation is more pro-
nounced from mode to mode. TheS0 mode in either case is
very little affected since the phase velocity and frequency lie
at a point where Im(j) is small, as shown in Fig. 1 of Part I.
In addition, its frequency is well below that of the next

FIG. 9. Experimental frequency dependence of receiver voltage for smooth
~solid! and lower rough~dashed! plate surfaces withh526 mm for xi520
mm, and incidence at 13°~upper frame!, just before compressional critical
angle and incidence at 24°, well pastp-wave critical angle.
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higher mode. Another effect is at work here: TheS0 mode is
particularly susceptible to damping caused by wave leakage
back into the transmitting coupling wedge. For this reason it
is also much smaller than the higher order modes and con-
tains less roughness information. In the lower frame of Fig.
10 more modes are generated in the thicker plate, showing
the progressive effects of both increasing frequency and
transducer separation.

To analyze the behavior in Fig. 10 for comparison to our
model, the mode amplitude data are accumulated in Fig. 11.
In the upper frame are the results for the 13-mm RS plate,
while the 26-mm RS plate data and calculations are reported
in the lower frame. Each experimental curve is denoted by a
different plotting symbol, (1) for theA3 mode,~j! for the
S2 mode, and (d) for theA2 mode, referring to the different
modes from Fig. 10. Each mode occurs at a fixed frequency
determined by the wedge angle, which is a constant for the
experiment. Despite difficulties with the contact, the normal-
ized amplitude data fall on, or close to, the expected straight
line. A typical experimental uncertainty estimated from the
observed measurement variability is about three times the
size of the plotting symbol. Moreover, there is a small oscil-
latory component visible in nearly every data set, which we
attribute to the residual plate curvature. Although good com-
pensation schemes exist to suppress the effects of contact
variations,13 in our case these would not have been of much
help, since we can sample only the transmitted signal. When
analyzing the scattering from discrete defects these compen-
sation methods give excellent results.

The slopes are higher for the 26-mm roughness than for
the smallerh, and we expect this behavior. The solid lines
through the data in each case are best-fit curves from which
attenuation values can be deduced. The theoretical estimates
for the slopes are calculated using Eq.~1! of Part I, and we

find a ratio between the square roots of the slopes of the
experimental curves that is entirely consistent with the
roughness ratio of the mode occurrences. The root slope ratio
is given by

Rh1 /h2
5AM~A1 ;h1!

M~A1 ;h2!
, ~3!

whereM(A1 ;h1) is the slope of theA1 mode for a RS plate
with h5h1 rms roughness. For the slopes of the curves in
Fig. 11 we calculate a roughness root slope ratioRh1 /h2

of
2.2, whereas we expect a ratio of 2 (526mm/13mm). This
comparison is very favorable considering the inconsistencies
in the contact, and it demonstrates the relative lack of sensi-
tivity to the disturbing influence of contact variations.

C. Knife-edge contact coupling

We have also explored, in a limited number of measure-
ments, the character of data obtained using knife-edge type
coupling wedges. These devices are also fabricated from
polystyrene and are brought to a relatively narrow strip
(;1 mm! that makes contact with the specimen. With this
line contact, a broader range of spatial frequencies is gener-
ated than we could obtain with conventional contact cou-
pling, which would extend over 10 mm or more. The knife-
edge is the spatial/wave number domain equivalent of a
broadband transducer in the time/frequency domain. The
knife-edge generates elastic energy at many wave numbers.
By contrast, the planar piston transducer we normally use
has a fairly narrow directivity function, and generates an
elastic far field reasonably sharply peaked about the trans-
ducer central ray. Like the piston radiator, however, the finite
knife-edge too will have a sharper directivity function as
frequency increases.

FIG. 10. Experimental shoe-contact signal from sandblasted rough alumi-
num plates (h526 mm) for three different transducer separationsxi ~solid:
xi520 mm; dashed: 30 mm; dotted: 40 mm!; upper frame is thin plate~1.4
mm! and lower frame is thick plate~2.3 mm!.

FIG. 11. Collected experimental amplitude data for rough aluminum plates
as a function of transducer separationsxi ; three modes are illustrated for
each of the two rms roughnesses,h513mm andh526mm. Solid lines are
best-fit curves from which rough-surface attenuation is inferred.
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Results for the knife-edge are displayed in Fig. 12,
where three curves are shown for a knife-edge contact sepa-
ration of 22 mm. The solid curve is for a smooth surface, the
dashed curve is 13-mm roughness, and the dotted curve is the
26-mm sample. All curves have been normalized to remove
both transducer frequency and polystyrene damping effects.
With the knife-edge wedges we have found the expected
behavior, namely that the sensitivity of the signal to contact
force is very much reduced. Therefore, contact problems are
much less bothersome with knife-edge coupling than with
conventional shoe-type contact wedges.

Even with the relatively small roughness path of 22 mm,
we find an interesting effect. The signals for the 26-mm
roughness plate almost disappear in a frequency range from
3 to 8 MHz. The spatial bandwidth of the knife-edges de-
creases as the frequency approaches midband~4–8 MHz!,
and most of the acoustic energy is concentrated in a rela-
tively narrow range abouta50°. This result makes sense
for a contact widtha of 1 mm, where thekpa at 5 MHz is
about 5. For a very broad spatial radiatorkpa should be
much less than 1.

But, the current choice of contact width may have an
unforeseen advantage. The concentration of energy about
a50° permits only the higher order modes near cutoff to be
generated. From Fig. 1 of Part I this region~near mode cut-
off! is the one most sensitive to roughness. When frequency
and spatial bandwidth are suitably chosen, the signal contrast
between smooth and rough surfaces should be strongly en-
hanced. This is exactly the circumstance we find with the 26-
mm rough surface shown in Fig. 12 as the dotted curve,
where the signal nearly vanishes above 6 MHz. The dashed
curve for 13-mm roughness in Fig. 12 only begins the steep
drop ~compared to the smooth surface! after 6 MHz. But
because the angles near cutoff are favored, each peak in Fig.
12 will likely include contributions from one or more indi-
vidual modes. Froma50° to ;10° (Vphase5` to 12.7
km/s! the symmetric and antisymmetric modes are crossing

each other and close modal approaches are possible. The
magnitude of each mode’s contribution to peaks in Fig. 12
depends on the strength of mode excitation, and this value is
related to the coupling strength of elastic wave energy at the
polystyrene–aluminum interface.

III. SUMMARY AND CONCLUSIONS

In this article we have examined the behavior of guided
elastic waves in the presence of rough surfaces. These inves-
tigations have led to a broader understanding of the phenom-
enology of rough-surface interactions with elastic guided
waves. Extensive measurements in immersion, contact mode,
and with a knife-edge coupler demonstrate the wide range of
physical behavior of elastic guided waves and their depen-
dence on the condition of the guiding surfaces.

Comparisons between predictions of the simple rough-
surface plate wave model and experimental data demonstrate
surprisingly good agreement in most of the parameter space
we have investigated, except in the vicinity of the critical
angles. We have found how to configure experimental con-
ditions to maximize the rough-surface damping contrast, by
measuring below and above the compressional critical angle.
As well, we have seen that conventional testing methods
would be of little use in developing procedures to reveal the
presence of weak, hidden roughness~corrosion! in plate-like
structures. For contact mode coupling, we have demonstrated
that accurate quantitative results can be deduced from the
data and that these results agree rather well with the predic-
tions of our simple model in all technologically significant
regimes of the phenomenon.

One principal shortcoming of the model is the absence
of its dependence on the roughness correlation lengthL. The
influence of this parameter should grow as the plate thick-
nessd decreases, as suggested by some recent work.14 These
additional effects are not included in the phase-screen ap-
proximation, and the influence of these parameters on guided
wave propagation in rough plates needs yet to be studied.
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A perturbation method for the modes of cylindrical acoustic
waveguides in the presence of temperature gradients
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This paper concerns itself with how the cut-off frequencies and modal shapes of cylindrical acoustic
waveguides are altered by the presence of temperature gradients induced by an applied temperature
distribution along the duct walls. A physical model is first formulated which incorporates an
inhomogeneous sound speed as well as a density gradient. The associated mathematical model is
then a generalized eigenproblem. This is then discretized via the control region approximation~a
finite difference scheme! yielding a generalized matrix eigenproblem. Under the assumption that the
boundary temperature distribution is nearly constant, we apply a procedure of Schro¨dinger to
express the propagation constants and modal functions as perturbation series whose successive
terms can be generated recursively. The case of a rectangular duct with temperature variations in the
cross section is considered in detail. All numerical computations are performed usingMATLAB ©.
© 1997 Acoustical Society of America.@S0001-4966~97!00507-9#

PACS numbers: 43.20.Mv@JEG#

INTRODUCTION

The modal propagation characteristics of cylindrical
acoustic waveguides at constant temperature have been in-
vestigated analytically for canonical duct cross sections such
as rectangular and circular1 and numerically for general sim-
ply connected cross sections.2 However, if there is a tem-
perature variation across the duct, then these analyses are
inadequate. This is due to the inhomogeneous sound speed
and density gradient induced by such a temperature distribu-
tion.

Such temperature variations occur in the exhaust sys-
tems of vehicles where the bottom portion of the waveguide
is in direct contact with the ambient atmosphere while the
upper portion is either near or in contact with the body of the
vehicle which is, of course, at a different temperature. As we
shall show by our subsequent analysis, such an induced tem-
perature perturbation across the waveguide can significantly
alter the modal characteristics of the exhaust system with a
consequent reduction in its overall effectiveness at suppress-
ing selected acoustic frequencies.

In ocean acoustics,3 both depth- and range-dependent
sound speeds are typically considered. Density gradients are
usually ignored since the spatial scale of such variations is
much larger than the wavelength of the acoustic disturbance.
The same situation obtains in atmospheric propagation.4 Un-
like such ocean and atmospheric waveguides, the ducts under
consideration in this paper are fully enclosed and hence den-
sity gradients must be accounted for.

The present study will commence with the formulation
of a physical model which includes both an inhomogeneous
sound speed and a density gradient across the duct. We will
confine our attention to small perturbations of an isothermal
ambient state.

The corresponding mathematical model will involve a
generalized Helmholtz operator whose eigenvalues~related
to the cut-off frequencies! and eigenfunctions~modal shapes!

are to be determined. This continuous problem is discretized
via the control region approximation5 ~a finite difference pro-
cedure! resulting in a generalized matrix eigenvalue prob-
lem.

A perturbation procedure, originally developed by
Schrödinger6 and previously applied to uniform
waveguides,7 is invoked to produce perturbation expansions
for the aforementioned eigenvalues and eigenvectors. In turn,
this permits the development ofanalytical expressions for
dispersion curves and cut-off frequencies.

This procedure is illustrated for the case of a rectangular
duct with an applied parabolic temperature profile along its
lower wall. All numerical computations were performed us-
ing MATLAB ©.

I. FORMULATION

With reference to Fig. 1, we consider the acoustic field
within an infinitely long, hard-walled, cylindrical tube of
general cross section,V. The analysis of the propagation
characteristics of such an acoustical waveguide typically pro-
ceeds by assuming a constant temperature throughout the
undisturbed fluid.

However, in the present study, we permit a small tem-
perature perturbation about the average cross-sectional tem-
perature

T̂~x,y;e!5T̂0@11e f ~x,y!#, ~1!

where**V f (x,y)dA50 ande is small.
This temperature perturbation is due to an applied tem-

perature distribution along the walls of the duct

DT̂50 in V, T̂5Tapplied on ]V, ~2!

where, here as well as in the ensuing analysis, all differential
operators are transverse to the longitudinal axis of the wave-
guide. Consequently,“( f n)5n fn21(“ f ) andD( f n)5n(n
21) f n22(“ f •“ f ).
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This small temperature variation across the duct will
produce inhomogeneities in the background fluid density

r̂~x,y;e!5
1

R
•

p̂~e!

T̂~x,y;e!
5

1

RT̂0
•

p̂~e!

@11e f ~x,y!#
~3!

and sound speed

c25RT̂~x,y;e!5c0
2@11e f ~x,y!#. ~4!

The self-consistent governing equation for the acoustic
pressurep with frequencyv and propagation constantb is8

“•S r̂0
r̂

¹pD1
r̂0
r̂ S v2

c2
2b2D p2

r̂0
r̂
“•S 1r̂ ¹r̂ D p

50 in V,
]p

]n
50 on ]V ~5!

assuming that the fluid is at rest~the cut-off frequencies are
unaltered by uniform flow down the tube!.15 In what follows,
it is important to preserve the self-adjointness of this equa-
tion.

II. PERTURBATION PROCEDURE

We now expand the pressure in a perturbation series in
the small parametere

p̂~e!5 (
n50

`

enp̂n , ~6!

which induces a corresponding perturbation expansion for
the density

r̂5 r̂0@11e~A12 f !1e2~A22A1f1 f 2!

1e3~A32A2f1A1f
22 f 3!1•••#, ~7!

wherer̂0 :5 p̂0 /(RT̂0) andAn :5 p̂n / p̂0 .
By invoking conservation of mass,M :5**Vr̂(x,y;e)

3dA must be independent ofe which together with
**V f dA50 implies thatA150, A252(**V f

2 dA)/AV ,
A35(**V f

3 dA)/AV . Thus

r̂5 r̂0@12e f1e2~A21 f 2!1e3~A32A2f2 f 3!1•••#,
~8!

1

r̂
5

1

r̂0
@11e f2e2A22e3~A21A3!1•••#, ~9!

“ r̂5 r̂0@2e1e2~2 f !1e3~2A223 f 2!1•••#“ f ,
~10!

1

c2
5

1

c0
2 @12e f1e2f 22e3f 31•••#. ~11!

Inserting these expansions into Eq.~5! results in

Dp1e“•~ f“p!1e2@a2~Dp1k0
2p!2~“ f •“ f !p#

1e3@a3~Dp1k0
2p!1a2“•~ f“p!1~ f“ f •“ f !p#

1•••5lp, ~12!

where the wave number isk0
2:5v2/c0

2 and l:5b22k0
2,

a2 :5A2 , a352A3 . It is interesting to note that the 2nd
and 3rd terms of Eq.~5! make noO(e) contribution and thus
are of ‘‘higher order’’ than the 1st term of that equation.

If we discretize Eq. ~12! using the control region
approximation5 ~finite differences!, we obtain the matrix
generalized eigenvalue problem

Ap1eCp1e2@a2~A1k0
2B!1D1#p1e3@a3~A1k0

2B!

1a2C1D2#p5lBp, ~13!

whereA is symmetric and nonpositive-definite,C is sym-
metric,B is positive and diagonal, and bothD1 andD2 are
diagonal.

We next apply the perturbation procedure of
Schrödinger6 to construct expansions

l~e!5 (
n50

`

enln , p~e!5 (
n50

`

enpn , ~14!

the convergence of which are studied in Ref. 9.
Here we assume thatl0 is a simple eigenvalue with

corresponding eigenvectorp0 for the unperturbed problem

Ap05l0Bp0 ~15!

which can be determined by the procedure of Ref. 2. An
eigenvalue of multiplicitym would entail an expansion in
e1/m.10 As will be evident in what follows, our approximation
scheme is greatly enhanced by the symmetry ofA.11

FIG. 1. Waveguide cross section.

FIG. 2. Temperature perturbation profile.
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Inserting the expansions, Eq.~14!, into the eigenprob-
lem, Eq.~13!, collecting terms, and equating coefficients of
like powers ofe results in

~A2l0B!p050, ~16!

~A2l0B!p15l1Bp02Cp0 , ~17!

~A2l0B!p25l2Bp01l1Bp12Cp1

2@a2~A1k0
2B!1D1#p0 , ~18!

~A2l0B!p35l3Bp01l2Bp11l1Bp22Cp2

2@a2~A1k0
2B!1D1#p12@a3~A1k0

2B!

1a2C1D2#p0 , ~19!

and so forth. Alternatively, we could have inserted the ex-
pansions, Eq.~14!, into the continuous Eq.~12! and then
discretized via the control region approximation with the
same end result, Eqs.~16!–~19!.

Equation ~16! together with the normalization
^p0 ,Bp0&51 yieldsl05^p0 ,Ap0&. Note that (A2l0B) is
singular~in fact, its nullity is one by assumption! and that the
symmetry ofA implies that the right-hand side of Eq.~17!
must be orthogonal top0 producing

l15^p0 ,Cp0&. ~20!

Thus the symmetry ofA has producedl1 withoutcalculating
p1 . Note that this first-order correction is independent of the
frequency. SinceC is indefinite,l1 may be either positive or
negative. As a result, this perturbation procedure provides
neither lower nor upper bounds on the eigenvalues.

However, in order to proceed any further, we must cal-
culatep1 from Eq. ~17! by performing theQR factorization
of (A2l0B) and then employ it to produce the minimum-
norm least-squares solution,q, to this rank-deficient

system.12 We then definep1 :5q2^q,Bp0&p0 producing
^p1 ,Bp0&50 which simplifies subsequent computations.

The knowledge ofp1 , together with the symmetry of
A, permits the computation ofbothl2 andl3 :

l25a2k0
21l̂2 , l35a3k0

21l̂3 , ~21!

l̂25^p0 ,Cp11~a2A1D1!p0&, ~22!

l̂35^p1 ,~C2l1B!p1&1^p0,2~a2A1D1!p1

1~a3A1a2C1D2!p0&. ~23!

In evaluating the required inner products, we benefit greatly
from the sparsity ofA and C and the diagonality ofB,
D1 , andD2 .

We can continue indefinitely in this fashion, with each
succeeding term in the expansion forp producing the next
two terms in the expansion forl. If we had reduced this to a
standard eigenvalue problem through multiplication of Eq.
~13! by B21, we would have destroyed the symmetry of the
operators and sacrificed this substantial economy of compu-
tation. Also, note that only a singleQR factorization is re-
quired to produceall of the modal corrections,pn .

III. EXAMPLE

We now apply the above perturbation procedure to an
analysis of the modal characteristics of a 1035 rectangular

FIG. 3. ~0,1!-mode~hard wall!.

FIG. 4. e511 ~heated wall!.

FIG. 5. e521 ~cooled wall!.

TABLE I. Computed modal eigenvalue corrections.

Mode l0 l1 l̂2 l̂3

~1,0! 20.0987 20.0166 20.1359 20.1359
~0,1! 20.3948 0.0126 20.1941 0.1077
~1,1! 20.4935 0.0552 20.2192 0.0568
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duct ~for which the unperturbed eigenvalues and eigenvec-
tors are available13! with the lower wall subjected to the
parabolic temperature profile

Tb51116S x10D S 12
x

10D ~24!

while the other three walls are set toTb51. We then solve
DT50 subject to this boundary condition, calculateTavg,
and define

f ~x,y!5
T~x,y!

Tavg
21, ~25!

which is displayed in Fig. 2.
This yieldsa250.2108 anda3520.08813. In this and

subsequent computations, which were performed using
MATLAB ©, a coarse 939 mesh and a fine 17317 mesh were
employed. These results were then enhanced using Richard-
son extrapolation.14

We compute the cut-off frequencies by setting to zero
the expression for the dispersion curves,b25k0

21l, produc-
ing

vc
2

c0
2 52

l01el11e2l̂21e3l̂31O~e4!

11e2a21e3a31O~e4!
. ~26!

Note that the denominator@corresponding to the frequency-
dependent portion ofl~e!# is independent of the mode num-
ber.

Table I displays the computed eigenvalue corrections for
the three lowest-order modes. Figure 3 shows the unper-
turbed~0,1! mode while Figs. 4 and 5 show this same mode
with a heated/cooled lower wall, respectively. Figure 6 dis-
plays the cut-off frequencies for these same modes ase var-
ies.

IV. CONCLUSION

In the preceding sections, we have presented a perturba-
tion procedure for the modal characteristics of cylindrical
acoustic waveguides in the presence of temperature gradients
induced by an applied temperature distribution along the
walls of the duct. Rather than simply making the sound
speed spatially varying, as is done in atmospheric propaga-
tion and underwater acoustics, we have been careful to uti-
lize a self-consistent physical model since we have dealt here
with a fluid fully confined to a narrow region.

We have also taken great pains to preserve the self-
adjointness inherent in our governing wave equation. This in
turn leads to a symmetric generalized eigenvalue problem.
As a consequence of this special care, we have been able to
produce athird-order expression for the cut-off frequencies
while only requiring afirst-order correction to the modes.

We have presented a detailed numerical example in-
tended to intimate the broad possibilities offered by the re-
sulting analytical expressions for cut-off frequencies and
modal shapes. These include shifting of cut-off frequencies
and shaping of modes. In point of fact, one could now pose
the inverse problem: What boundary temperature distribution
would produce prescribed cut-off frequencies?
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for n-duct configuration
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The classical two-duct Herschel–Quincke tube is generalized to ann-duct configuration. A
closed-form expression is developed for the transmission loss characteristics, as well as for the
resonance locations. While the results are illustrated in the present study in terms of three-duct
configurations alone and in comparison with the two-duct arrangements, the developed expressions
hold for any number of ducts and cross-sectional area combination. ©1997 Acoustical Society of
America.@S0001-4966~97!00107-0#
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LIST OF SYMBOLS

A area
c speed of sound
i imaginary unit,A21
k wave number,v/c0
l length
n number of parallel ducts
p acoustic pressure
T transfer matrix
TL transmission loss

v acoustic volume velocity

Greek symbols
r density
v angular frequency

Subscripts
d downstream of a duct
j duct index
o outlet
u upstream of a duct
0 mean value

INTRODUCTION

The classical Herschel–Quincke tube consists of a par-
allel connection of two pipes. While the origin dates back to
Herschel~1833! and Quincke~1866!, the working mecha-
nism was quantitatively described first by Stewart~1928! and
later by Stewart and Lindsay~1930!. Rayleigh’s interpreta-
tion of this classical configuration is as follows~1945!:
‘‘Other examples of the absorption of sound by resonators
are afforded by certain modifications of Herschel’s interfer-
ence tube used by Quincke to stop tones of definite pitch
from reaching the air.’’ Later a referral is made by Davis
et al. ~1954! and a presentation by Hixson and Kahlbau
~1963!. Recently, a study by Selametet al. ~1994! presented
an analytical expression for the transmission loss and reso-
nance behavior for the classical configuration, and compared
the predictions to computational and experimental results.
Since the appearance of this recent work, somewhat related
studies have been brought to the attention of the present
authors. These include the interesting works of Fuller and
Bies ~1978, 1979!; DePollier et al. ~1990!; and Chen and
Hastings~1994!. In the first publication, Fuller and Bies in-
vestigated the effect of a crescent shaped center-body fitted
into a right-angled bend in a duct system. This attenuator
works based on the principle of relative mean path differ-
ence, which clearly resembles the classical Herschel–
Quincke tube. In the second paper, they introduced the effect
of flow. DePollier et al. attacked the wave propagation in
2-D lattices. Chen and Hastings investigated a variation to

the Herschel–Quincke tube, where a half-wavelength flex-
ible tube~tuning cable! inside the hydraulic line replaced the
external side branch. They examined the ability of this de-
sign to reduce fluid-borne noise in power steering hydraulic
transmission lines. Numerous works also deserve to be fur-
ther credited for referrals to or brief explanations on the clas-
sical design, including Stewart’s brief article supplemented
by H. S. Uhler~1945! which was overlooked by the authors
earlier; Luxton~1968! and Rostafinski~1991!.

The classical configuration and its modifications have
also been suggested by numerous inventors to suppress the
exhaust noise from internal combustion engines. The result-
ing patents include the variations proposed by Holmes
~1926!, Brice ~1929!, and Smith~1935! earlier, and Ohashi
~1981!, Sun~1987!, and Feuling~1991! more recently. These
patents were intuitively based on the original concept of Her-
schel, which was to blend two out of phase sounds at the
same frequency. While some suggested two ducts, patents
also included three, four, six~and more! parallel duct com-
binations, and a pair of two ducts.

While the basic attenuation and resonance behavior of
two duct combination is now well-established analytically,
the need exists to extend this treatment to multiple ducts—
more than two, and if possible, to ‘‘n’’ number of ducts,
wheren may be an arbitrarily large number. The objective of
the present study is to generalize the classical two-duct
Herschel–Quincke treatment to ann-duct configuration. A
closed-form expression is developed for the transmission
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loss characteristics and the resonance locations of this gen-
eralized silencer. These expressions are expected to eliminate
the guesswork in determining the acoustic performance of
the Herschel–Quincke-like configurations with an arbitrary
number of parallel pipes.

The study consists of four sections: Following this In-
troduction, the closed-form expression for transmission loss
of a Herschel–Quincke tube generalized forn arbitrary ducts
is developed, in combination with a new expression for the
resonance locations. Then, the predictions are illustrated in
terms of three-duct configurations and in comparison with
the two-duct arrangements. The study is concluded with
some final remarks.

I. THEORY

The modified Herschel–Quincke tube has ‘‘n’’ parallel
ducts connecting the inlet and the outlet ports~see Fig. 1!.
Assuming plane-wave propagation, the state variables up-
stream of the inlet junction and the state variables down-
stream of the outlet junction are related by

H puvuJ 5@T#H pdvdJ , ~1!

wherep is the acoustic pressure,v is the acoustic volume
velocity, T is the transfer matrix, and subscripts ‘‘u’’ and
‘‘ d’’ denote, respectively, the junctions upstream and down-
stream of then-pipe modified Herschel–Quincke tube. Simi-
larly, the state variables at the two ends of each duct are
related by

H pjuv ju
J 5F coskl j i

r0c0
Aj

sin kl j

i
Aj

r0c0
sin kl j coskl j

G H pjdv jd
J ,

j51,2,3,...,n, ~2!

where k5v/c0 is the wave number,v is the angular fre-
quency,r0 is the density,c0 is the speed of sound, andl j and
Aj are the length and the cross-sectional area, respectively,
of duct j . Here, ‘‘ju ’’ and ‘‘ jd ’’ denote the two ends of duct
j ~see Fig. 1!.

Conditions of pressure equilibrium and conservation of
volume velocity ~assuming uniform density! at junction
‘‘ u’’ and ‘‘ d’’ yield

pu5p1u5p2u5p3u•••5pnu , ~3!

and

vu5v1u1v2u1v3u1•••vnu ~4!

for junction ‘‘u, ’’ and

pd5p1d5p2d5p3d•••5pnd ~5!

and

vd5v1d1v2d1v3d1•••vnd ~6!

for junction ‘‘d. ’’ Combining Eqs.~2! and ~3! results in

v jd52 i
Aj

r0c0
S coskl12coskl j

sin kl j
D pd

1
Aj

A1
S sin kl1sin kl j

D v1d , j52,3,...,n. ~7!

Substituting Eq.~7! into Eq. ~6! gives

vd52
i

r0c0
F (
j52

n
Aj~coskl12coskl j !

sin kl j
Gpd

1
sin kl1
A1

S (
j51

n
Aj

sin kl j
D v1d . ~8!

In view of Eqs.~2!, ~3!, and~5!,

pu5~coskl1!pd1 i
r0c0
A1

~sin kl1!v1d . ~9!

Eliminating v1d from Eqs.~8! and ~9! results in

pu5T11pd1T12vd , ~10!

where

T115
( j51
n Aj~coskl j /sin kl j !

( j51
n ~Aj /sin kl j !

, ~11!

and

T125
ir0c0

( j51
n ~Aj /sin kl j !

, ~12!

which are two of the four matrix elements needed in Eq.~1!.
The remaining two matrix elements may be obtained simi-
larly. Thus, from Eqs.~2!, ~4!, ~7!, and~8!,

vu5T21pd1T22vd , ~13!

where

T215
i

r0c0
(
j51

n

Aj sin kl j

2
i

r0c0
(
j52

n

Aj

coskl j
sin kl j

~coskl12coskl j !

1
i

r0c0

( j51
n Aj~coskl j /sin kl j !

( j51
n ~Aj /sin kl j !

3S (
j52

n
Aj~coskl12coskl j !

sin kl j
D , ~14!

and

FIG. 1. Schematic of modified Herschel–Quincke tube withn ducts.
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T225
( j51
n Aj~coskl j /sin kl j !

( j51
n ~Aj /sin kl j !

. ~15!

Equation~14! may be rearranged further as

T215
i

r0c0
(
j51

n
Aj

sin kl j
2

i

r0c0

3S ( j51
n Aj~coskl j /sin kl j !

( j51
n ~Aj /sin kl j !

D (
j51

n
Aj coskl j
sin kl j

.

~16!

Now all four components of the overall transfer matrix de-
fined by Eq.~1! are expressed in closed form by Eqs.~11!,
~12!, ~15!, and~16!.

The expression for the transmission loss~TL! in terms of
the transfer matrix elementsTi j ’s is given by

TL520 log10U12 S T111 Ad

r0c0
T121

r0c0
Au

T21

1
Ad

Au
T22DAAu

Ad
U. ~17!

If the areas of the inlet and outlet ducts are the same,
i.e., Au5Ad , the following expression for the transmission
loss can be deduced from Eqs.~11!, ~12!, ~15!, ~16!, and
~17!:

TL520 log10U i

2Au
F (
j51

n
Aj

sin kl j

1
~Au2 i( j51

n Aj coskl j /sin kl j !
2

( j51
n Aj /sin kl j

GU ~18!

with resonances occurring when

(
j51

n
Aj

sin kl j
50. ~19!

Stewart~1945! reported a similar resonance criterion for a
two-duct system. A formal proof for the two-duct system
was later presented by Selametet al. ~1994!.1

For the two-duct configuration, Eq.~18! can be shown to
be identical to Eq.~8! of Selametet al. ~1994! if the follow-
ing substitution is made:

a j5
e2 ikl j

12e22ikl j
, f j5

11e22ikl j

12e22ikl j
, n52. ~20!

For the special case of equall j ’s, that is, l 15 l 25 l 35•••
5 l n5 l , the expression for transmission loss, Eq.~18!, re-
duces to

TL510 log10@11 1
4~m21/m!sin2 kl#, ~21!

where the area ratiom5( j51
n Aj /Au . This expression is

identical, as expected, to that of the simple expansion cham-
ber by Daviset al. ~1954!. The next section provides illus-
trative examples from a three-duct Herschel–Quincke tube,
coupled with some comparisons to two-duct classical con-
figuration.

II. RESULTS

The presence of numerous resonances, as dictated by
Eq. ~19!, complicates the attenuation behavior of even the
two-duct classical Herschel–Quincke tube. The increasing
number of ducts will clearly lead to more complex attenua-
tion patterns. As a result, it becomes more difficult to choose
a combination of duct dimensions to illustrate the overall
characteristics of modified Herschel–Quincke structures with
n ducts, and to arrive at general conclusions. The objective
of the present section is to select some interesting combina-
tion of dimensions and point out some of the typical behav-
ior. In view of practically infinite possibilities and variations
with the dimensions and the number of ducts, the present
study confines the illustration to three-duct structures with
some discrete duct lengths and diameters. Nevertheless, the
analytical expressions developed in this study, including Eqs.
~17! or ~18!, coupled with Eq.~19!, are expected to enable
the reader to perform calculations for any arbitrary configu-
ration.

For all the figures illustrated in this paper the diameter
of the ducts upstream of the inlet junction and downstream
of the outlet junction are, respectively,du50.05 m anddd
50.05 m. Also, the following default values are used for
various parameters:d15d25d350.05 m, l 150.4 m, and
l 25 l 350.8 m. Thus while holding all diameters the same,
the lengths of the second and third ducts are specified as
twice the length of the first duct. The variation of transmis-
sion loss as a function of frequency for a three-duct modified
Herschel–Quincke tube with the default dimensions is
shown in Fig. 2. This configuration exhibits frequency bands
where the transmission loss is high. The corresponding reso-
nance frequencies may be determined from Eq.~19! as
428.75 and 1286.25 Hz, for the first and second peaks, re-
spectively. Secondary peaks associated with a broadband
transmission loss behavior may also be observed in the same
figure. The width of the attenuation bands near resonances is
considerable, which may prove to be useful in noise control.
This particular plot is superimposed in a number of

FIG. 2. Transmission loss characteristics of a three-duct Herschel–Quincke
tube ~d15d25d350.05 m, l 150.4 m, andl 25 l 350.8 m!.
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figures that follow to provide a common basis for compari-
son.

The TL characteristics of the three-duct Herschel–
Quincke tube is shown in Fig. 3 for two different values of
the diameter of one of the ducts, that is, ford350.025 m and
d350.05 m. Note that the curve represented by the solid line
is identical to that shown in Fig. 2, as indicated earlier. Low-
ering the diameter broadens the resonant frequency band and
introduces local TL minima in the neighborhood of reso-
nance. Increasing the duct diameter increases the TL of the
secondary peaks. The effect of varying the length of one of
the ducts, sayl 3 , from its default value of 0.8 to 1.0 m, on
the TL behavior, is shown in Fig. 4. Increasing the length of
the duct shifts the peaks and introduces secondary reso-
nances.

Figure 5 illustrates the effect of changing the diameter of
two ducts, sayd2 and d3 , from their default values ofd2
5d350.05 m tod25d350.025 m, on the TL characteris-
tics. Increasing the duct dimensions significantly enhances
the transmission loss. Similarly, the effect of changing the

length of two ducts, that is,l 2 and l 3 from their default
values tol 25 l 350.4 m andl 25 l 351.0 m, on the TL be-
havior is depicted in Fig. 6. The dashed line corresponds to
the TL of an expansion chamber@see Eq.~21!#. The expan-
sion chamber can be seen to be inferior in overall perfor-
mance to the modified Herschel–Quincke tube.

Figures 7 and 8 compare the attenuation and resonance
behavior of the foregoing three-duct arrangement to that of
the classical two-duct Herschel–Quincke tube for two differ-
ent values of the diameter of duct 2, that is, ford2
50.05 m ~default! andd250.025 m, respectively. The dif-
ference in the performance of the two-duct and three-duct
Herschel–Quincke tubes is significant. However, this differ-
ence seems to decrease with increasing duct diameter. The
comparison of the attenuation and resonance behavior of the
three-duct and the classical Herschel–Quincke tube in Fig. 9
for l 251.0 m to that of Fig. 7 forl 250.8 m illustrates the
increasing complexity and the differences with changing
length.

FIG. 3. Effect of duct diameter on transmission loss~d15d250.05 m, l 1
50.4 m, andl 25 l 350.8 m!.

FIG. 4. Effect of duct length on transmission loss~d15d25d350.05 m,
l 150.4 m andl 250.8 m!.

FIG. 5. Effect of changing the diameter of two ducts on the transmission
loss ~d150.05 m, l 150.4 m, andl 25 l 350.8 m!.

FIG. 6. Effect of changing the length of two ducts on the transmission loss
~d15d25d350.05 m and l 150.4 m!.
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III. CONCLUDING REMARKS

The present study has generalized the treatment of the
classical two-duct Herschel–Quincke tube to ann-duct con-
figuration. A closed-form expression has been developed for
the transmission loss characteristics, as well as for the reso-
nance locations. Due to a prohibitive number of variations,
the results are illustrated only in terms of three-duct arrange-
ments, along with a comparison to two-duct configurations.
However, the expressions developed in the study are valid
for any number of ducts and cross-sectional area combina-
tion, including that of inlet and outlet ducts. Thus, the meth-
odology and the equations derived in this paper are expected
to be useful in examining the attenuation behavior of these
structures in noise control applications.
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In this paper a time-domain numerical model for describing the presence of vorticity and entropy
boundary layers is introduced. The boundary model can be inserted in acoustic time-domain models
such as the finite-difference time-domain~FDTD! model for studying the acoustic behavior of
high-quality resonator structures. The main focus in deriving the model is on numerical efficiency.
Boundary layer theory is reviewed to obtain a three-dimensional formulation of its influence on
FDTD equations that must be applied in boundary discretization cells. TheAv dependence that is
encountered is approximated in time domain in such a way that no numerical convolution is
required. Although this approximation is rather inaccurate, it is sufficient for most applications and
introduces almost no extra computational effort. Several numerical examples illustrate the
applicability of the model. ©1997 Acoustical Society of America.@S0001-4966~97!05507-0#

PACS numbers: 43.20.Px, 43.20.Mv, 43.30.Gv@JEG#

INTRODUCTION

In highly resonant acoustic structures such as Helmholtz
resonators, long hard ducts, strongly resonant enclosures,
etc., absorption caused by the medium itself becomes impor-
tant. In free air, molecular relaxation, viscosity and heat flux
are important. In the presence of hard boundaries, absorption
is often dominated by very thin layers near this boundary,
called vorticity and entropy layers.1 These layers are natu-
rally incorporated in the solution of the wave equations that
include viscosity and heat flux if appropriate boundary con-
ditions are imposed. Solving the equations numerically leads
to serious discretization problems because length scales of
acoustic effects are typically several orders of magnitude
larger than the boundary layer thickness. Using grid refine-
ment near the boundary can solve the problem to some ex-
tent, but numerical cost remains considerable. In this paper it
is therefore assumed that the boundary layer is much thinner
than the typical grid cell required for the acoustic simulation,
and a special boundary cell numerical model is introduced to
take into account the influence of both vorticity and entropy
layers.

First, boundary layer theory is reviewed. The math-
ematical theory starts from a formulation of the equations of
linear acoustics in terms of acoustic pressure fluctuationp,
acoustic density fluctuationr, and acoustic particle velocity
v. The equations include viscosity, heat flux, molecular rota-
tional relaxation and molecular vibrational relaxation. It is
preferred to stick with pressure and density to describe the
absorption effects rather than to switch to the more usual
entropy formulation for compatibility with linear acoustic
studies in lossless media. When the boundary layer assump-
tion is introduced in the derivation of the numerical model
that can be applied in a boundary cell, a full three-
dimensional description of boundary layer absorption
emerges naturally.

The equations for the boundary cells have an important
drawback. They include aAv frequency dependence. An
accurate transformation of this frequency dependence to time
domain introduces a convolution. In general, this convolu-

tion must be evaluated numerically for each time step. This
introduces an important calculation overhead. Recent papers
in the field of electromagnetics2,3 give some ideas on how to
approximately solve the problem. Here theAv frequency
dependence is approximated by a combination of frequency
domain functions that transform back to time-domain expres-
sions that can more easily be evaluated numerically. The
result is a numerical model for the boundary layer that re-
quires only a very limited amount of additional CPU time.

The examples given at the end of this paper are mainly
chosen to demonstrate the accuracy and applicability of the
new boundary layer numerical formulation.

I. MATHEMATICAL MODEL

A. Equations of linear acoustics

To study the influence of vorticity and entropy boundary
layers on the absorption of sound, an accurate free-field
mathematical model must be used as a starting point. It is
assumed that all boundaries of the acoustic environment that
are studied are acoustically hard and that no material other
than air is present in the simulation region. The frequency
range of interest corresponds approximately to the audible
frequency range. To cover this broad range several absorp-
tion mechanisms must be taken into account: fluid viscosity,
heat flux, molecular rotational relaxation and molecular vi-
brational relaxation. Fluid viscositym influences the linear-
ized Euler equation only.1,4 It now reads

r0
]v

]t
52“p1

m

3
“~“–v!1m¹2v, ~1!

where no static fluid flow is assumed,v is the acoustical
particle velocity,p is the acoustic pressure, andr0 is the
density of air. Pierce1 proves that the small departure of
translational and rotational molecular kinetic energy from
mutual thermodynamic equilibrium can be taken into ac-
count up to first order in acoustical quantities by introducing
a bulk viscositymB in Eq. ~1!. This gives
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r0
]v

]t
52“p1S mB1

m

3 D“~“–!1m¹2v. ~2!

The linearized conservation of mass equation is not changed
by introducing the absorption mechanisms that are under
consideration:

]r

]t
52r0“–v. ~3!

To take into account sound absorption by heat conduction in
the acoustic wave, nonadiabatic sound propagation must to
be studied. This is often done by introducing acoustic en-
tropy and temperature change as new variables.1 Because
sound pressure is much more often used for studying linear
sound propagation, the energy conservation equation was
transformed to a pressure equation that includes both the heat
conduction and vibrational molecular relaxation terms in
Ref. 4. In its linearized form the pressure equation reads

]p

]t
52gp0“–v1~g21!k¹2T2~g21!(

i

r0cv i
t i

3HT2E t

T expS t2t

t i
Ddt

t i
J , ~4!

whereg is the ratio of specific heats,p0 is the atmospheric
pressure,k is the coefficient of thermal conductivity, andT
is the gas temperature~with vibrational molecular states fro-
zen!. The summation is over all types of moleculesi present
in the air gas mixture. The vibrational specific heatcv i and
the vibrational relaxation timet i can be obtained from ab-
sorption measurements and are found in literature. Since
propagation Eqs.~3! and ~4! for acoustic density and pres-
sure are now different, acoustic density change will no
longer be proportional to acoustic pressure change. Using the
ideal gas law and the relationgp05r0c

2 between equilib-
rium pressure and equilibrium density, the gas temperature
can be calculated in first order approximation as

T5
p1p0

R~r1r0!
'

c2

gR
1

gp2rc2

gRr0
. ~5!

Introducing this approximate value forT in Eq. ~4! gives

]p

]t
52gp0“–v1

~g21!

gRr0
k¹2~gp2rc2!

2
~g21!

gR (
i

cv i
t i

H gp2rc22E t
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3expS t2t

t i
D dt

t i
J . ~6!

Since the absorption terms in Eq.~4! are small in free field
and sincer only influences the sound propagation through
T, it is safe to assumep5rc2 with first-order accuracy in the
acoustic quantities, away from any boundaries. This approxi-
mation will easily be verified numerically in Sec. III. Intro-
ducing this approximation in Eq.~6! results in

]p

]t
52gp0“–v1

~g21!2

gRr0
k¹2p

2
~g21!2

gR (
i

cv i
t i

H p2E t

p expS t2t

t i
Ddt

t i
J . ~7!

The set of equations~2! and ~7! is sufficient to calculate
sound propagation in free field, including all absorption
mechanisms mentioned above and contains onlyv andp as
unknown quantities. The numerical effort required to solve
the set of equations is reduced considerably by this last ap-
proximation.

B. Vorticity and entropy boundary layer formulation

For simulations in linear acoustics it is sufficient to im-
posev–n50 as a boundary condition when no absorption
mechanisms are taken into account in Eqs.~2! and~6!, where
n is orthogonal on the surface. When viscosity and heat con-
duction terms are added to the equations for linear acoustics,
assumptions must be made concerning tangential particle ve-
locity and fluid temperature on the hard boundary. Three
strategies can be considered:

~i! Real microscopic boundary conditions on a perfectly
hard and heat conducting boundary imply that the tangential
component of particle velocity is zero and the temperature
near the boundary is equal to the constant surface material
temperature. This approach implies that boundary layers are
fully calculated and requires a very important numerical ef-
fort.

~ii ! On the scale of acoustic wavelengths, boundary ef-
fects due to viscosity and heat conduction span only a very
small region. Therefore, they are neglected in many circum-
stances. A corresponding boundary condition is

]vt
]n

50 and
]T

]n
50, ~8!

where vt is the tangential component of particle velocity.
This approximation neglects all boundary absorption, which
is the major sound absorption mechanism for highly resonant
structures.

~iii ! An analytical approach can be used for describing
the vorticity and entropy boundary layers. The boundary
condition for the acoustic simulation that is derived from this
analytical approximation is the main subject of this paper.

The acoustic boundary layer theory1 is based on the as-
sumption that the solution of the full set of linear wave equa-
tions near a solid surface can be written as a superposition of
an acoustic mode, an entropy mode and a vorticity mode. A
solution for each of these fields is then found in the form of
a plane wave: Re„c exp(2jvt1jk–r )…, wherev is the pul-
sation,k is the wave vector, andr is the spatial coordinate.
For the vorticity and entropy part of the solution, the imagi-
nary part ofk is known to be quite large compared to the
acoustic wave number in air. This means that vorticity and
entropy fields must be localized near interfaces, surfaces and
sources.

Based on this traditional theory it is assumed in this
work that the total sound field very close to a flat acoustically
hard surface only changes considerably in the directionn,
which is orthogonal to this surface. As long as the boundary
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layer is very thin compared to the wavelength of the sound
and as long as the surface is flat on the same length scale,
this is a good approximation. It is the only initial assumption
that is made. The tangential velocityvt at the boundary can
be calculated by introducing this hypothesis in Eq.~2!. This
gives

r0
]vt~n!

]t
5m

]2vt~n!

]n2
; ~9!

and the corresponding plane wave solution has the dispersion
relation

kn
25 jv

r0
m
, ~10!

where kn is the orthogonal component of the wave vector
k. This dispersion relation, together with the condition that
vt50 on the hard surface, completely describes the vorticity
boundary field near the hard surface and will by used to
obtain a special boundary cell in the numerical model.

To find a similar relation for the other acoustic quanti-
ties, the assumption that fields only change considerably in

the n-direction is introduced in Eqs.~3! and ~6! and in Eq.
~2! for thevn component only. Remark that Eq.~7! cannot be
used since the assumptionp5rc2 is not valid in the bound-
ary region. The resulting set of equations can be written in
matrix form, where molecular relaxation effects have been
omitted for simplicity since they do not contribute substan-
tially to the boundary layer formation:

S r0
]

]t
2S mB1

4m

3 D ]2

]n2
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gp0
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]n
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gRr0
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]n2
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D S vnp
r
D 5S 00

0
D . ~11!

This set of equations has a nonzero solution only if the de-
terminant of the first matrix is zero. After replacing the time
derivative by2 jv and the spatial derivative byjkn , a dis-
persion relation can be obtained that is of fourth order in
kn and of third order inv. This equation can be solved for
kn
2 but the result is a rather complex function ofv. Taking
into account the fact thatm, mB andk are very small in air,
two approximate solutions are found:

kn
2'

v2

c2
and kn

2' jv
gRr0

~g21!k
. ~12!

The first relation describes the acoustic mode. Introducing
this relation in Eq.~11! approximately gives the plane wave
equations of linear acoustics with absorption neglected. The
second dispersion relation describes the entropy field. From
this relation and Eq.~11!, it can be concluded that the en-
tropy part of p must be very small. All field components
vn ,p, andr show the same exponential behavior determined
by thiskn in the entropy boundary region and so do all linear
combinations of these fields. Of particular interest for the
derivation of the numerical model is the combination
gp2rc2 which is proportional to the change in temperature
due to the sound wave as can be seen in Eq.~5!. If the
temperature of the hard surface can be assumed constant
~and equal to the equilibrium temperature!, then the quantity
gp2rc2 is also zero on the surface. This completely de-
scribes the entropy boundary field.

II. NUMERICAL MODEL

A. General formulation

The numerical approximation to Eqs.~2! and ~7! away
from any boundary is based on a finite-difference time-
domain~FDTD! discretization in a staggered grid.5,6 In this
paper the numerical approximation will be given in a Carte-
sian grid only. There is no fundamental problem in extending
the implementation to a more general grid. The grid is de-
scribed by the spatial stepsdx, dy, anddz and the time step
dt. In the following, a general spatial step is noted asda and
a spatial step orthogonal to a surface is noted asdn. Pressure
p is discretized in locations given by integer multiples of the
grid step; components of particle velocity are discretized in
three staggered grids obtained by shifting this grid in the
direction of the component that is considered, by half a grid
step. Discretized pressure and particle velocity are deter-
mined at intermediate time,t5l dt and t5(l 10.5)dt, re-
spectively.

The FDTD equations can be obtained by approximating
all derivatives in Eqs.~2! and~7! by finite differences using
a central difference scheme. An interesting alternative con-
sists in integrating the analytic equations over well-chosen
test volumes around the discretization locations. Suitable test
volumes for pressure and particle velocity are shown in Fig.
1. Each approach leads to the set of FDTD equations

FIG. 1. Test volumes related to the unit cell that can be used to derive the
FDTD equations.
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and

p[ l 11]5p[ l ]2gp0 dt c [ l 10.5]1
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with

c [ l 10.5]5(
a

va
[ l 10.5]~a1 1

2!2va
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, ~15!

xa
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where the indexl in square brackets is used for time dis-
cretization and where the spatial indices for the central pres-
sure discretization location are omitted and spatial translation
in thea-direction overda/2 is indicated as (a1 1

2). Summa-
tions overa run over the three Cartesian indices. A new
variableI t i

, that contains the time integration up to now, is

introduced. It can be calculated from the pressurep and its
previous value at each time step as will be shown in Eq.~22!.
It is well known that a central difference approximation
matches the staggered grid discretization completely for lin-
ear lossless sound propagation. Absorption terms in Eqs.
~13! and~14! conserve the spatial match but introduce a time
discretization mismatch; some quantities are needed at a mo-
ment in time where the are not calculated. An accurate and
stable way to resolve this mismatch consists in interpolating
linearly between the previously calculated value and the
value that is calculated in the current time step. The draw-
back of this approach is that it interrelates the FDTD equa-
tions at different spatial locations. This increases the compu-
tational effort needed to solve the system of equations at
each time step considerably. Since the terms involved are
much smaller than the major terms in the FDTD equations, a
less accurate approach seems sufficient. Two alternatives,
which have comparable numerical accuracy, were tested.
The first one consists in assuming that the unknown values
are the same as the valuedt/2 ago, which is known. The
second one consists in extrapolating linearly to the future.
The latter approach requires an increase in storage by about
50% but calculation time remains practically unchanged.
Mainly because of the storage requirement, the first approxi-
mation is preferred. Stability analyses cannot be performed
analytically. The approach is not unconditionally stable but
since constants involved in the additional terms in the stabil-

ity condition are always small, it can be assumed that the
stability condition for lossless sound propagation
cdt,(1/dx11/dy11/dz)21/2 is sufficient. This assumption
is validated experimentally.

B. Special boundary cell formulation

In FDTD simulation, grid cells typically have a diameter
that is about one tenth of the wavelength of the highest fre-
quency of interest. In air, vorticity and entropy boundary
effects typically span only a much smaller range even for the
highest frequencies of interest. Therefore it is useful to try to
incorporate the influence of the whole boundary layer on
sound propagation in a single layer of special boundary cells.
The derivation of the special FDTD equations for the bound-
ary cell starts from Eqs.~2! and~6!. These equations include
first and second order derivatives of the unknown quantities.
Only the derivatives orthogonal to the boundary are impor-
tant if the boundary layer conditions stated in Sec. I B are
fulfilled. The treatment of all field quantities is very similar.
Therefore a description for a general fieldJ is given first.
The field is assumed to be zero on the surface and to increase
approximately exponentially away from the surface, so in the
frequency domain

J~n!'J0~12ejknn!, ~17!

wherekn is the appropriate root from Eq.~10! or ~12! and
J0 is a constant. The discrete fields introduced in the previ-
ous section are easily interpreted as average values over the
volume or surface of an elementary cell. SinceJ is assumed
to be constant in a plane parallel to the boundary, only an
average over then-direction will be important. Ifdn is the
grid step in then-direction this leads to
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where the last approximations are based on the assumption
that jkndn has a very large negative real part. This is the
case if the grid cell is much larger than the boundary layer
thickness. The first two relations in Eq.~18! can very easily
be transformed back into time domain. The third relation
poses a problem since both entropy layer and vorticity layer
dispersion relations introduce aAv frequency dependence
throughkn .

Transforming this frequency dependence back to time
domain is not an easy task. Recently Szabo7 obtained a para-
bolic wave equation for lossy media obeying a general fre-
quency power law. For the special case studied here~power
1
2!, his result requires a convolution in time domain with
t23/2. The numerical implementation of this convolution re-
quires a serious calculation effort at each time step and an
important amount of additional storage. A less accurate, but
more efficient approximation is required.

A time-domain approximation corresponding to theAv
dependence is obtained as a combination of a number of
functions that can easily be implemented in time domain. In
general the time-domain simulation is used to study signals
that have a limited frequency content. Typically a frequency
range of about one octave around a known central frequency
f 0 is sufficient. Furthermore it is imposed that the absorption
part of the approximation should not drop to zero at higher
frequencies. High frequencies are not modeled accurately
and some nonphysical absorption that eliminates them is ap-
preciated. This is especially true if nonlinear effects are taken
into account. Finally, the phase part can be approximated
less accurately than the absorption part.

Frequency dependence that is easily implemented in
time-domain models are low order integer powers ofjv or
1/jv, and 1/(a2 jv) which correspond to time derivatives,
time integrations and a convolution with an exponential de-
cay function in time domain, respectively. A comparison of
different linear combinations of these basis functions learns
that

2 jAjv'C
jv

jv21/t0
~19!

is a reasonable choice. In this approximationt0 is a relax-
ation parameter andC is a multiplier that can be used to tune
the approximation. Figure 2~a! shows real and imaginary
parts of the approximate frequency dependence for a fitted
parameter sett051.2/v0 andC51.2Av0. The stars on the
v axes of this figure are the limits of the octave band around
v0. For comparison a similar accuracy estimate is shown in
Fig. 2~b! for Szabo’s approach. A not sophisticated numeri-
cal integration based on the last 128 and 16 samples is used
to evaluate the convolution. If sufficient samples are used

this approximation becomes very accurate as can be ex-
pected.

Based on the above approximation, the last equation of
~18! can now be transformed back to time domain. Using the
vorticity dispersion relation in Eq.~10! this leads to

1

dnE0
dn]2j~n,t !

]n2
dn'2

C

dn
Ar0

m S j0~ t !

2
1

to
E

2`

t

j0~t!e~t2t !/t0 dt D , ~20!

wherej(n,t) and j0(t) are the time domain equivalents of
J(n) andJ0. To calculate the time integration numerically,
a recursion formula can be found from

1

to
E

2`

t1dt
j0~t!e~t2~ t1dt !!/t0 dt

'j0S t1 dt

2 D ~12e2dt/t0!

1e2dt/t0/toE
2`

t

j0~t!e~t2t !/t0 dt, ~21!

wherej0 was assumed constant over a time intervaldt. If the
value of the integration up tot5l dt is stored in the vari-
ableI t0

[ l ] then the discrete form of Eq.~21! can be written as

FIG. 2. Approximated frequency dependence~a! for the approximation used
in this work ~squares!, ~b! for the convolution approach using 128~squares!
and 16~circles! past values; full line shows real part, dashed line shows
imaginary part; stars limit one octave band

174 174J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 D. Botteldooren: Time-domain simulations



I t0
[ l 11]5j0

[ l 11/2]~12e2 dt/t0!1e2dt/t0I t0
[ l ] . ~22!

Special boundary cell FDTD equations can now be de-
rived from Eqs.~2! and ~6!. Relevant changes to the FDTD
Eqs. ~14! and ~13! can most easily be found by integrating
~or averaging! the relevant acoustic equation over a well-
chosen test volume. For the pressure equation~6! this test
volume is the beam with dimensionsdx, dy, anddz spanned
around the discretization point~Fig. 1!. At the left hand side
of this equation, the pressure is averaged over the test vol-
ume. Equation~18! learns that this average is approximately
equal to the value away from the boundary layer. The first
term on the right hand side contains an integration of“–v,
which can be transformed to an integration of the orthogonal
component ofv over the closed surface of the test volume.
On the different flat sub-surfaces this integration equals the
unknown components of the particle velocity, which include
entropy and vorticity fields. In particular on the hard surface
vn50 can be used to first order. The summation over mo-
lecular vibration resonances contains only averaging ofp
and r over the test volume. They can be approximated as
shown in Eq.~18! by the value away from the boundary.
Therefore it is also possible to calculater in this part of the
equation by using the relationp5rc2. The second term on
the right-hand side contains an average of¹2(gp2rc2)
over the test volume. As was argued in Section I B,
(gp2rc2) changes primarily in the direction orthogonal to
the boundary so the derivatives parallel to this boundary can
safely be neglected compared to the orthogonal derivative.
The average of the second order derivative orthogonal to the
boundary of (gp2rc2) can be calculated by substituting
j(n,t) by (gp2rc2) in the equivalent of Eq.~20! for the
entropy layer. The quantityj0(t) now corresponds to the
value of (gp2rc2) away from the boundary, which is equal
to (g21)p. Taking into account these remarks a first FDTD
equation for a boundary cell is obtained

p[ l 11]5p[ l ]2gp0 dt c [ l 10.5]

2
~g21!C

dn
A~g21!k
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$p[ l 10.5]2I t i
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where Eq.~21! with j0 replaced byp is used to update
I t0
[ l 10.5] and I t i

[ l 10.5] every time step andc is defined in Eq.

~15!.
Equation~2! must be studied separately for the orthogo-

nal and for the parallel component of the particle velocity. A
flat test volume of heighte located around each surface of
the test volume used to derive the pressure equation can be
used~Fig. 1!. All terms in Eq.~2! applied to one component
of the particle velocity are integrated over the appropriate
test volume. The time derivative on the left-hand side re-
duces to the time derivative of the discretized unknown ve-
locity: the orthogonal component averaged over a surface of
the pressure test volume. The volume integration of the first
and second term on the right-hand side can be transformed to
an integration over the surface surrounding the test volume.

The contribution of the small sides of the test volume is zero
since these surfaces are orthogonal to the velocity compo-
nent that is considered. The integration over the two larger
surfaces introduces a gradient ofp and“–v. Both can be
calculated from the assumption thatp and“–v vary linearly
between known values in the center of the adjacent pressure
test volumes. Boundary layers only influence these terms in-
directly throughp and“–v. The last term on the right-hand
side must be studied more carefully. For a parallel compo-
nent of particle velocityva the test volume clearly crosses
the boundary layer. The average of the second order deriva-
tive orthogonal to the boundary can be calculated by substi-
tuting j(n,t) by va in Eq. ~20!, since va is zero on the
boundary and decays according to dispersion relation~10! as
explained in Sec. I B. The quantityj0(t) now corresponds to
the value ofva away from the boundary. Second-order de-
rivatives parallel with the surface are neglected since they
are much smaller than the orthogonal derivative. Taking into
account these remarks, the FDTD equation for a component
va parallel with the surface, in a boundary cell is obtained

va
[ l 10.5]~a1 1

2!5va
[ l 20.5]~a1 1

2!

2
dt

r0 da
~p[ l ]~a21!2p[ l ] !
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~c [ l ]~a11!2c [ l ] !

1
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dn
Am

r0
~va

[ l ]2Jt0
[ l ] !, ~24!

where Eq.~21! with j0 replaced byva is used to update
Jt0
[ l ] every time-step andc is defined in Eq.~15!.

The orthogonal componentvn is zero on the surface so
no time stepping is required. To calculate the discretized
component ofvn at a distancedn from the surface, the stan-
dard FDTD equation~13! can be used. The discretized ap-
proximation of the second order derivative uses the surface
value ofvn , which is assumed to be zero. Although this is a
very poor approximation for the second order derivative in
this case, the error on viscous damping that this approxima-

TABLE I. Absorption~/m! in a long duct for different spatial discretization
steps.

da FDTD simulation Analytical Relative difference

l/14 2.2231024 2.4731024 9.97%
l/28 2.3431024 2.4731024 5.22%
l/56 2.4131024 2.4731024 2.46%

TABLE II. Absorption ~/m! in a long duct for different values of the central
frequency in the narrow-band excitation.

f FDTD simulation Analytical Relative difference

f 0/2 0.9231024 1.6431024 43.9%
f 0 2.3431024 2.4731024 5.22%
2 f 0 4.4331024 3.8131024 216.5%
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tion introduces is always small compared to the large damp-
ing that is present in the adjacent boundary pressure cell.
Therefore it can safely be used.

In Eqs. ~23! and ~24! all spatial inconsistencies are re-
solved. Inconsistency in time discretization is again approxi-
mately resolved by linear extrapolation.

III. NUMERICAL RESULTS

A. One-dimensional test cases

To evaluate the accuracy of the numerical model that is
described in this paper, sound propagation in a long, quasi
one-dimensional duct is studied numerically and compared
to known analytical results.1 Since these analytical results are
based on a number of approximations, they cannot be con-
sidered as an absolute reference. All numerical simulations
described in this section will be performed with a test signal
that is limited both in frequency content and in time

g~ t !5A sin„2p f ~ t2t0!…e
2~ t2t0!2/s2, ~25!

whereA is the amplitude,f is the central frequency,t0 is
some initial delay, ands determines both bandwidth and
signal duration. For the simulations in this section
s51.6/f . A typical frequency of interestf 0 is chosen and
boundary layer approximations are based on this frequency.
The diameter of the duct that is studied isl0/3.4 and its
length is 4.5l0 wherel0 is the wavelength corresponding to

the frequencyf 0. The duct is terminated with perfectly re-
flecting boundaries at both ends.

First the inaccuracy introduced by the assumption
p5rc2 is investigated. This is done by comparing simula-
tion results of the model presented in this paper to results
obtained with a model that discretizes Eqs.~2!, ~3!, and~6!.
The relative difference between both simulation results re-
mains within 0.5% for simulated time up to 10 seconds or
corresponding propagation distance of 3.4 km. This is clearly
sufficient. Moreover such a small difference can easily be
due to different numerical error in both implementations.

A strong point of the vorticity and entropy boundary
layer formulation that is introduced in this paper is its nu-
merical efficiency. An increase of 6.5% in CPU-time re-
quirement for boundary cells was observed after introducing

FIG. 3. Structure of the Helmholtz resonator on a duct used in the example
~sizes in cm!.

FIG. 4. Resonance peak in the transmission corresponding to the lowest
order resonance of the resonator;~a! no boundary layer;~b! vorticity layer
included;~c! vorticity and entropy layer included; dashed lines are results of
the analytical model.

FIG. 5. Vector sound intensity in the plane of the resonator;~a! without
boundary layer effects;~b! with boundary layer effects included.
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the new boundary formulation. Since boundary cells nor-
mally occupy less than 10% of the simulation region, this is
indeed an insignificant increase in CPU-requirements.

FDTD results for a bandlimited signal with central fre-
quencyf are compared to analytical predictions for a single
frequency corresponding tof for different spatial discretiza-
tion steps (dx5dy5dz) in Table I. Absorption was mea-
sured by calculating the rms value of the finite length time
signal at different instances near one end of the duct. The
simulation was done forf5 f 0550 Hz so the boundary layer
thickness can have no influence on the results in the table.
The relative difference in absorption coefficients decreases
approximately linear with spatial discretization step and is
typically below 5%. The same behavior was observed for
frequencies up to 20 kHz. Considering the fact that several
minor effects such as finite duct length and finite bandwidth
were neglected in the analytical model, this result is quite
promising.

The previous numerical test does not measure the accu-
racy of the approximate frequency dependence of the bound-
ary layer effect that is introduced in Eq.~19!. Keepingf 0 and
spatial discretization fixed, the central frequencyf of the
excitation was detuned. In Table II numerical results are
again compared to analytical approximations. Away from
f 0 numerical error increases. As can be expected from Fig. 2,
the error is much more important for lower frequencies. This
limitation of the model should be kept in mind. Fortunately
in practical situations where vorticity and entropy boundary
layers are important, the frequency band of interest is rather
small since highly resonant structures are studied.

B. High quality resonator

The second simulation example is a high quality resona-
tor placed on a duct. Two resonator modes are investigated:
the traditional lowest-order resonance and a first-order mode
in the resonator, parallel to the duct. The structure is shown
in Fig. 3. Frequency-domain transmission change is found by
FFT transform of the time-domain response for a wavelet
excitation. For the lowest-order resonance an approximate
analytical model is available.8 One of the parameters in the
model is the neck end correction. Since this parameter can-
not be calculated analytically for the structure that is mod-
eled here, it is fitted in order to match the resonance fre-
quency obtained with the FDTD model to that obtained with
the analytical model, for the lossless case. Figure 4 shows
the lowest order resonance in the transmission change simu-
lated with the FDTD model if no boundary layers are in-
cluded, if only the vorticity layer is included and if both
vorticity and entropy layer are included. FDTD results are
obtained withf 05300 Hz. The dashed line is the transmis-
sion change calculated with the analytical model with and
without absorption effects. FDTD results and analytical re-
sults correspond quite well. Remember however that the
resonator neck end correction that was used in the analytical
model is a fitted parameter. The model presented here can be
used to determine this parameter for several resonator con-
figurations.

Interesting distributions of acoustical quantities can be
displayed to analyze the influence of the boundary layer ab-

sorption in greater detail. Vector sound intensity averaged
over 50 periods in the plane of the resonator is shown in Fig.
5. The duct is excited with a pure tone tuned exactly to the
resonance frequency of the resonator. If boundary layer ef-
fects are neglected, there is no difference between duct en-
ergy flux before and after the resonator. If boundary absorp-
tion is included a clear energy transport from the source to
the resonator is observed.

The first longitudinal resonance of the resonator occurs
at a frequency of 1150 Hz. The corresponding resonance in
the transmission change is shown in Fig. 6 as obtained by the
FDTD simulation. For these simulationsf 051200 Hz. Three
situations are again compared: no boundary layer, vorticity
layer only, and both vorticity and entropy layer. The influ-
ence of the boundary layers on the resonance peak is slightly
different than in the previous case. The reason for this dif-
ference can be found in the fact that the absorption caused by
the vorticity and the entropy boundary layer depend in a
different way on the direction of incidence of the acoustic
wave. Absorption by the vorticity layer is larger for shear
sound propagation while absorption by the entropy layer is
independent on direction of the sound propagation.

IV. CONCLUSIONS

A new numerical time-domain model that describes the
influence of vorticity and entropy boundary layers on sound
propagation is introduced. The model can very efficiently be
included in a finite-difference time-domain simulation of
acoustic problems. The computational overhead is very
small. Numerical accuracy is sufficient for the problems that
require the use of such a model.
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In a previous paper, a lumped parameter model for the acoustic radiation from a vibrating structure
was defined by dividing the surface of the structure into elements, expanding the acoustic field from
each of the elements in a multipole expansion, and truncating all but the lowest-order terms in the
expansion. Here, the lumped parameter model is implemented numerically by requiring the
boundary condition for the normal surface velocity to be satisfied in a lumped parameter sense. This
alleviates the difficulties typically encountered in enforcing the boundary condition, leading to a
relatively simple numerical solution with well-defined convergence properties. The basis functions
for the numerical analysis are taken as the acoustic fields of discrete simple, dipole, and tripole
sources located at the geometrical centers of the surface elements. The different source types are
used to represent the radiation from different kinds of surface elements: simple sources for elements
in the plane of an infinite baffle, dipole sources for very thin structures which deform only in
bending, and tripole sources for elements associated with parts of a structure enclosing a finite
volume. The convergence of the numerical solution for the power output as a function of both
frequency and element size is demonstrated through several example problems. ©1997 Acoustical
Society of America.@S0001-4966~97!05707-X#

PACS numbers: 43.20.Tb, 43.20.Rz, 43.40.Rj@JEG#

INTRODUCTION

This is the second in a series of three papers concerned
with assessing the sound power radiated by a vibrating struc-
ture. In the first paper,1 a lumped parameter model for the
acoustic radiation from a vibrating structure was defined by
dividing the surface of the structure into elements, expanding
the acoustic field from each of the elements in a multipole
expansion, and truncating all but the lowest-order terms in
the expansion. The analytical model requires a solution for
the imaginary component of the Green’s function of the sec-
ond kind, which is only available for a few simple boundary
surface geometries. In this paper, we investigate the possibil-
ity of constructing an approximate solution for the imaginary
component of the Green’s function numerically, with the ul-
timate goal of computing the acoustic power output of the
vibrating structure. Because we are only interested in com-
puting the power output, several results derived in the previ-
ous paper can be used to simplify the analysis.

First, the theoretical analysis showed that as long as the
element size is small compared to both the acoustic and
structural wavelengths, any two surface velocity profiles
with the same elemental volume velocity distribution pro-
duce nearly the same acoustic power output. This allows us
to generate an approximate solution for the Green’s function
by satisfying the boundary condition for the normal compo-
nent of the surface velocity in a lumped parameter sense
rather than on a point-by-point basis. Thus we generate the
Green’s function by specifying unit volume velocity over
one element and zero volume velocity over the remaining
elements. Second, we note that the calculation of the power
output requires the knowledge of the Green’s function at the
points on the boundary surface only, not at the field points

within the solution domain. This means that we only have to
storeN3N numbers to fully characterize the acoustic power
output at a particular frequency~whereN is the number of
surface elements!.

Even with these simplifications, the task of generating a
suitable solution for the Green’s function is not straightfor-
ward. In general, all of the problems associated with numeri-
cal solutions of integral equations can occur in the solution
procedure, including nonuniqueness, nonexistence, singular
and hypersingular integrands, numerical instability, etc. We
will endeavor to show that all of these problems can be over-
come by taking advantage of the relaxed requirements for the
functional representation of the acoustic field afforded by
only satisfying the boundary condition in a lumped param-
eter sense. In particular, the basis functions used to represent
the acoustic field can be chosen from a much broader class of
functions, allowing the use of relatively simple functional
representation for the acoustic field, with an accompanying
reduction in both the difficulty and computational cost of the
numerical calculations. In the first section of the paper we
will describe our numerical solution procedure, emphasizing
each of the procedure’s potential difficulties and the method
used to overcome them.

I. APPROXIMATE SOLUTION FOR THE ACOUSTIC
FIELD

The numerical procedure described in this paper is clas-
sified as a boundary method. Excellent discussions of bound-
ary methods can be found in the texts by Collatz,2

Hildebrand,3 and Crandall4 and a relatively recent listing of
related research in the area of acoustics is given in the book
edited by Ciskowski and Brebbia.5 The basic idea of all
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boundary methods is to assume a solution of the boundary
value problem as a series summation of basis functions sat-
isfying the governing partial differential equation every-
where in the solution domain. The basis functions are
weighted by undetermined coefficients, which are deter-
mined in the solution process such that the numerical solu-
tion approximately satisfies the specified boundary condition.
Specializing to the acoustic radiation problem, the approxi-
mate solution for the acoustic pressure at the field pointx
~approximate quantities are denoted by an overbar! takes the
form

pC ~x!5 (
n51

N

ŝnPn~x!, ~1!

where thePn(x) are functions satisfying both the Helmholtz
equation in the solution domainV and the Sommerfeld ra-
diation condition. The caret notation indicates the complex
amplitude of a time-harmonic function, as discussed in the
previous paper.1 The undetermined coefficientsŝn are deter-
mined in the solution process such that boundary condition
for the normal velocity is approximately satisfied. To enforce
the boundary condition, we first use Euler’s equation to re-
write Eq. ~1! in terms of the particle velocity at the field
point as

vC n~x!5
1

ikrc (
n51

N

ŝn“Pn~x!–n. ~2!

We now want to forcevC n(x) to mimic the specified boundary
condition, where the difference in the boundary conditions is
typically used as a measure of the solution accuracy; the
error being zero if the boundary condition is matched ex-
actly.

The degree to which the boundary condition can be en-
forced depends primarily on how well the basis functions can
represent the specified boundary condition. If possible, they
should be chosen such that they can represent any possible
boundary condition, ensuring that they can also represent any
possible acoustic field. Unfortunately, this is easier said than
done, especially considering that the basis functions are typi-
cally generated from the acoustic fields of point sources and
are thus singular. The following analysis is directed toward
revising the boundary method to alleviate some of the most
bothersome difficulties of the conventional solution proce-
dure.

A. Lumped parameter form of the boundary condition

The key step to resolving the difficulties in enforcing the
specified boundary condition is to focus on determining an
accurate solution for the acoustic power output rather than
surface pressure. This allows us to simplify the boundary
condition by dividing the boundary surface into elements and
replacing the actual boundary condition by its lumped pa-
rameter equivalent. For the acoustic radiation problem, we
thus replace the actual boundary condition for the normal
surface velocity at each point on the boundary surface by the
lumped parameter form of the boundary condition as

ûm5E E
Sm

v̂n~x!dS~x!, n51,...,N, ~3!

whereN is the number of surface elements, andSm and ûm

are the surface area and volume velocity of elementm, re-
spectively. As was shown in the first paper of this series,1 the
validity of replacing the actual boundary condition by its
lumped parameter equivalent depends primarily on the size
of the elements in comparison to both the acoustic and struc-
tural wavelengths, with the error in the solution for the
power output diminishing as the element size is reduced.
With this knowledge, we now want to reformulate the
boundary method to take advantage of the unique properties
of the volume velocity matching scheme. In particular, be-
cause the volume velocity matching scheme does not require
the basis functions to reproduce the specified boundary con-
dition on a point-by-point basis, the functional representation
of the acoustic field can be simplified considerably, as is
discussed in more detail in the next section.

The interelated subject of solution validation is also of
considerable importance. Traditionally, the error in a numeri-
cal solution generated using a boundary method is measured
as the difference between the boundary condition satisfied by
the numerical solution and the specified boundary condition,
as demonstrated by Collatz,2 Zielinski and Herrera,6 and
Fahnline.7 This method works well for simple problems, but
is difficult to apply to problems with geometrically compli-
cated boundary surfaces, primarily because it is difficult to
find a numerical solution which closely matches the bound-
ary condition. When the boundary condition is enforced in a
lumped parameter sense, we instead validate our numerical
solution by checking the convergence of the solution for the
acoustic power output as a function of the element size,
where we know that the solution must eventually converge to
the correct solution. In this form, the process of validating
the solution is straightforward because satisfying the bound-
ary condition is no longer a major difficulty. Thus enforcing
the boundary condition in a lumped parameter sense eases
the difficulties in assessing the accuracy of the numerical
solution.

The calculation of the elemental volume velocity distri-
bution in Eq. ~3! requires the knowledge of the specified
normal surface velocity distribution, which is generally de-
termined either through experimental measurements or a fi-
nite element analysis of the structural displacements. The
finite element analysis typically ignores fluid loading, thus
assuming that the displacements of the surface of the struc-
ture are not influenced by the acoustic pressure field. This
assumption is generally not valid if the acoustic medium is
water, or if the vibrating structure is made of lightweight
components. The finite element analysis works well as a pre-
cursor to the acoustic analysis because solutions generated
using the finite element method are also validated through
mesh refinement. Thus both the finite element analysis and
the acoustic analysis can be validated at the same time, with
the solution error measured by the convergence of the solu-
tion for the acoustic power output. Determining the boundary
condition for the normal surface velocity by direct measure-
ment is less amenable to the process of refining the surface
element mesh, especially when the boundary surface is geo-
metrically complex. We anticipate that scanning laser vibro-
meters will eventually be able to perform this measurement
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with relative ease, but presently, experimentally measuring
the surface velocity distribution for even a simple boundary
surface is an arduous task.

B. Definition of the basis functions

The overall goal in the following analysis is to deter-
mine a set of basis functions which satisfy the Helmholtz
equation everywhere in the solution domain and are able to
represent any possiblevolume velocitydistribution over the
boundary surface. In the following discussion, we demon-
strate why the conventional choice for the basis functions
leads to difficulties in enforcing the boundary condition, and
suggest an alternate set of basis functions to alleviate the
difficulties. The discussion is somewhat lengthy, but rel-
evant, since the choice of basis functions is critical to the
success of the numerical solution.

To find a suitable set of basis functions for the acoustic
radiation problem, most researchers have sought guidance
from the Kirchhoff–Helmholtz equation, which is an exact
solution of the boundary value problem in the form of an
integral equation. Derivations of the Kirchhoff-Helmholtz
equation can be found in the texts by Pierce,8 Junger and
Feit,9 Morse and Ingard,10 and Temkin.11 The Kirchhoff–
Helmholtz equation can be viewed as an integral equation
because the unknown surface pressure appears as a weight-
ing function of a surface integral. The normal component of
the surface velocity also appears as a weighting function of a
surface integral, but it is a known function because it is
specified as the boundary condition. The acoustic fields of
simple and dipole sources distributed over the boundary sur-
face of the radiating structure are superposed in the
Kirchhoff–Helmholtz equation to give the solution of the
boundary value problem. These functions satisfy the govern-
ing partial differential equation everywhere in the solution
domain; that is, everywhereoutsidethe boundary surface. If
viewed from the context of boundary methods, the acoustic
fields of the simple and dipole sources are the basis functions
and the normal component of the surface velocity and the
surface pressure are the exact solutions for their weighting
functions, respectively. Thus most researchers have tried to
imitate the Kirchhoff–Helmholtz equation, using simple
and/or dipole sources distributed over the boundary surface
as basis functions with approximate representations of the
surface pressure and normal surface velocity as weighting
functions. Typical formulations can be found in the articles
by Chen and Schweikert,12 Chertock,13 Copley,14 and Eng-
bloom and Nelson.15

The basic problem with this idea is that the acoustic
pressure fields of simple and dipole sources are weakly sin-
gular and strongly singular functions, respectively. Math-
ematically, this means that the pressure field of a simple
source goes to infinity as 1/R as the distance between the
source and field pointsR goes to zero and that of a dipole
source goes to infinity as 1/R2. The acoustical particle veloc-
ity is obtained by taking the gradient of the acoustic pressure
field, resulting in strongly singular functions for simple
sources and hypersingular functions~which depend on 1/R3

near the source point! for dipole sources. Discussions of
weakly singular, strongly singular and hypersingular func-

tions can be found in the articles by Krishnasamyet al.,16

Gray and San Soucie,17 Liu and Rizzo,18 and Jawson and
Symm.19 To enforce the boundary condition for the normal
surface velocity, the acoustic particle velocity due to the dis-
tributions of simple and dipole sources is evaluated. When
the field point is not near the boundary surface, the surface
integrals can be easily evaluated using Gaussian integration
techniques, but when the field point approaches the boundary
surface, the evaluation of the surface integrals becomes in-
creasingly difficult due to the singularity in the acoustic field
of the sources. Unfortunately, we must be able to accurately
compute the acoustic particle velocity created by the sources
if we are to enforce the specified boundary condition, and as
a result, it is nearly impossible to judge how well the numeri-
cal solution satisfies the specified boundary condition. This
problem is exacerbated near edges and corners where the
outward surface normal is discontinuous and the specified
boundary condition may possibly be discontinuous, as dis-
cussed by Krishnasamyet al.16,20 and Gray and Lutz.21 In
general, then, when simple and dipole sources distributed
continuously over the boundary surface are used as basis
functions, the accuracy of the numerical solution is unknown
because it is very difficult to assess how well the numerical
solution satisfies the specified boundary condition.

A great number of researchers have tried to alleviate this
difficulty using a variety of schemes. One possibility is to
move the source distributions off of the boundary surface
~into the volume enclosed by the boundary surface!, so that
the basis functions are no longer singular. Some recent ex-
amples of this method are given by Han and Olson,22

Fahnline and Koopmann,23 Huang and Chang,24 and Bo-
brovnitskii and Tomilina.25 When the sources were on the
boundary surface, we could show that in the limit as the
number of basis functions went to infinity an exact solution
for the weighting function of the surface integral always ex-
isted. However, when the sources are moved off of the
boundary surface, it may not be possible to exactly represent
the acoustic field of the vibrating structure, no matter how
many sources are used to represent the field. The numerical
solution derived from these basis functions is then typically
unstable, such that a small change in the solution for the
undetermined coefficients causes a very large change in the
numerical solution, as discussed by Miller,26 Baker,27 and
Smithies.28 The integral equation associated with the numeri-
cal solution is then classified as an integral equation of the
first kind, which is generally ill-posed; in contrast to the
Kirchhoff–Helmholtz equation, which is well-posed. We
thus conclude that moving the sources off the boundary sur-
face gives satisfactory results when the surface is relatively
simple in shape, but is unsuitable for surfaces with edges and
corners where the numerical procedure yields increasingly
unstable solutions. Examples of this instability are given by
Fahnline.6

Another way to alleviate the difficulty is to develop a
method for accurately computing the acoustic field near the
boundary surface. In particular, the acoustic particle velocity
due to a distribution of dipole sources is very difficult to
calculate in the vicinity of the sources, especially near edges
and corners. Progress is being made by a number of re-
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searchers~see Refs. 16–21!, but it may be some time before
a truly accurate reconstruction of the acoustic field near the
boundary surface is demonstrated. Reiterating, without an
accurate reconstruction of the acoustic field on the boundary
surface, the boundary condition satisfied by the numerical
solution and the solution accuracy are unknown.

Ideally, it is preferable to use continuous distributions of
sources on the boundary surface as basis functions, but be-
cause of the difficulties in evaluating the acoustic field of the
sources, we have adopted an alternative approach. In our
numerical solution, we avoid the difficulties involved in the
integration process by simply using discrete sources as basis
functions instead of continuous distributions of sources, with
the sources located very near the boundary surface to ensure
the stability of the matrix inversion. This becomes possible
only after replacing the boundary condition for the normal
surface velocity by its lumped parameter equivalent, allow-
ing us to use a much broader class of functions as basis
functions. These functions are inappropriate as basis func-
tions when the boundary condition is to be satisfied exactly,
but are permissible when the boundary condition is to be
satisfied in a lumped parameter sense. Because it is relatively
easy to evaluate the acoustic field of a discrete source, the
volume velocityboundary condition can be enforced with
great accuracy. Ultimately, using the acoustic fields of dis-
crete point sources as basis functions allows us to eliminate
the difficulties in enforcing the boundary condition so that
the solution process can proceed in a straightforward man-
ner.

Having chosen to use discrete sources instead of con-
tinuous distributions of sources, there can still be problems
with the numerical solution if the basis functions are not
chosen properly. In particular, if only simple or dipole
sources are used to represent the acoustic field radiated from
a surface enclosing a finite volume, it is easy to demonstrate
that nonexistence difficulties cause the numerical solution to
become unstable at certain discrete frequencies, resulting in
very high amplitude oscillations in the normal surface veloc-
ity distribution over each element. General discussions of the
nonuniqueness and nonexistence difficulties can be found in
the articles by Copley29 and Schenck.30 The truncated terms
of the multipole expansion for the acoustic power output
then grow dramatically in comparison to the monopole terms
@see Eq.~24! of Ref. 1#, resulting in a loss of accuracy in the
numerical solution at a set of discrete frequencies. This prob-
lem can be eliminated by choosing the basis functions as a
combination of both simple and dipole source fields with
their amplitudes related through a purely imaginary constant,
as discussed by Huang and Chang,24 Burton and Miller,31

Fillipi, 32 Terai,33 and Kress and Spassov.34We will refer to a
coincidentally located simple and dipole source with an

imaginary coupling coefficient as a ‘‘tripole source.’’ The
tripole sources are associated with parts of the structure en-
closing a finite volume, where the nonexistence and nonu-
niqueness difficulties may occur. A more complete explana-
tion of the tripole source basis function is given in the
Appendix.

Simple and dipole sources are used to model the radia-
tion from the other types of structural components, with
simple sources representing the radiation from elements ly-
ing in the plane of an infinite baffle, and dipole sources rep-
resenting the radiation from very thin elements which de-
form only in bending. The idea of using dipole sources to
represent the radiation from very thin elements originated
with Fillipi. 32 In this model, the radiation from any small
source with negligible volume velocity is approximated as
equivalent to that of a point dipole source. Thus because the
very thin elements deform primarily in bending, their overall
volume velocity is negligible~summing the volume veloci-
ties from both faces of the thin structure! and the radiation
from each of the elements is approximately equivalent to that
of a point dipole source. Confirmation of the validity of us-
ing simple and dipole sources as basis functions can readily
be obtained from the Kirchhoff–Helmholtz equation, as
given in the Appendix.

With that as an introduction, we now define the basis
functions in general terms as

Pn~x!5aĝ~x,qn!1b@“qĝ~x,q!•nq#q5qn
. ~4!

In Eq. ~4! the lower caseĝ indicates the free-space Green’s
function

ĝ~x,q!5
1

R
eikR, ~5!

whereR5ux2qu, andqn is the location of sourcen in Car-
tesian coordinates. The constantsa andb dictate the relative
amplitudes of the simple and dipole sources, respectively.
Higher-order sources such as quadrupoles and octupoles are
not included in the representation because their acoustic
fields are relatively difficult to calculate, and because a gen-
eral representation of any acoustic field can be determined
without them. The values for the constantsa andb are cho-
sen such that the radiation from each part of the structure is
correctly represented in terms of simple, dipole, or tripole
sources. Table I lists the values of the constants for each of
the source types. In choosing the locations for the sources,
we have tried to make the numerical solution as stable as
possible. We thus locate the sources just inside the boundary
surface, such that the associated integral equation is well-
posed, as discussed previously. To keep the equation system
square, we take one source per element, with the source lo-

TABLE I. Values of the constantsa andb for the various surface elements.

Description of the surface elements Source type a b

In the plane of an infinite baffle simple 1 0
Part of a surface enclosing no volume dipole 0 i /k
Part of a surface enclosing a finite volume tripole 1 i /k
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cated at the geometrical center of the element. Also, we align
the dipole sources in the direction of the outward normal to
the surface at the geometrical center of the element, which is
taken asnn .

C. Solution for the source amplitudes

Based on the analysis of the previous section we now
take the approximate solution for the acoustic pressure field
as

pC ~x!5 (
n51

N

ŝn$anĝ~x,qn!1bn@“qĝ~x,q!•nq#q5qn
%, ~6!

where thean andbn are known constants, chosen such that
the radiation from each element of the structure is correctly
represented in terms of simple, dipole, or tripole sources.
Using Euler’s equation, Eq.~6! can be rewritten in terms of
the velocity in the directionn at the field pointx as

vC n~x!5
1

ikrc (
n51

N

ŝn“$anĝ~x,qn!

1bn@“qĝ~x,q!•nq#q5qn
%•n. ~7!

The volume velocity over elementm of the boundary surface
is determined by integrating Eq.~7! over the element surface
as

uC m5E E
Sm

vC n~x!dS~x!

5
1

ikrc (
n51

N

ŝnE E
Sm

“$anĝ~x,qn!

1bn@“qĝ~x,q!•nq#q5qn
%•n dS~x!, ~8!

for m51,...,N. The system of equations given in Eq.~8! can
be written in matrix form as

u5Us, ~9!

where the individual terms of the matrixU then become

Umn5
1

ikrc E E
Sm

“$anĝ~x,qn!

1bn@“qĝ~x,q!•nq#q5qn
%•n dS~x!. ~10!

Once the element discretization is defined, the matrixU can
be explicitly calculated.

To calculate the individual elements ofU, the volume
velocity of simple, dipole, and tripole sources over the ele-
ment surfaces are determined, as shown in Fig. 1 for a trian-
gular element. First, consider the evaluation of the volume
velocity of a source over a triangular surface element. When
the source is not near the integration surface, standard Gauss
quadrature can be used to integrate the normal velocity cre-
ated by the source over the surfaceSm . A listing of the
abscissas and weights for 4-, 7-, and 13-point integrations
over triangular regions can be found in the article by
Cowper.35 As the source approaches the surface of the tri-
angle, the velocity field of the source becomes more concen-
trated near the source location, and more Gauss points are

necessary to evaluate the volume velocity. When the source
is very close to the element surface, even the 13-point Gauss-
ian integration formula does not yield accurate results for the
volume velocity of the source. A semi-analytical integration
scheme, similar to that given by Duong,36 has been devised
for this circumstance. The scheme yields very accurate re-
sults for the volume velocity of a source near a surface ele-
ment, but does not yield accurate results when the source is
far from the element. Details are omitted in this paper be-
cause of the complexity of the integration scheme.

Similar results can also be derived for planar, quadrilat-
eral elements. Typically, the Gaussian quadrature routines
are developed as generalizations of the one-dimensional
quadrature formulas, examples of which can be found in the
text by Cooket al.37 The semi-analytical integration routine
devised for triangular elements can easily be generalized for
planar quadrilateral elements, but it is difficult to extend the
routine to nonplanar quadrilateral elements. To avoid the re-
sulting difficulties in evaluating the volume velocity of a
source over a nonplanar quadrilateral, these elements are first
broken into two triangles, and the volume velocity over each
of the triangles is evaluated separately. The overall volume
velocity is then calculated as the summation of the volume
velocities over the two triangles. Clearly this methodology
can be generalized, such that a number of surface elements
can be grouped together as a single acoustic element, as dis-
cussed in a recent paper by Fahnline.38 After an extensive
analysis of the integration routines, we have determined that
the volume velocity is enforced to within 0.1%. We will
subsequently demonstrate that in the general case this limits
the maximum possible accuracy of the numerical solution for
the power output to 0.1%.

Once the matrixU has been calculated, the sources am-
plitudes producing the specified volume velocity distribution
can be determined as

s5U21u. ~11!

The solution for the pressure field is then determined by
substituting the source amplitudes back into Eq.~6!. After
determining the source amplitudes which give the correct
volume velocity distribution over the boundary surface, the
next step in the analysis is to determine the acoustic power
output of the sources.

FIG. 1. Illustration of the geometrical relationship between the source at
qn and the field point onSm .
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II. COMPUTING THE ACOUSTIC POWER OUTPUT

Knowing the solution for the source amplitudes, we next
want to calculate the acoustic power output. Two different
methods are used to calculate the power output. The first
method is based on an analytical expression for the acoustic
power output of a number of simple, dipole, and tripole
sources. As such, the power output predicted using this for-
mula is very nearly exact. The second method is based on a
numerical integration of the acoustic intensity over a spheri-
cal surface a surrounding the vibrating structure. A direct
comparison of the two results is used to verify the accuracy
of the calculations.

A. Analytical solution for the power output

The acoustic power output of a number of simple, di-
pole, and tripole sources can be determined by extending the
derivation given by Levine.39 A similar derivation is given
by Nelson and Elliott40 for a slightly different choice of the
source amplitudes. The analysis is derived by mathemati-
cally manipulating the inhomogeneous form of the Helm-
holtz equation. The extension of Levine’s derivation is rela-
tively straightforward but tedious, and will only be outlined.

The partial differential equation governing the acoustic
field of a number of simple, dipole, and tripole sources sub-
merged in an infinite fluid medium can be written as

¹2p̂~x!1k2p̂~x!524p (
n51

N

ŝn$and~x2qn!

1bnnn•@“qd~x2q!#q5qn
%. ~12!

Following the steps in Levine’s derivation, the power output
can eventually be written in terms of the pressure at the
locations of the sources as

Pav5
2p

krc (
n51

N

Re$ i ŝnanp̂* ~xn!1 i ŝnbnnn

•@“ p̂* ~x!#x5xn
%. ~13!

Substituting for the pressure at the source locations from Eq.
~1! gives

Pav5
2p

krc (
m51

N

(
n51

N

Re$ i ŝm* ŝnanPm* ~xn!1 i ŝm* ŝnbnnn

•@¹Pm* ~x!#x5xn
%. ~14!

The final step is to substitute for the acoustic field of the
simple, dipole, and tripole sources and carry through the dif-
ferentiations. After a considerable amount of algebra, the
power output can be written in the form

Pav5Pav,s1Pav,c1Pav,d , ~15!

where

Pav,s5
2p

rc (
m51

N

(
n51

N

am*anŝm* ŝn j 0~kRmn!, ~16!

Pav,c5
2p ik

rc (
m51

N

(
n51

N

am*bnŝm* ŝn

3
~xm2xn!•~nm1nn!

Rmn
j 1~kRmn!, ~17!

Pav,d5
2pk2

3rc (
m51

N

(
n51

N

bm*bnŝm* ŝnH 3

kRmn
j 1~kRmn!nm

•nn23
~xm2xn!•nm

Rmn

~xm2xn!•nn

Rmn
j 2~kRmn!J ,

~18!

where j n is the nth-order spherical Bessel function of the
first kind41 andRmn5uxm2xnu. Each of the quantities on the
right-hand side of Eq.~15! are real numbers, as can be dem-
onstrated by performing the computations for a particular
example problem. Equations~15!–~18! can be written in ma-
trix form as

Pav5
1
2s
HS•s, ~19!

where the superscriptH denotes the Hermitian transpose
~i.e., transpose and conjugation! andS is a Hermitian matrix.
The power output of the tripole sources can now be calcu-
lated directly from Eq.~19! knowing the solution for the
source amplitudes.

B. Numerical integration of the far-field intensity

As a check on the accuracy of Eq.~19!, the power output
can also be determined by integrating the far-field intensity
of the sources over a large spherical surface of radiusR.
Writing the power output as an integral of the normal com-
ponent of the intensity over the surface of the sphere and
substituting the plane-wave approximation for the normal
component of the particle velocity on the surface of the large
sphere, the time-averaged power output becomes

Pav5
1

2 E
0

2pE
0

p

Re$ p̂* ~x!@ p̂~x!/rc#%R2 sin u du df

5
R2

2rc E0
2pE

0

p

u p̂~x!u2 sin u du df. ~20!

The accuracy of Eq.~19! can now be checked by computing
the power output using Eq.~20! and verifying that both
methods for computing the power output give very nearly the
same result.

C. Definition of the resistance matrix

It is also useful to define the power output in terms of
the specified volume velocity distribution instead of the
source amplitudes. Substituting fors from Eq. ~11! into Eq.
~19! gives

Pav5
1
2u

HU2HSU21u, ~21!

where the superscript2H denotes the Hermitian transpose
of the inverse. Taking

H5U2HSU21, ~22!
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the final result for the power output is

Pav5
1
2u

HHu. ~23!

The matrixH in Eq. ~23! must be Hermitian becauseS is
Hermitian and because the power output is a positive definite
quantity.

In our previous paper,1 the power output of a vibrating
structure was determined by dividing the boundary surface
into elements and substituting a separate Taylor series ex-
pansion for the imaginary component of the Green’s function
for each combination of the source and field elements. The
resulting equation for the power output was determined as

Pav5
1
2u

HRu. ~24!

Simply comparing Eqs.~23! and ~24!, one expects thatH
should be a good approximation forR as long as the numeri-
cal solution gives accurate predictions for the overall power
output of the radiator. As an example to show that the indi-
vidual terms of the matrices must be nearly equal, consider
the power output of a vibrating structure having the volume
velocity distributionuT5$1,0,0,...,0%. The power output is
then

Pav5
1
2R11'

1
2H11, ~25!

and thus if the numerical solution for the power output is
accurate,H11 must be a good approximation forR11. A
similar argument can be used to show that each of the indi-
vidual terms of the matrices must be nearly equal if the over-
all power output is to be nearly the same for any arbitrary
volume velocity distribution.

In the Introduction we said that we wanted to compute
the imaginary component of the Green’s function of the sec-
ond kind numerically. The matrixH gives the numerical ap-
proximation for the imaginary component of the Green’s
function, where the relationship between the Green’s func-
tion of the second kind and the resistance matrix is the same
as defined in Eq.~24! of Ref. 1. Because the calculation of
the resistance matrix requires a full matrix inversion and sev-
eral matrix multiplications, it is impractical to calculate and
store the numerical approximation for the resistance matrix
at each frequency. In general, it is much more practical to
simply solve the system of equations for the source ampli-
tudes and compute the power output using Eq.~19!.

III. NUMERICAL EXAMPLE PROBLEMS

In this section, our method is used to compute the power
output from vibrating structures with relatively simple, but
not trivial, boundary surfaces. Four examples will be given:
~1! a block with one face vibrating as a piston;~2! a rectan-
gular plate above a baffled simple source;~3! an open, thin-
walled cylinder attached to a cylindrical driver; and~4! a
transversely oscillating unbaffled circular disk. These ex-
amples were chosen primarily because they can be described
fairly easily and because the surface element meshes can be
continuously refined, providing a check of the solution’s
convergence. We are especially interested to see if the solu-
tion for the power output converges uniformly to the correct

solution as the element mesh is refined. All of the numerical
results were computed using theFORTRAN programPOWER

written by John Fahnline.

A. Block with one face vibrating as a piston

The numerical implementation of the lumped parameter
model is ideally suited to problems where the overall volume
velocity of the vibrating structure is nonzero. As an example
of a boundary value problem with nonzero volume velocity,
consider the acoustic power output from a boundary surface
in the shape of a block with one face vibrating as a piston.
The four surface element meshes used in the numerical
analysis are shown in Fig. 2. The square sides of the block
are of lengtha, and the longer dimension of the rectangular
sides of the block are of length 2a. Each of the surface
elements are square with sidelengthb. The convergence of
the predicted power output as a function of the element size
is used to judge the accuracy of the approximate solutions.

The boundary condition for the surface velocity is taken
as v̂n(x)51 m/s on one of the square faces of the block and
v̂n(x)50 on the other faces. This velocity distribution could
be physically realized by driving one face of the block as a
piston, as shown in Fig. 3. The specified volume velocity
distribution for the block is thus given asûn5b2 for the
elements on the vibrating face of the block andûn50 for the
elements on the other faces. Figure 4 gives the predicted
power level of the block as a function ofka for each of the
surface element grids, where the power level is defined as
LP510 log(Pav/P ref) with P ref510212 W. The power level
was evaluated inka increments of 0.05 for each of the
curves plotted in Fig. 4. The low-frequency approximation
for the power output from a vibrating structure can be deter-
mined asPav5k2rcuûu2/8p whereû is the structure’s over-
all volume velocity. For values ofka below 0.5~not shown!,

FIG. 2. The four surface element meshes for the block radiator.

FIG. 3. Block with one face moving as a piston.
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the numerical results all compare well with the low-
frequency approximation. In general, the solution accuracy is
very good, agreeing to within a decibel for the two finest
element meshes over almost all of the frequency range
shown in the figure.

To illustrate the convergence properties of the numerical
solution, a very refined mesh with 490 elements was used as
a very nearly exact solution, and the previous results were
compared to the power output predicted for the refined mesh.
As a measure the error in the approximate solution, we de-
fine the quantity

E5~P̄av2Pav!/Pav, ~26!

whereP̄av is the approximate solution for the power output,
and thusE represents the relative error in the predicted
power output. To provide reference points on the scale, a
10% error in the power output corresponds touEu50.1
('0.5 dB) and a 1% error in the power output corresponds
to uEu50.01('0.05 dB). Figure 5 shows a plot of the loga-
rithm of the magnitude of the relative error as a function of
ka for each of the various surface element meshes. The re-
sults show that the convergence is uniform as the element
mesh is refined and that the solution converges to the correct
solution at low frequency. The slopes of the curves can be
used to determine the dependence of the solution error on the
nondimensional wave number. The line marked REFER-
ENCE in Fig. 5 shows a curve whose slope is proportional to
(ka)2. Because the slopes of the curves for log(uEu) are
somewhat greater than the reference line, we conclude that

the ka dependence is faster than (ka)2, which is at least as
good as expected. The line marked ACCURACY LIMIT in
Fig. 5 shows the specified accuracy limit for the numerical
integration schemes~0.1%!. When log(uEu) is less than23,
the difference between the power outputs of the exact and
approximate solution is less than 0.1%, and we expect that
random errors in the numerical integration scheme will begin
to dominate the overall solution error. The results shown in
the figure tend to verify this conclusion, and we thus con-
clude that in the general case the maximum possible solution
accuracy is approximately 0.1%.

The results in Fig. 5 also show that the convergence is
uniform as a function of the element size at a particular fre-
quency; that is, the solution for the power output is always
more accurate for a smaller element size. This example prob-
lem is not typical of all radiation problems though, because
the acoustic field exhibits no resonance phenomena. The ef-
fect of acoustic resonances on the convergence of the nu-
merical solution is examined in the next two example prob-
lems.

B. Rectangular plate above a baffled simple source

The second example problem was inspired by a recent
paper by Lee and Ih42 where they sought to determine how
the power output of a baffled loudspeaker was effected by
mounting a circular plate directly above it. Their results
demonstrated that the plate causes the frequency response of
the loudspeaker to exhibit a series of well-defined acoustic
resonances. We will perform a similar analysis, except we
replace the loudspeaker by a simple source and use a rectan-
gular plate instead of a circular plate. The plate is assumed to
be infinitely rigid, such that the pressure field of the simple
source does not cause the plate to vibrate. Thus each of the
elements representing the surface of the plate is given zero
volume velocity. Because the plate is thin, we model only
one side of the plate and represent the radiation from the
plate using dipole sources only. The four surface element
meshes used in the numerical analysis are shown in Fig. 6.
The dimensions of the plate were arbitrarily taken to be

FIG. 4. Power level of the block as a function ofka wherea50.3048 m
~1 ft! ~–– N510, ------ N540, ——— N590, ——— N5160!.

FIG. 5. Variation in the logarithm of the magnitude of the relative error as
a function ofka for each of the surface element meshes~–– N510, ------
N540, ——— N590, ——— N5160!.

FIG. 6. The four surface element meshes for the rectangular plate.
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1.6 m by 2 m, and the plate is located 0.5 m above the plane
of the baffle, with the simple source located directly below
the center of the plate. The element sizeb is equal to (2a)
divided by the number of elements in the direction of the
longer side of the plate.

To compute the frequency response of the baffled simple
source, we give the simple source a unit volume velocity
(1 m3/s), and compute the power out at a series of discrete
frequencies. Figure 7 gives the predicted power level of the
simple source as a function ofka for each of the surface
element grids. The power level was evaluated inka incre-
ments of 0.05 for each of the curves plotted in Fig. 7. In this
case, the low-frequency approximation for the power output
from a vibrating structure can be determined asPav

5k2rcuûu2/4p, whereû is the volume velocity of the simple
source. Again, for values ofka below 0.5, the numerical
results all compare well with the low-frequency approxima-
tion.

To illustrate the convergence properties of the numerical
solution, a very refined mesh with 144 elements was used as
a very nearly exact solution, and the previous results were
compared to the power output predicted for the refined mesh.
Figure 8 shows a plot of the logarithm of the magnitude of
the relative error as a function ofka for each of the various
surface element meshes. In contrast to the previous example,
the convergence of the solution for the power output is not
necessarily uniform as a function of the element size, i.e.,
frequency ranges exist where the accuracy in the predicted
power output decreases when the element mesh is refined.

This phenomenon is especially prevalent near acoustic reso-
nances, where the nonuniform convergence is primarily due
to the error in the prediction of the resonance frequency, not
in the prediction in the amplitude of the acoustic power out-
put near the resonances. Still, the overall accuracy in the
predicted power output is very good, and the convergence,
although nonuniform over some frequency ranges, is fairly
rapid. The fact that the error does not become random for
values ofE smaller than the 0.001 is probably due to the
configuration of the boundary surface. Because all of the
surface elements occupy the same plane, the random errors
in the calculation ofU are minimized, which then increases
the overall solution accuracy.

C. Open thin-walled cylinder attached to a cylindrical
driver

In the previous two examples, the elemental volume ve-
locities were matched exactly by the numerical solution. In
this example, the effect of small errors in the specified vol-
ume velocity distribution are examined. Consider the calcu-
lation of the power output of an open thin-walled cylinder
attached to a cylindrical driver; a cross-sectional view of
which is shown in Fig. 9.

The cylindrical driver is of radiusa and heightH, and
the open cylinder is of radiusa and lengthL. This problem
is notable because it is very difficult to analyze using a con-
ventional boundary element formulation as discussed by
Martinez,43 although Wu44 has recently made an attempt to
extend the conventional boundary element formulation to ad-
dress this type of problem. In our formulation, the presence
of the thin-walled cylinder causes no difficulties because we
can represent the radiation from the elements associated with
the cylinder using dipole sources. The normal velocity of the
speaker diaphragm of the cylindrical driver is taken to be
v̂n(x)51 m/s and all the other components of the structure
are assumed to be stationary. Four different models are used
to compute the radiated sound power, as shown in Fig. 10.

Predictions for the power level as a function of fre-
quency for each of the four models are shown in Fig. 11,
where the geometrical parameters were taken asa51 m, L
51 m, andH51 m, and theka increment was taken as
0.025. The refined frequency increment was necessary to re-
solve the peak in the power level nearka51. Each of the
models accurately predicts the large increase in the power
output near the resonances of the open cylinder, although
there are slight variations in the predicted resonance frequen-
cies.

FIG. 7. Power level of the baffled simple source as a function ofka where
a51 m ~–– N59, ------ N516, ——— N525, ——— N536!.

FIG. 8. Variation in the logarithm of the magnitude of the relative error as
a function ofka for each of the surface element meshes~–– N59, ------
N516, ——— N525, ——— N536!.

FIG. 9. An open thin-walled cylinder attached to a cylindrical driver.
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As in the previous examples, we want to determine the
convergence of the solution as a function of frequency and
the element size. For this problem the nearly exact solution
required a large number of elements~600! because the vi-
brating structure is made up of a number of individual parts.
Figure 12 shows a plot of the logarithm of the magnitude of
the relative error as a function ofka for each of the various
surface element meshes. Again, the convergence of the solu-
tion for the power output is not necessarily uniform, espe-
cially near the frequencies where acoustic resonances occur.

A comparison of Figs. 5, 8, and 12 shows that at low
frequency the convergence properties of the solution for the
power output of the short cylinder are quite different from
the convergence properties of the solutions for either the
block or the shield. More specifically, the slopes of the
curves in Fig. 12 are very nearly zero at low frequency,
indicating that the solution does not converge as a function
of frequency at low frequency. The lack of convergence is
due to inaccuracies in the representation of the overall vol-
ume velocity of the structure, caused by discretizing the sur-
face area of the diaphragm. For example, Fig. 13 shows a
comparison of the actual size of the diaphragm and the coars-
est discretization of the diaphragm. The figure shows that all
of the area of the diaphragm is not accounted for in the

element discretization. Assuming that each point of the dia-
phragm has a normal surface velocity of 1 m/s then leads to
a slight underestimation of the overall volume velocity of the
structure. As the element mesh is refined, more of the surface
area of the diaphragm is accounted for, and thus the error in
the solution decreases. Still, there is always a slight inaccu-
racy in the overall volume velocity, so that using this dis-
cretization, the solution will never converge as a function of
frequency at low frequency. In general, most problems will
suffer from this difficulty due to slight errors in the specified
surface velocity and discretization errors, and thus the results
shown in Fig. 12 must then be considered typical, rather than
exceptional. In practice, this simply means that the predicted
power output for a given surface element mesh is not neces-
sarily more accurate at low frequencies than at intermediate
frequencies.

D. Transversely oscillating unbaffled circular disk

As a more difficult example problem, the power output
from a transversely oscillating disk is analyzed. The problem
is more difficult because the overall volume velocity of the
disk is zero. Our previous analysis1 predicts that error in the
approximate solution should decrease as the element mesh is
refined, but should not decrease as the frequency decreases
for a particular element mesh. The main goal of the analysis
is to verify this prediction. The amplitude of the vibration is
taken to be unity such that the normal velocity is specified as

FIG. 10. Four surface element meshes for the open thin-walled cylinder
attached to a cylindrical driver.

FIG. 11. Power level of the open thin-walled cylinder attatched to a cylin-
drical driver as a function ofka ~–– N524, ------ N596, ——— N
5216,——— N5384!.

FIG. 12. Variation in the logarithm of the magnitude of the relative error as
a function ofka for each of the surface element meshes~–– N524, ------
N596, ——— N5216, ——— N5384!.

FIG. 13. Comparison of the actual size of the diaphragm and the coarsest
discretization of the diaphragm.
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v̂n(x)51 m/s on the front face of the disk, andv̂n(x)5
21 m/s on the back face of the disk. Again, we only model
the centerplane of the disk and represent the radiation from
the disk using dipole sources only. Four element meshes
were analyzed, as shown in Fig. 14.

Figure 15 gives the predicted power level of a trans-
versely oscillating disk of radius 1 m as afunction ofka for
each of the surface element grids. Because each of the curves
shown in Fig. 15 are very closely spaced, we are tempted to
conclude~wrongly! that the lumped parameter model con-
verges very quickly to the correct solution, perhaps even
more quickly than in the previous examples. To correctly
interpret the results, however, we must compare the pre-
dicted power output to an exact solution for the power out-
put, as given by Bouwkamp.45 Figure 16 shows a plot of the
logarithm of the magnitude of the relative error as a function
of ka for each of the various surface element meshes. The
results show that the solution converges as a function of
element size, but not as a function of frequency, as predicted.
The results also show that the convergence is relatively slow,
accounting for the relatively small change in the predicted
power output as a function of the element mesh density. In
this problem, the small errors in the representation of the
surface of the disk do not result in errors in the predicted
power output because the numerical model correctly repre-

sents the overall volume velocity of the disk as zero. If the
model incorrectly represented the overall volume velocity of
the disk, the error in the predicted power output would be-
come very large.

IV. CONCLUSIONS

A method has been developed for numerically comput-
ing the sound power radiated by a vibrating structure. The
method differs from previous boundary methods primarily in
the way the boundary condition is enforced. By satisfying
the boundary condition in a lumped parameter sense, rather
than on a point-to-point basis, the requirements on the basis
functions for the acoustic field are relaxed significantly. This
allows the use of discrete sources instead of continuous dis-
tributions of sources as basis functions, alleviating the diffi-
culties in enforcing the boundary condition and leading to a
solution with well-defined convergence properties.

The theoretical analysis in our previous paper~Ref. 1!
predicted that the resulting solution for the acoustic power
output of the structure must converge to the correct solution
as the element mesh is refined at a particular frequency. To
test this prediction, four example problems were examined.
The results of the numerical analysis show that the solution
does converge to the correct solution, but that the conver-
gence may not be uniform as a function of the mesh density
over some frequency ranges; that is, the error in the solution
for the acoustic power output may possibly increase as the
element size decreases. Still, the overall convergence of the
numerical solution is excellent, with the error in the pre-
dicted power output smaller than a few decibels over a broad
frequency range for even the coarsest surface element
meshes.

The main drawback of the method is the computational
cost of solving the system of equations for the source ampli-
tudes. A method to alleviate this difficulty has been given
recently by Fahnline38 ~written after the first edition of this
paper, but already in print!. The article shows how a very
dense structural mesh can be condensed into a much coarser
acoustic element mesh, resulting in a much smaller number
of equations to solve for the source amplitudes. This step
essentially eliminates the time required to solve the system

FIG. 14. Surface element meshes for the transversely vibrating disk.

FIG. 15. Power level of the disk as a function ofka, with a51 m ~–– N
516, ------ N536, ——— N564, ——— N5100!.

FIG. 16. Variation in the logarithm of the magnitude of the relative error as
a function ofka for each of the surface element meshes~–– N516, ------
N536, ——— N564, ——— N5100!.
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of equations, which previously required most of the time in
the solution process~when the number of equations exceeds
about 1000 elements!. We presume that using this condensa-
tion, our numerical solution is now at least as fast as a typical
finite element solution,46 but no direct comparisons of the
solution speeds have been attempted.

APPENDIX

In the following derivation, we show that the radiation
from different parts of a structure are best represented by a
particular source type. Consider a boundary surface made up
of three distinct areas, as shown in Fig. A1. To simplify the
analysis, we use image sources to automatically enforce the
boundary condition on the infinite baffle. For each source
location on the boundary surface, we place an image source
at the reflection of the source point about the infinite plane,
as illustrated in Fig. A2. We now want to use the Kirchhoff–
Helmholtz equation to determine the source type which is
appropriate for each of the three components of the boundary
surface. To start, we write the pressure field as a summation
of three surface integrals as

p̂~x!5I 11I 21I 3 , ~A1!

where the individual terms represent the integrations over
each of the three surfaces making up the boundary surface.

Starting with the surfaceS1 , we now proceed to evalu-
ate the contribution of each of the surfaces to the overall
acoustic field. Using primes to denote quantities associated
with the image sources, the integralI 1 becomes

I 152
1

4p E E
S1

$ ikrcĝ~x,q!v̂n~q!2 p̂~q!“qĝ~x,q!•nq%

3dS~q!2
1

4p E E
S18

$ ikrcĝ~x,q!v̂n~q!

2 p̂~q!“qĝ~x,q!•nq8%dS~q!, ~A2!

where the lower caseĝ indicates the free-space Green’s
function,

ĝ~x,q!5
1

R
eikR, ~A3!

with R5ux2qu. Because the surface areaS1 is in the plane
of the baffle,S185S1 andnq852nq . Equation~A2! can now
be simplified as

I 152
ikrc

2p E E
S1

ĝ~x,q!v̂n~q!dS~q!, ~A4!

so that the radiation from the elements in the plane of the
infinite baffle can be represented in terms of simple sources
only.

To evaluate the Kirchoff–Helmhotz equation over the
surfaceS2 , we must include both the ‘‘front’’ and ‘‘back’’
faces of the surface because both are in contact with the
acoustic medium. Denoting the front and back faces with a
superscript1 and2 sign, respectively, the contribution of
the very thin surface to the overall acoustic pressure field
becomes

I 252
1

4p E E
S2

1
$ ikrcĝ~x,q!v̂n~q!2 p̂~q!“qĝ~x,q!•nq

1%

3dS~q!2
1

4p E E
S2

2
$ ikrcĝ~x,q!v̂n~q!

2 p̂~q!“qĝ~x,q!•nq
2%dS~q!1I 28 , ~A5!

whereI 28 is the contribution from the image sources. Because
S2 is very thin and deforms only in bending, the surface
normal and normal surface velocity on the two faces of the
structure are exact opposites of each other, and thus Eq.~A5!
reduces to

I 25
1

4p E E
S2

@ p̂~q1!2 p̂~q2!#“qĝ~x,q!•nq
1 dS~q!1I 28 .

~A6!

The function“qĝ(x,q)•nq
1 represents the acoustic field of a

dipole source aligned in the directionnq
1 at the pointq, so

that the radiation from the very thin structure can be repre-
sented by dipole sources only. We can now replace the pres-
sure difference on the two sides of the surface by a dipole
source amplitude, which is then determined by enforcing the
boundary condition for the normal surface velocity. We only
have to enforce the boundary condition over one face ofS2
because the normal surface velocity on the other face must

FIG. A1. Boundary surface made up of three areas:S1 which is in the plane
of an infinite baffle,S2 which is very thin and encloses negligible volume,
andS3 which encloses a finite volume.

FIG. A2. Illustration of the image of the boundary surface.
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be its exact opposite, as is easily proven by explicitly writing
the normal surface velocity on either side of the surface. A
related discussion is given by Martinez.43

Finally, we evaluate the integral over the surfaceS3 as

I 352
1

4p E E
S3

$ ikrcĝ~x,q!v̂n~q!2 p̂~q!“qĝ~x,q!•nq%

3dS~q!1I 38 , ~A7!

whereI 38 is the contribution from the image sources. In Eq.
~A7!, the radiation includes contributions from both simple
and dipole sources, with the relative size of their contribu-
tions depending both on the frequency and the source loca-
tion. We can get an idea of the relative sizes by examining
the low- and high-frequency limits for the integral. Because
we are primarily interested in computing the acoustic power
output, we assume that the field pointx is located a great
distance from the surface of the structure. At low frequency,
the dipole sources do not radiate nearly as efficiently as the
simple sources, and we can then approximate the integral as

I 352
ikrc

4p E E
S3

ĝ~x,q!v̂n~q!dS~q!1I 38 . ~A8!

At high frequency, the surface pressure is approximately
given as9

p̂~q!5rcv̂n~q!, ~A9!

so that Eq.~A7! becomes

I 352
rc

4p E E
S3

$ ikĝ~x,q!

2“qĝ~x,q!–nq%v̂n~q!dS~q!1I 38 . ~A10!

Thus in the high-frequency limit the contributions from the
two source types are directly related, with the difference in
the source amplitudes proportional toik, as for a ‘‘tripole
source.’’

At this point, we have two possible choices for the basis
functions. One possibility is to assume the weighting func-
tion for the simple sources is known, and to try to determine
the pressure field as the weighting function for the dipole
sources. This method is probably the most logical, simply
because the normal surface velocity is specified and the sur-
face pressure is unknown. Unfortunately, this set of basis
functions will suffer from nonuniqueness difficulties at a set
of discrete frequencies. Another possibility is to assume the
source amplitudes of the simple and dipole sources are re-
lated through a complex constant, as in the high-frequency
limit given in Eq. ~A10!. Clearly, the pressure and normal
surface velocity on the boundary surface are not generally
related through a single complex constant, and thus an exact
solution for the acoustic field cannot be determined using
this assumption. However, we seek only to enforce the
boundary condition in a lumped parameter sense, and thus
the nonexistence of an exact solution for the acoustic field is
not a problem. Because this method guarantees the elimina-
tion of the nonexistence and nonuniqueness difficulties, we
chose the tripole sources as basis functions for surfaces en-
closing a finite volume.
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The Hamiltonian approach to the calculation of vibrational modes of elastic cubic objects is
exploited, including the effect of higher-order elastic constants. A technique is presented for solving
the inverse problem, i.e., the determination of second- and third-order elastic constants for face
cubic centered crystals by inversion of natural frequencies data. An unconstrained minimization
algorithm, using gradient methods, is used to numerically solve the inverse problem. The method is
applied to the case of Al alloys, since they are particularly suitable for applications of the
acoustoelastic effect, which requires a knowledge of the third-order elastic constants. The efficiency
and the accuracy of the method and the influence of measurement errors are discussed. ©1997
Acoustical Society of America.@S0001-4966~97!05306-X#
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INTRODUCTION

The reconstruction of the physical properties of a system
by means of natural frequencies data inversion is an old
problem. Holland1 and Demarest2 observed that a very
simple variational principle can be used for deriving an ei-
genvalue equation for the normal-mode frequencies of an
elastic body with free boundaries. Ohno3 applied the method
to the resonant ultrasonic determination of the elastic con-
stants of materials by using small rectangular parallelepipe-
dal single-crystal samples. Simple specimen geometries
~sphere, cylinder, cube, etc.! have been frequently used in the
literature,4,5 for both analytical studies and experimental
measurements.

The analytical results have contributed to the develop-
ment of resonant ultrasound spectroscopy~RUS!6,7 tech-
niques for the experimental determination of natural frequen-
cies ~NF!, which are useful for the solution of inversion
problems. RUS has been most extensively applied in geo-
physics~for the measurement of thermodynamic properties!
and for the determination of second-order elastic
constants.8–10 Great success has recently been achieved in
the study of phase transition for high-temperature
superconductors,8 for the determination of relaxation effects
in some complex systems,9 and in the anisotropy determina-
tion for quasicrystals.10

The purpose of the present article is to present in a com-
pact form a RUS method for the determination of both the
second- and third-order elastic constants from the natural fre-
quencies of a cube of an Al alloy. A quantitative knowledge
of the third-order elastic constants is essential for the study
and application of the acoustoelastic effect~AE!.11,12 Since

Al alloys are particularly suitable for AE applications~e.g.,
to the determination of applied and residual stress fields!,13,14

the proposed method is applied to the case of Al alloys.
Another important example of the relevance of third-~or
higher-! order elastic constants is in the proximity of internal
defects. In fact, linear elasticity predicts that stresses and
strains vary as the inverse first power of the distance from
the defect and, therefore, are unbounded as this distance goes
to zero. Close to the defects, nonlinear effects must clearly
be taken into account and the knowledge of higher-order
elastic constants becomes a prerequisite.

In Sec. I, the direct problem of obtaining the natural
frequencies from the elastic constants is formulated and dis-
cussed. By means of the Rayleigh–Ritz method the expres-
sions for the NFs of a cube specimen of a face cubic centered
~fcc! material, such as Al, are obtained. Section II presents
the inverse problem and its solution. Also, some properties
related to the accuracy of the inversion scheme are discussed.
In Sec. III the determination of the third-order elastic con-
stants for aluminum is performed and the computed values
are compared with the experimental values found in the lit-
erature.

I. THE FORWARD PROBLEM

Let us consider a rectangular parallelepiped~for brevity
we shall call it ‘‘cell’’ ! with dimensions 2a, 2b, 2c, made of
a material with face centered cubic symmetry~fcc!. LetS be
its free surface, surrounding a volumeV. The Lagrangian of
the system may be written as

193 193J. Acoust. Soc. Am. 102 (1), July 1997 0001-4966/97/102(1)/193/6/$10.00 © 1997 Acoustical Society of America



L5E
V
~K2W!dV, ~1!

whereK is the kinetic energy density

K5 1
2rv2~u1

21u2
21u3

3!, ~2!

andW the potential energy density;ū the displacement vec-
tor andv the angular frequency of the displacement wave.

In order to take into account nonlinear phenomena, such
as acoustoelasticity in elastic materials, we must include the
lower-order nonlinear terms in the expression ofW.11 Cor-
respondingly, the stress tensor is defined as

skl5Cklmnhmn~12hpp!1CplmnHkphmn

1CkpmnHlphmn1
1
2CklmnHpmHpn

1 1
2 Cklmnrshmnh rs , ~3!

whereCi jkl andCi jklmn are the second- and third-order elas-
tic constants, resp.,H̄5“ū andh is the Lagrangian linear
strain tensor

h i j5
1

2 S ]ui
]xj

1
]uj
]xi

D .
By using Voigt’s notation

~ i , j !→ id i , j1~92 i2 j !~12d i j !

and Brugger’s notation

skl→sk , hkl→ 1
2~11dkl!hk ,

we may write the potential energy density as

W5 1
2Ci jh ih j1

1
6Ci jkh ih jhk ~ i , j ,k51...6!, ~4!

where it has been assumed that no initial elastic potential is
present.

For fcc crystals, Eq.~4! may be written in the form

W5 1
2@C11I 1

212~C122C11!I 21C44I 3#1 1
6 @C111I 1

3

13~C1122C111!I 1I 213~C11123C11212C123!I 4

16C456I 513~C14423C155!I 623C144I 1I 3#, ~5!

where the scalar invariants

I 15trh5h11h21h3 ,

I 25h1h21h2h31h1h3 ,

I 35h4
21h5

21h6
2,

I 45h1h2h3 , I 55h4h5h6 ,

I 65~h21h3!h4
21~h11h3!h5

21~h21h1!h6
2

have been used.
The equations of motion are obtained by applying

Hamilton’s principle

E
t1

t2
dL dt50. ~6!

For free vibrations, the displacement field of the cell may be
expressed as

u~x,y,z,t !5U~x,y,z!eivt, ~7!

and we may write

K5
1

2EVrv2~U1
21U2

21U3
2!dV ~8!

and

h15U1,x , h25U2,y , h35U3,z ,

h45U2,z1U3,y , h55U1,z1U3,x , h65U2,x1U1,y ,

where a subscript after the comma means a spatial differen-
tiation with respect to the corresponding coordinate.

An approximative solution for the natural frequencies is
obtained by using the Rayleigh–Ritz method. The first step
is to fix a complete system of coordinate displacement func-
tions satisfying the homogeneous form of the boundary con-
ditions and such that any linear combination of a finite num-
ber of functions is an admissible comparison function for the
variational problem.

Visscheret al.5 proposed for the linear case a choice of
basis functions in the simple formxlymzn, showing that the
choice of basis in terms of Legendre polynomials is not ad-
vantageous. However, in the nonlinear case Visscher basis
functions do not allow a proper rearrangement of terms to
obtain a linear homogeneous system. On the other hand, the
choice of Legendre polynomials as a complete orthogonal set
is more efficient, since it allows a grouping according to
known mode shapes and adds a physical insight into the type
of vibrational modes associated with a given frequency.

Considering the nondimensional variables

j5
x

a
, x5

y

b
, z5

z

c
,

we choose the following functions for the displacement field

U1~j,x,z!5S0~j!Sb~x!Sc~z!,

U2~j,x,z!5Sa~j!S0~x!Sc~z!, ~9!

U3~j,x,z!5Sa~j!Sb~x!S0~z!,

where

S0~x!5(
i51

N

pi~x!, Sa~x!5(
i51

N

aipi~x!,

~10!

Sb~x!5(
i51

N

bipi~x!, Sc~x!5(
i51

N

cipi~x!.

The functionspi are the normalized Legendre polynomials,
defined as functions of the Legendre polynomialsPi , up to a
given orderN

pi5S 2i11

2 D 0.5Pi , i51...N.

The variation of Eq.~6! with respect to the coefficients
xi5(ai ,bi ,ci), with i51•••N, yields a homogeneous non-
linear system of equations. After a proper rearrangement of
terms, we obtain a linear homogeneous system in the 12
unknowns
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S15(
i51

N

xi
2, S25(

i51

N

xi
3, S35(

i51

N

xi
4, S45(

i51

N

xi
5,

S55 (
i , j51

N

xixj , S65 (
i , j ,k51

N

xixjxk ,

S75 (
i , j ,k,l51

N

xixjxkxl , S85 (
i , j51

N

xi
2xj , ~11!

S95 (
i , j51

N

xi
3xj , S105 (

i , j51

N

xi
2xj

2,

S115 (
i , j51

N

xi
2xj

3, S125 (
i , j51

N

xi
4xj .

This system can be written in the form of a classical eigen-
values problem as

~K2vM !S50, ~12!

whereK is the stiffness matrix,M5rI is the mass matrix,
andS the vector of the unknown solutions of the system.

The eigenfrequencies of the cell are obtained from the
solution of the corresponding secular equation

det~K2vM !50. ~13!

The submatrix elements ofK in the caseN54 are re-
ported in the Appendix.

We remark that, for the linear case,N54 is a com-
pletely inadequate polynomial order for the solution of the
inverse problem. In fact, comparing the results forN54, N
56, andN57 in the solution of the inverse problem, we
found differences in the predictions of the elastic moduli of
the order of up to about 10%. However, in the nonlinear
case, a corresponding calculation led to differences of the
order of up to 0.01%. Therefore,N54 is a totally adequate
order in the nonlinear case.

A detailed analysis of the functionv(C), whereC is the
set of elastic constants, points out to a strong and complex
dependence of the NFs on the elastic moduli. Numerical cal-
culations~see Sec. V! show a large perturbation of NFs even
if only one elastic constant is modified. Therefore, since
many false minima may appear in the solution of the inverse
problem, an accurate technique for the inversion is intro-
duced in the next section.

II. THE INVERSE PROBLEM

We now consider the reconstruction of the physical
properties of a cube by assuming that its dimensions and the
NFs are known. We determine the second- and third-order
elastic constants, which minimize the least-squares ‘‘dis-
tance’’ between computed and measured NFs. This ‘‘dis-
tance,’’ called in the following objective function, is defined
as

J5(
i51

p

Ri
25(

i51

p

wi„ṽ i2v i~C!…2, ~14!

where ṽ i andv i(C) are the measured and computed NFs,
respectively.C represents a set of elastic moduli in the pa-

rameter space~or search space!. The integerp is the number
of measured NFs, which must be larger than the number of
unknown parameters~dimension of the parameter space!.
TheRi are the residuals andwi are properly chosen weights.

When the objective functionJ is differentiable with re-
spect to the parameters~in our case the elastic constants!, the
nonlinear minimization problem can be solved by using a
gradient method, such as the quasi-Newton method.15,16The
analytical formulation of the direct problem, given in Sec. I,
is expected in fact to improve the accuracy and computa-
tional efficiency of the method.

By definingJ*5J(C* ) as the minimum value ofJ for
the optimal set of parametersC* , the e-indifference region
can be defined as the region in the parameter space in which

uJ~C!2J* u<e. ~15!

In such a region,J can be expressed by means of a second-
order Taylor expansion as

J~C!5J*10.5dCTH* dC, ~16!

wheredC5C2C* andH is the Hessian ofJ in C*

Hi j*52(
k51

p

wk

]vk

]Ci*
]vk

]Cj*
. ~17!

By using Eq.~16!, thee-indifference region is defined as
a nine-dimensional ellipsoid given by

dCTH* dC<2e. ~18!

The estimation matrix is therefore approximated by17

VC52m2H21, ~19!

where the constantm is given by

m25(
i51

p

Ri*
2
. ~20!

The confidence region is chosen so that it coincides with the
e-indifference region of the objective function.

The eigenvalues decomposition ofH* is given by

H*5QLQT, ~21!

whereL is the diagonal matrix of eigenvaluesl i of H* , and
Q is a unitary matrix with columns given by the eigenvectors
forming the nine principal axes of the ellipsoid. The lengths
of the principal axes are inversely proportional to the square
roots of the eigenvalues. The longest axis defines the worst-
determined direction inC space, and the shortest axis defines
the best-determined direction. The eigenvectors contained in
Q introduce a new set of principal components that are linear
combinations of original parameters. Equation~19! implies
that the standard deviationp i of the estimates is given by

p i5mS 2l i
D 0.5. ~22!

III. NUMERICAL RESULTS

Numerical studies show that an acceptable accuracy
~with errors up to 10%–15%! may be obtained considering
Legendre polynomials up to the third order (N54) in Eq.
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~13!. The first 12 experimental NFs~measured by a pulse-
echo technique! for an Al alloy cube with a5b5c
515.7 mm andr52697 kg/m3 are used for solving the in-
verse problem. By coding theC vector with the following
ordering

C5~C11,C12,C44,C111,C112,C123,C144,C155,C456!
T,

~23!

the elastic constants are given~in GPa units! by18,19

C5~106.43, 60.35, 28.21,21076,2315, 36,223,

2340,230!. ~24!

The first 12 measured and predicted values of the NFs
~MHz! are reported in Table I, together with the correspond-
ing residuals in the columne50. Table I shows that the
reliability of the method is very good, with errors generally
less than 3%, except for the highest frequency.

As already mentioned, each frequency is strongly depen-
dent on the choice of the elastic constants setC. A detailed
numerical analysis has been performed, but, it is not easy to
give a reliable prediction of the dependence of each mode on
each elastic constant, due to the many factors involved.

The gradient quasi-Newton method has been used for
the inversion. Three different initial guesses have been used,
to guarantee convergence independently from the initial
choice. The three initial sets are randomly selected

C̃15~0,150,15,0,30,230, 0,300, 40!T,

C̃25~50, 100, 20,2500, 0,0,10,0,0!T,
~25!

C̃35~100, 50, 30,21000,2300, 30, 20,

2300,240!T.

In Fig. 1 the objective function and its gradient are plot-
ted vs the number of iterationsn. The plots show a good and
fast convergence for all three choices of initial conditions.

In Fig. 2 the iteration history for nine elastic constants
obtained from the third initial set (C̃3) is displayed. Similar
results have also been obtained for the other choices of initial
sets.

The final values of the elastic constants, obtained by
inverting the NFs data reported in Table I, are~in GPa units!

Cf5~106.9,61.75,30.12,21077.9,2335.4,35.3,225.5,

2353.8,233.5!, ~26!

with a marginal confidence interval60.85%. Comparing the
results of Eq.~26! with Eq. ~24! we find a very good overall
agreement.

In order to analyze the effect of noise in the experimen-
tal data acquisition, the NFs datav i have been multiplied by
(11r i), wherer i are random numbers uniformly distributed
in a given interval@2e,e#, with e50, 0.01, 0.1. The final
valuesJfin of the objective function after 15 iterations for the
three initial choices are reported in Table II. It is found that
the residuals~see Table I! vary linearly andJfin quadratically

TABLE I. The measured and computed natural frequencies and their residuals.

NF number
Experimental

~MHz!
Predicted
~MHz!

Residuals
e50

Residuals
e50.01

Residuals
e50.1

1 91.7 91 0.006 0.009 0.037
2 122.6 122 0.005 0.008 0.035
3 124.9 125 20.006 20.010 20.037
4 150.8 149 20.025 20.028 20.060
5 153.5 154 0.068 0.075 0.099
6 175.8 175 20.008 20.012 20.039
7 222.7 225 0.073 0.077 0.104
8 242.4 235 20.032 20.035 20.063
9 252.5 250 20.172 20.176 20.204
10 268.1 275 0.069 0.073 0.114
11 299.3 290 20.219 20.224 20.249
12 282.5 311 0.053 0.059 0.084

FIG. 1. Evolution of~a! the objective function and~b! its gradient for the three initial guesses of Eq.~25!.
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with respect toe. This means that highly accurate measure-
ments for the NFs, such as provided by RUS techniques, are
required to obtain good predictions for the elastic constants.
Even small perturbations in the experimental frequencies can
lead to erroneous estimates.

IV. CONCLUSIONS

We have presented a method for the solution of the di-
rect problem of obtaining the natural frequencies of a cube of
a fcc crystal from its elastic constants and of the inverse
problem of determining the elastic constants from the NFs.
Both second- and third-order elastic constants can be deter-
mined. The method has been applied to the case of Al alloys,
due to the importance of the third-order elastic constants in
Al for applications of the acoustoelastic effect.

In the application of the method to the forward problem,
the NFs are obtained with a good accuracy~generally better
than 3%, except for the highest ones!. Likewise the applica-
tion to the inverse problem yields very good predictions for
the second-order elastic constants and satisfactory results for

the third-order elastic constants. The iteration history of the
elastic constants and the evolution of the objective function
and its gradient show that a small number~10–15! of itera-
tions is sufficient for good convergence. Several~3! ran-
domly selected initial guesses of the elastic moduli are con-
sidered, with the conclusion that the algorithm does not
depend strongly on the initial guesses. A numerical simula-
tion of measurement noise by multiplications of the NFs data
by random factors shows, however, that accurate measure-
ments of the NFs are required, with even small perturbations
in the experimental NFs leading to erroneous estimates of the
elastic moduli.
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APPENDIX

In Eq. ~12! the 12312 matrixK can be written in terms
of four 939 submatricesKi j , given, forN54 by

K11
kl5E

V
F 1a2 ~C1123C4412C11113C112!Vkm,j

~1! Vml,j
~1!

1
1

b2
~3C4413C14412C155!Vkm,x

~1! Vml,x
~1!

1
1

c2
~3C1112C14413C155!Vkm,z

~1! Vml,z
~1! GdV,

K22
kl5E

V
F 1b2 ~C1123C4412C11113C112!Vkm,x

~2! Vml,x
~2!

1
1

a2
~3C4413C14412C155!Vkm,j

~2! Vml,j
~2!

1
1

c2
~3C1112C14413C155!Vkm,z

~2! Vml,z
~2! GdV,

K33
kl5E

V
F 1c2 ~C1123C4412C11113C112!Vkm,z

~3! Vml,z
~3!

1
1

a2
~3C4413C14412C155!Vkm,j

~3! Vml,j
~3!

1
1

c2
~3C1112C14413C155!Vkm,x

~3! Vml,x
~3! GdV,

K12
kl5K21

kl5E
V

1

ab
@~C1212C11213C123!Vkm,j

~1! Vml,x
~2!

12C144~Vkm,j
~1! Vml,x

~3! 12Vkm,j
~3! Vml,x

~2! 1Vkm,j
~2! Vml,x

~1! !

13C155~2Vkm,j
~1! Vml,x

~1! 1Vkm,j
~2! Vml,x

~1! !

12C456~2Vkm,j
~3! Vml,x

~1! 12Vkm,j
~2! Vml,x

~3!

1Vkm,j
~3! Vml,x

~3! !#dV,

FIG. 2. Iteration history of the nine elastic constants for the initial guess
C̃3.

TABLE II. Numerical values ofJfin after 15 iterations for the three initial
guesses.

e50 e50.01 e50.1

C1 8.691024 1.791022 9.811021

C2 1.401025 8.841023 4.331022

C3 6.451026 3.351024 5.491022
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K13
kl5K31

kl5E
V

1

ac
@~C1212C11213C123!Vkm,j

~1! Vml,z
~3!

12C144~Vkm,j
~1! Vml,z

~2! 12Vkm,j
~2! Vml,z

~3! 1Vkm,j
~3! Vml,z

~1! !

13C155~2Vkm,j
~1! Vml,z

~1! 1Vkm,j
~3! Vml,z

~1! !

12C456~2Vkm,j
~2! Vml,z

~1! 12Vkm,j
~3! Vml,z

~2!

1Vkm,j
~2! Vml,z

~2! !#dV,

K23
kl5K32

kl5E
V

1
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@~C1212C11213C123!Vkm,x

~2! Vml,z
~3!

12C144~Vkm,x
~2! Vml,z

~1! 12Vkm,x
~1! Vml,z

~3! 1Vkm,x
~3! Vml,z

~2! !

13C155~2Vkm,x
~2! Vml,z

~2! 1Vkm,x
~3! Vml,z

~2! !

12C456~2Vkm,x
~1! Vml,z

~2! 12Vkm,x
~3! Vml,z

~1!

1Vkm,x
~1! Vml,z

~1! !#dV,

where

Vkm
~1!5pk~x!pm~z!S0~j!,

Vkm
~2!5pk~j!pm~z!S0~x!,

Vkm
~3!5pk~j!pm~x!S0~z!,

klmn51•••4.
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Increased off-axis energy deposition due to diffraction and
nonlinear propagation of ultrasound from rectangular sources

Mark D. Cahilla) and Andrew C. Baker
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~Received 30 September 1996; accepted for publication 19 March 1997!

An existing model, the Bergen code, is used to simulate the propagation of ultrasonic beams of finite
amplitude, due to rectangular and square sources. It is found that the edges of the source give rise
to peaks in the diffraction pattern at the fundamental frequency, which can cause the strongest
shockwaves to form off-axis. These tend to be sharply bounded, causing rapid variation in heat
deposition and streaming pressure across even an unfocused beam, and suppressing axial maxima in
the pressure field. ©1997 Acoustical Society of America.@S0001-4966~97!03207-4#

PACS numbers: 43.25.Jh@MAB #

INTRODUCTION

It is increasingly becoming clear that nonlinearities in
the propagation of ultrasound have a significant effect on
beams used for medical purposes,1,2 for example in the heat-
ing of the medium through which the beam travels, and that
such nonlinearities should be considered in the design and
calibration of transducers. While beams due to circular trans-
ducers have been studied in some detail~see, for example,
Refs. 3–8!, it is only recently that models have been
developed,9,10 that are capable of predicting the nonlinear
evolution of beams lacking cylindrical symmetry, partly due
to the demands they place on the computer, and partly to the
need for reliable algorithms.11 Yet real ultrasound scanners
now usually involve a rectangular phased array of rectangu-
lar elements. With such arrays in mind, the present study
considers idealized beams of finite amplitude due to rectan-
gular sources, propagating through water, and a subsequent
paper will consider a real medical scanner.

We use here the Bergen code,9,12 which implements the
transformed beam equation~TBE!,13 and which has success-
fully been compared with experiment in two studies, by Berg
et al.,9 and by Bakeret al.12 The TBE has also been com-
pared with experiment in air for rectangular sources by Ka-
makuraet al.10,14with excellent results. All of these studies,
however, concentrated on variations along the axis of sym-
metry, as has been the practice for circular sources, and also
on beam profiles~the distribution of pressure in a plane per-
pendicular to the direction of propagation! near or beyond
the last axial maximum. This study considers off-axis effects
in the near field of rectangular sources, and the distribution
of loss of energy and momentum to the medium.

I. THEORY

The Khokhlov–Zabolotskaya–Kuznetsov equation15 can
be written as

]2p8

]s ]t
5ar 0

]3p8

]t3
1
1

4
¹'
2p81

r 0
2l d

]2p82

]t2
, ~1!

which describes the propagation of sound of finite amplitude,
in the ‘‘parabolic’’ limit; that is, the limit in which the varia-
tion of the instantaneous pressure in one direction~taken to
be thez direction! is far greater than that in a perpendicular
direction. One such system is a beam with characteristic
wavelengthl propagating from a source or aperture of char-
acteristic scalea, provided16

2pa/l[ka@1 ~2!

and

z*a~ka!1/3. ~3!

Herep8 is a dimensionless measure of the overpressure,p8
[(P2p0)/P0 , whereP is the pressure,p0 is the ambient
pressure, andP0 is a characteristic pressure of the system
~e.g., the average acoustic pressure at the source!, r 0 is the
Rayleigh distancer 05pa2/l, a is the attenuation coeffi-
cient of a wave with wavelengthl, frequencyf , given by
a5a0f

2, a052.5310214 Np m21 Hz22 in water, l d is the
‘‘discontinuity length’’

l d5
c2r0
3.5kP0

in water ~c is the speed of sound,r0 the ambient density of
the medium!, s is a dimensionless coordinate in the direction
of propagations5z/r 0 , t is a dimensionless retarded time

t5vt2kz

(v52p f ), and

¹'
25a2S ]2

]x2
1

]2

]y2D .
The fields considered here will be those due to a plane

wave impinging on an aperture, but forz@l, which is 0.66
mm in the examples considered here, these approximate to
those due to a uniform velocity source. The TBE transforms
this equation into coordinates appropriate to a spreading
beam;

j5
~x,y!

a~11s!
, ~4!

a!Current address: Medical Physics Directorate, St. Thomas’ Hospital, Lam-
beth Palace Road, London SE1 7EH, UK.
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ts5S t2k
x21y2

2~r 01z! D Y n, ~5!

p5~11s!p8, ~6!

see Ref. 12. The factor ofn introduced to the definition of
ts is the ratio of the carrier frequency of a pulsef , to the
pulse repetition frequency~PRF!, f PRF. It is unity for a con-
tinuous wave. Finally, the Bergen code decomposes the field
into its temporal Fourier spectrum, by

p~ts!5 (
n51

N

„gn sin~nts!1hn cos~nts!…, ~7!

5
1

2i (
n52N

N

pn exp~ ints!, ~8!

wherepn5gn1 ihn , p2n52pn* , andN is a number large
enough to represent the spectrum of the wave. In order to
prevent the buildup of energy in the highest harmonics, it is
necessary to increase artificially the attenuation of a few
modes, specifically those withn>N23.5n by a factorbn
smoothly varying from 1 to 4.5.

Hitherto, the nonlinear term in Eq.~1!, (r 0/2l d)
3(]2p82/]t2) has usually been calculated as a sum of Fou-
rier modes,11 but this process is quadratic in the number of
harmonics,N, and the degree of shock to be considered in
this paper requires such a large number of modes~particu-
larly for pulsed beams! that the calculation of this term is
performed in the time domain, by means of a fast Fourier
transform. Care must be taken to ensure that the true spec-
trum of the nonlinear term does not overlap that of its image,
which appears translated byM modes up and down in fre-
quency, where the representation in the time domain hasM
points. Since onlyN harmonics are to be retained, and the
image of the nonlinear term has a half-width of 2N, M
.3N to avoid distortion of the wave.

This device produces code which is faster than the qua-
dratic algorithm forN.54 on a Convex C3860 computer,
andN.10 on a DEC Alpha 8400, and which thereafter is
effectively of orderN logN.

A. Heating

In calculating the deposition of heat and the streaming
pressure~the pressure applied to the medium due to loss of
momentum by the acoustic beam!, we use the plane-wave
approximation for intensity which is valid when the para-
bolic approximation is used,17 and write

I z5
1

2pr0c
E
0

2p

„P0p8~t!…2 dt ~9!

'
P0
2

2r0c
(
n51

N upnu2

~11s!2
, ~10!

and

]pn,a
]z

52a
n2

n2
bnpn , ~11!

where]pn,a /]z is the variation inpn due to attenuation by
the medium, assumed to be dominated by absorption of en-

ergy. We include a taper function (bn) in order to correctly
represent the loss of energy by the modeled wave, since it
stands in for the attenuation of harmonics of higher fre-
quency than are included in the model.18 The effectiveness of
the taper function was assessed by comparison with calcula-
tions using more harmonics but no taper function.

We then have for the rate of loss of intensity due to
attenuation,

]I z,a
]z

5
2P0

2

r0c
(
n51

N

a0f
2
n2

n2
bn

upnu2

~11s!2
, ~12!

which we assume to be converted largely into heat. A similar
approximation19 leads to the expression for the streaming
pressure per unit length,

F'
1

c

]I z,a
]z

. ~13!

II. FRESNEL DIFFRACTION

As is well known, any sharp edge in a source, or in an
aperture exposed to a plane wave, will produce spatial oscil-
lations in amplitude and phase of the propagated wave, ap-
proximated by the Fresnel functions. It is these oscillations
which are responsible for the axial variation in the field of a
circular piston source, and also for the changes in the wave-
form, such as the asymmetry of the shockwave in the far
field.20 Figure 1 illustrates the amplitude of the field due to a
low-amplitude plane wave of frequency 2.25 MHz imping-
ing on a square aperture with sides of 2 cm, in water. At the
top is the aperture, the beam propagating downward for 20
cm ~all images have been stretched laterally!, and in order to
accentuate the Fresnel diffraction, the plane of the image is
taken across a diagonal of the square aperture, as shown. The

FIG. 1. Amplitude plot of linear propagation~down the page! over 20 cm,
from a square aperture of side 2 cm. Plane of image cuts the source along a
diagonal as shown. Full scale deflection~FSD! is 1.4P0 .
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peak amplitude of each fringe is thus 37% more than the
initial amplitude of the wave, rather than the 17% which we
would see in a simple cross section. The calculation was
performed on a 256 by 256 grid. Taking the characteristic
length a as 1 cm, Eq.~2! is easily satisfied, and Eq.~3! gives

z*4.6 cm.

Figure 2 shows the axial amplitude of the square aper-
ture, and compares it with that of a circular aperture of di-
ameter 2 cm. Note that not only is the last axial maximum
weaker for the square aperture, but all other maxima and
minima are much less marked. This is readily attributable to
the tendency of the circular edge to concentrate its fringes at
the axis, while those due to a straight edge propagate away
from the edge unenhanced. As a result of this, the fringes of
a straight-edged aperture vary only in transverse width and
position, not in amplitude, as they propagate.~Attenuation at
this frequency is weak.!

Figure 3~a! shows the amplitude of the fundamental
mode of a beam with amplitude 1 MPa~60 harmonics were
used in the calculation!. Otherwise it is identical to Fig. 1,
and it is immediately apparent that the beam has been dis-
proportionately attenuated toward the last axial maximum.
Figure 3~b! and~c! show the amplitudes of the 2nd and 10th
harmonics, respectively, normalized to the values found in a
pure sawtooth shockwave. Notable features of these higher
harmonics are their relative freedom from structures due to
higher-order fringes, and the extremely sharp inner edges,
also clearly visible in the beam profile for the 10th harmonic
~Fig. 4!. What seems to be happening is that the shock due to
the central wave meets the fringe and rapidly converts it to
energy at higher frequencies. One consequence of this is that
the principal fringe, responsible for the last axial maximum,
is attenuated, and the ratio of the maximum to its preceding
minimum is diminished, as seen in Fig. 2. Furthermore, this
attenuation is stronger on the side of the fringe away from
the source, which will tend to move the axial maxima toward
the source. It will also move the maximum in beam profiles,
inward before the fringe has crossed the axis, and outward
after. This may be a cause of the ‘‘defocusing’’ noted by
other researchers,18,6 since in the focal plane of a focused

source, the decreasing of the amplitude at the center would
appear as a broadening of the central lobe. Figure 5 shows
the beam profiles in theXZ-plane for the square aperture at
300 mm, and the broadening of the central lobe is clear.
Incidentally, Fig. 3~b! clearly shows the generation of
‘‘fingers,’’ 21 or subsidiary fringes located between the
fringes of the fundamental.

The accentuation of the higher frequencies off-axis is
startling; it was necessary to run the model with increments
in z of less than 0.4 mm in order for the algorithm to con-
verge, due to the large nonlinear term far off-axis. A more
significant indication of its magnitude is seen in Figs. 6~a!
and 7, which show the power lost per unit volume, under the
assumption of continuous wave operation; because attenua-
tion is proportional to the square of frequency, the higher

FIG. 2. Axial amplitude of linear propagation from circular and square
apertures.

FIG. 3. Amplitude plots of nonlinear propagation over 20 cm, of a beam of
initial amplitude 1 MPa, from a square aperture, showing three harmonics;
~a! first harmonic, FSD51.2 MPa;~b! second harmonic, FSD50.6 MPa;~c!
10th harmonic, FSD50.12 MPa.

FIG. 4. Diagonal beam profiles (x5y) at different values ofz, for the tenth
harmonic of the continuous-wave nonlinear beam. Compare with Fig. 3~c!.
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harmonics contribute greatly to the dissipation of energy.
Note also that far less power is lost at the last axial maxi-
mum than off-axis, due to the attenuation of the fringe.

Figures 6~b! and 7 also show results for a pulsed run.
Because the beam is represented by a Fourier series, it is
impractical to model the low PRFs used in real scanners,
rather one must ignore structure near the source, which is
influenced by the interference of consecutive pulses, and di-
vide the power of the beam by the ratio of the model PRF
~here, 225 kHz! and the real PRF, typically around 4 kHz.
The waveform used here is taken from a large circular trans-
ducer, transposed so that its modal frequency is that of the
continuous wave and normalized to a peak positive on-
source pressure of 1 MPa, and has approximately two cycles.
The calculation used 335 harmonics, withn510. Despite the
broadening of the fringe, to be expected from a short pulse,

we see that the corner fringe dissipates some three times as
much power as the center of the beam at 10 cm, although this
is 3% less than the axial maximum, which coincides with the
bottom of the image@Fig. 6~b!#.

In view of Eq. ~13!, the peak streaming pressure is also
much greater at the edge of the beam, reaching 5.6 Pa/m at 7
cm ~assuming a PRF of 4 kHz!, but more interesting is that it
varies by half of that value in 1 mm. It should be noted that
while Eqs.~12! and~13! assume a plane wave, this is still a
reasonable approximation, despite the characteristic~longitu-
dinal! wavelength of the system being 0.66 mm, and the
heating and streaming pressure varying over a transverse dis-
tance of that order. This is because the variation is due to
components with a higher frequency and shorter wavelength,
as is exemplified by Fig. 4, which shows the 10th harmonic
of the continuous wave varying by a factor of 2 within 1 mm,
which is still more than 10 wavelengths of that mode.

While the examples presented so far have all had square
sources, this has largely been for simplicity of presentation.
The suppression of the axial maximum and defocusing, for
example, are due to attenuation of fringes from each edge,
and so are seen in beams from rectangular sources which
possess different fringe systems in each plane of symmetry.
The enhancement of off-axis heating and streaming pressure
is exaggerated by considering a diagonal, but is present in
sections in other planes. Rather more extreme enhancement
is seen, for example, from a rectangular source@Fig. 7~c!#
which differs from the square continuous-wave case only in
having a source of dimensions 1.1 cm by 2.3 cm~the calcu-
lation was performed to 20 harmonics on a 256 by 256 grid!.
The image is taken in the plane of the long axis, and the
enhancement can be attributed to three principal fringes co-
inciding, two from the long edges, and one from a short
edge. An identical ‘‘eye’’ appears on the other side of the
axis.

III. CONCLUSION

Examples have been given of the interaction of near-
field Fresnel diffraction with nonlinear propagation in ideal-

FIG. 5. Diagonal beam profiles (x5y) at z530 cm, for the first harmonic
of linear and nonlinear beams.

FIG. 6. Plots of heat generation in the medium by nonlinear beams;~a!
diagonal plot of continuous wave from square source, FSD593106W/m3;
~b! diagonal plot of wave pulsed at 225 kHz from square source,
FSD553105W/m3; ~c! plot of continuous wave from a rectangular source
~see text!, FSD593106W/m3.

FIG. 7. Diagonal profiles of heat generation (x5y) at z510 cm, for non-
linear beams. Units are 104 W/m3 for the continuous wave, and 103 W/m3

for the pulsed wave, with PRF 225 kHz.
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ized systems, which show how interactions away from the
axis of an acoustic beam can significantly affect the axial
behavior, by suppressing axial maxima in the amplitude of
pressure and the dissipation of power, and also by increasing
these maxima off-axis. Such effects are more pronounced in
fields whose sources contain straight edges than in those due
to circular sources, and the off-axis enhancement is further
exacerbated when the edges meet at a point.

It is appropriate to consider how these results might be
applied to real situations. The edges of the transducers in
medical scanners will cause enhanced generation of shocks
in fringes, moving inward from the edge of the beam as it
propagates forward, and this might be missed in a calibration
procedure which concentrates on axial behavior. A worst
case might involve the measurement of an unrepresentatively
low amplitude on-axis, while missing unwelcome ‘‘hot-
spots’’ closer to the scanner head, and to the side.

Not only will longer pulses, as used in modes which
measure Doppler shifts, cause greater generation of heat and
streaming pressure, by virtue of their greater time-averaged
power, but they will produce greater shear stresses than short
pulses, because their narrower spectra cause better-defined
fringes.

Effects which would tend to decrease the severity of the
problem are focusing in the scanner head, defocusingin vivo,
and the higher coefficient of attenuation of tissues. Focusing
in the scanner has less effect on the edge shocks than at the
axis, so a moderately strong focal power might ensure that
the shock at the focus is significantly greater than that off-
axis. Irregularities in the tissues or other media through
which the beam is transmitted may defocus the effective
edges enough, not only to lessen the transverse gradient of
streaming pressure, but also to decrease the maximum am-
plitude of the carrier frequency, which drives the growth of
the shock. These effects of course also limit the resolution of
the scanner.

The higher coefficient of attenuation of tissues, and to a
lesser extent of body fluids, will have a significant effect on
the behavior of the beam. The shock will tend to build up to
a lower peak, but will also dissipate more power than in
water, and if the beam passes from a fluid to tissue it is
known that shocks built up in the fluid can cause enhanced
heating in the tissue.18 It seems that further research into the
near-field behavior of ultrasonic beams in biological media is
indicated.
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in nonlinear mode
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The operation of the sound amplification by stimulated emission of radiation in the nonlinear mode
is considered. Liquid with gas bubbles serves as an active medium. Pumping is produced by
alternating electric field. The amplification of the useful wave in the plane resonator is investigated
analytically. © 1997 Acoustical Society of America.@S0001-4966~97!04006-X#
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INTRODUCTION

Recently the theoretical scheme of an acoustic analog of
a free-electron laser, which will be referred to below as
SASER ~sound amplification by stimulated emission of ra-
diation!, was introduced by Zavtrak.1,2 Liquid dielectric with
dispersed particles~e.g., distilled water with gas bubbles,
which can be obtained by electrolysis! was selected for an
active medium. Pumping was produced in the active medium
enclosed in plane resonator. Initially a bubble distribution
had been spatially homogeneous and the summary radiation
of bubbles had been equal to zero, but then they began to
bunch due to acoustic radiation forces. This led to self-
synchronization of the wiggling particles and amplification
of the useful wave.

The scheme of saser with pumping by electric field was
considered in Ref. 1. The process of the gas bubbles self-
synchronization in the early stage of the saser operation and
the generation conditions were investigated in Ref. 2. It was
shown that two types of losses must be overcome. The first
type is caused by energy dissipation in the active medium,
the second one is caused by the radiation losses on the faces
of the resonator. In the above mentioned papers the deviation
of the spatial distribution of bubbles was assumed to be
small when compared with the initial distribution. Besides,
we considered an initial stage of operation so that the useful
wave was less than the pumping pressure. In the present
paper we relax these assumptions, considering saser opera-
tion for all time.

I. BASIC FORMULAS

The scheme of saser with electric pumping is shown in
Fig. 1. The active medium is placed between two planes. The
radiation propagates alongz axis,L is the length of resonator
in this direction. For simplicity we will assume all bubbles to
be equal in radii.

The dynamics of the gas–liquid mixture is described by
the following set of equations:1,2

DP82
1

cl
2

]2P8

]t2
2~a1 ib!P85~a1 ib!PE exp~ ivt !,

~1!

gU52a0¹uPu21 ib0~P*¹P2P¹P* !, ~2!

]n

]t
1div~nU!50. ~3!

In these equationscl is the velocity of sound in pure liquid,
PE is the amplitude of pumping,v is the pumping frequency,
P8 is the pressure of useful wave,P5PE exp(ivt)1P8 is the
resulting pressure~static pressure is skipped! acting on the
bubbles; in this casePE does not depend on spatial
coordinates.1,2

The quantityn(r ,R0 ,t) is a function of spatial distribu-
tion of the bubbles by radii~n is equal to the number of
bubbles with mean radii fromR0 to R01dR0 in a unit of
volume in the vicinity of the pointr !; U is the translational
velocity of a bubble under the acoustic radiation forces. In
the case of equal bubbles the quantitiesa and b are de-
scribed by the following expressions:

a524p Re~A!n, b524p Im~A!n, ~4!

where

A5
R0

~v0
2/v2!211 id

~5!

is the scattering amplitude of sound on a bubble,v0 is the
resonance angular frequency of a bubble, andd is the absorp-
tion constant. In initial moment (t50) n5n0 , a5a0 , and
b5b0 . At last, g516pm lR0r lv

2n0 , wherem l and r l are
viscosity and density of the pure liquid, respectively.

Let us represent pressureP8 as P85 P̄ exp (ivt) and
assume that concentrationn and useful waveP8 depend only
on thez coordinate. Substituting~2! and~3! and applying the
Bogolubov–Mitropol’sky’s averaging method3 over high-
frequency component exp (ivt), one can obtain

S v2

cl
22

2iv

cl
2

]

]t
1D D P̄14pnAP̄524pnAPE , ~6!

]n

]t
5

a0

g

]

]z S n ]

]z
@~ P̄1 P̄* !PE1 P̄P̄* # D . ~7!

On derivation of these equations it was assumed that the
energy dissipation in the active medium was small and all
the bubbles were far from the resonance, i.e.,b0!a0 .

204 204J. Acoust. Soc. Am. 102 (1), July 1997 0001-4966/97/102(1)/204/3/$10.00 © 1997 Acoustical Society of America



II. ANALYSIS OF EQUATIONS IN THE INITIAL STAGE
OF GENERATION

In the initial stage of generation~at smallt! we will seek
the solution of~6! and ~7! in the form of standing wave:2

P̄~z,t !5P0~ t !coskLz, ~8!

n5n01n8 ~9!

with kL5pm/L, m51,2,..., and un8u!n0 , uP̄0u!uP̄Eu.
Then Eqs.~6! and ~7! give the following:

S v2

cl
22kL

22
2iv

cl
2

]

]t
2a02 ib0DP0~ t !

52
a0
2PE

2kL
2

g E
0

t

~P0~ t8!1P0* ~ t8!!dt8. ~10!

Let us represent the solution of this equation as

P0~ t !5A1 exp~ iv8t !1A2 exp~2 iv8* t !,

wherev8 is the complex quantity. Then, with the proviso
that uA2u!uA1u, it is easy to find that

Re~v8!'2
cl
2

2v F S v2

cl
22a0D 2kL

2G[2
dLv

2
, ~11!

Im~v8!'
cl
2

2v S b01
a0
2kL

2PE
2

g Re~v8!
D . ~12!

The real part ofv8 defines the frequency shift between
pumping frequency v and resonance frequencyvL

5clAkL21a0; the imaginary component defines the incre-
ment of useful wave amplification. One can seen from~12!
that the generation takes place whendL.0 and

PE.Pst5
Ab0gdLv/2

ua0ukL
. ~13!

The quantityPst defines the starting~threshold! pumping
pressure for the beginning of generation.2 The right side of
~13! involves only the term associated with the sound energy

dissipation in the active medium but not the term attributed
to the radiation losses on the faces of the resonator. This
comes as no surprise because, for simplicity, the useful wave
was chosen in the form of standing wave corresponding to
the perfectly rigid reflecting walls of the resonator. A more
general case was considered by Zavtral.2

It should be noted that the threshold conditions for the
generation of fractional harmonics in the resonant fluid-filled
cavity was observed experimentally by Adler and
Breazeale;4 in this case the problem associated with the non-
linear effects under resonator wall vibrations was considered.

III. SASER OPERATION IN NONLINEAR MODE

Now, let us analyze~6! and ~7! for all time. The time-
and z-dependence of pressure is given by~8!. Multiplying
~6! on coskLz and averaging over spatial coordinate one can
find:

S v2

cl
22

2iv

cl
2

d

dt
2kL

2DP0~ t !18pAP0~ t !n25

28pAPEn1 , ~14!

n15n1~ t !5^n~z,t !coskLz&, ~15!

n25n2~ t !5^n~z,t !cos2 kLz&, ~16!

•••

ni5ni~ t !5^n~z,t !cosi kLz&. ~17!

The substitution of~8! in ~7! and multiplication of~7! by
coskLz, cos

2 kLz,..., and so on sequentially, give us an infinite
set of equations~like Bogolubov–Green–Kirkwood–Ivon’s
chain in statistical physics5!:

]n1
]t

52
a0kL

2

g
~~P01P0* !PE~n02n2!

12P0P0* ~n12n3!!, ~18!

]n2
]t

52
2a0kL

2

g
~~P01P0* !PE~n12n3!

12P0P0* ~n22n4!!, ~19!

. . . .

We must make some approximations to analyze this set.
Usually, the chain is cut at definite number. As a first ap-
proximation, let us replace quantity cos2 kLz with 1/2 in the
expressions forn2 andn3 . Thenn2'n0/2, n3'n1/2. As a
result, one can approximately find instead of~18!:

]n1
]t

1
a0kL

2

g
P0P0* n152

a0kL
2

2g
~P01P0* !PEn0 . ~20!

The pressureP0(t) may be represented as

P0~ t !5exp~ iv8t !F0~ t !, ~21!

wherev8 is the frequency shift which will be defined below.
The substitution of~21! in ~20! and averaging~20! over f
5v8t yields

n15a exp~ iv8t !1a* exp~2 iv8* t !, ~22!

FIG. 1. The scheme of a saser with electric pumping:~1! the useful standing
wave; ~2! the spatial distribution of gas bubbles;~3! the walls of plane
resonator;~4! the saser’s emission;~5! electric pumping.
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where

a5
ia0kL

2n0F0PE

2gv8@11~ ia0kL
2F0F0* /gv8!#

. ~23!

Substituting ~21!–~23! in ~14! and averaging it over
phasef5v8t which is slow when compared withvt one
can obtain the expressions for the frequency shift and for
growth of the useful wave:
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2vv8
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~25!

In the initial stage of generation~whenF0 is small! Eqs.
~24! and ~25! turn to the following ones:

v852dLv/2, ~26!

dF0

dt
52

b0cl
2

2v S 12
PE
2

Pst
2 DF0 . ~27!

Formula ~26! makes it clear that resulting angular fre-
quencyv1v8 of saser radiation at the beginning of genera-
tion is determined by the proper propagation constant of the
resonator. As the useful wave increases, the nonlinear terms
from the right-hand side of~24! begin to play a more impor-
tant role. This leads to the additional shift ofv8.

As mentioned above, in the case ofPE.Pst , Eq. ~25!
describes growth of the useful wave amplitude, up to values
which reduce the right-hand side to zero. So we can estimate
the maximal value of the useful wave:

uP0max
u5PES PE

2

Pst
2 21D 1/4S ua0u

b0
D 1/2. ~28!

Becauseua0u/b0;1/d, expression~28! may be written
in the form

uP0max
u5PES PE

2

Pst
2 21D 1/4d21/2. ~29!

In ordinary conditionsd;1022 for air bubbles in
water.6 Hence, the maximal pressure amplitude of the useful
wave can exceed pumping pressurePE by approximately one
order of magnitude. As is shown in the previous papers,1,2

the value ofPst is about a few units of kPa.
The functionn1 describes nonuniformity of the spatial

distributive density of bubbles. The expression~22! shows
that the density oscillates with angular frequencyv8.

IV. CONCLUSIONS

By this means during the operation the saser emission
goes to saturation. This effect is analogous to that in the
free-electron lasers theory. In the experimental process the
amplification will take place on frequencyv1v8.
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The acoustic signal from an overflying aircraft, as heard by a stationary observer, is used to estimate
an aircraft’s constant height, ground speed, range, and acoustic frequency. Central to the success of
this flight parameter estimation scheme is the need for an accurate estimate of the instantaneous
frequency of the observed acoustic signal. In this paper, the polynomial Wigner–Ville distribution
is used in this application as the instantaneous frequency estimator. Its performance and the issue of
the optimal time domain window length are addressed. ©1997 Acoustical Society of America.
@S0001-4966~97!06106-7#

PACS numbers: 43.28.Tc, 43.60.Gk@LCS#

INTRODUCTION

Ground-based radar systems are commonly used in mili-
tary applications and general aviation to provide an estimate
of an aircraft’s height, ground speed, and range. In this paper
we consider aspects of an alternative approach based on pas-
sive acoustic techniques which provide a simple, portable,
easily implemented, covert, and biologically safe estimation
scheme. In this scheme, the acoustic signal from an overfly-
ing aircraft is recorded by a single ground-based micro-
phone. An estimate of the aircraft’s flight parameters~con-
stant height, constant ground speed, constant acoustic
frequency, and range! can then be made by estimating the
form of the time varying Doppler shift of the received acous-
tic signal.

The Doppler effect describes the perceived change in
frequency of an acoustic source which is moving relative to
an observer. The observed sound of an overflying aircraft
provides a good example of this phenomenon. From experi-
ence, a stationary observer is able to make some useful
judgement about the velocity and height of the overflying
aircraft based on the observed time varying frequency of the
narrow-band acoustic signal from the aircraft’s engines or
propellers. For example, a rapid transition in the acoustic
frequency, as an aircraft passes overhead, would indicate to a
stationary observer that the aircraft was either flying fast or
low, or both. Ferguson1 formalized this concept by proposing
an observer frequency model which, based on a number of
assumptions, relates the acoustic frequency of the observed
signal to the aircraft flight parameters. The application of this
model was demonstrated in Refs. 1 and 2 where it was
shown that, given an estimate of the time varying acoustic
frequency from a single microphone recording, the observer
frequency model could be used to provide a meaningful es-
timate of the aircraft flight parameters. Central to the success
of this passive acoustic parameter estimation scheme is the
need for an accurate estimate of the aircraft’s time varying

acoustic frequency. In Ref. 3 it is shown that this acoustic
frequency is the instantaneous frequency of the observed
passive acoustic signal.

In Sec. I we discuss the use of time–frequency represen-
tations~TFRs! as instantaneous frequency estimators. In par-
ticular we briefly compare the use of the polynomial
Wigner–Ville distribution and the Wigner–Ville distribu-
tion.4,2,5Other estimation schemes have been proposed based
on spectral phase,1,6 central finite difference and signal phase
estimators,3,7 and frequency and signal amplitude.8 Bootstrap
statistical techniques have been employed to determine con-
fidence bounds for the aircraft parameters given a single
acoustic recording.9,7 A general discussion of the aircraft
flight parameter estimation scheme is presented in Sec. II
where examples of the passive acoustic instantaneous fre-
quency and its relationship to the flight parameters is given.
In Sec. III it is shown that a trade-off between the bias and
variance of the polynomial Wigner–Ville and Wigner–Ville
based instantaneous frequency estimators can be controlled
by using a time domain window. Comparative examples of
this trade-off are given for these time–frequency representa-
tions and analytical expressions for the instantaneous fre-
quency estimator bias and variance and optimal window
length are derived. These theoretical results are supported by
computer simulations in Sec. IV and the strengths and limi-
tations of the polynomial Wigner–Ville distribution in the
passive acoustic application are demonstrated.

I. INSTANTANEOUS FREQUENCY ESTIMATION

The acoustic signal from a propeller driven aircraft is
narrow-band with the dominant frequency given by the pro-
peller blade rate which is defined as the product of the engine
rotational speed and the number of propeller blades.1 The
aircraft acoustic signal, as heard by a stationary observer is
nonstationary in the sense that the spectral content varies
with time due to the Doppler effect. Consideration of the
frequency of such acoustic signals, at a particular time in-
stant, leads to the concept of instantaneous frequency~see
Ref. 10 for a detailed discussion of instantaneous frequency!.
One particular method of instantaneous frequency estimation

a!Commonwealth Scientific and Industrial Research Organisation, Explora-
tion and Mining, Queensland Centre for Advanced Technologies, P.O. Box
883, Kenmore, Queensland 4069, Australia.
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is based on the signal’s time–frequency representation. The
time–frequency representation is a two-dimensional function
which attempts to show the distribution of the signal energy
in a joint time–frequency plane. Ideally we would like all the
energy concentrated at the instantaneous frequency, denoted
f i(t), so as to yield the ideal time–frequency representation

T ~ t, f !}„d@ f2 f i~ t !#…, ~1!

whered(.) is the Dirac delta and} indicates proportionality.
It follows that the peak of~1! would describef i(t) exactly.
In practice, due to finite data lengths, noisy observations, and
the particular characteristics of the time–frequency represen-
tation being used, we only obtain an approximation to~1!.
For a particular signal, some time–frequency representations
will provide a better approximation than others. For ex-
ample, the Wigner–Ville distribution is optimal for the
analysis of deterministic signals having a linearly time vary-
ing instantaneous frequency law.

For this class of signals, the peak of the Wigner–Ville
distribution, with respect to time, describes exactly the in-
stantaneous frequency. In a similar manner, the peak of a
class of time–frequency representations known as polyno-
mial Wigner–Ville distributions provide an optimal instanta-
neous frequency estimate for deterministic signals having an
instantaneous frequency not exceeding a given polynomial
order.11

II. THE AIRCRAFT FLIGHT PARAMETER ESTIMATION
SCHEME

A. The observer frequency model

The passive acoustic observer frequency model pro-
posed in Ref. 1 is based on the assumptions that, throughout
the observation period:~1! the aircraft is flying at a constant
altitude and subsonic ground speed,~2! the wind velocity is
constant in both space and time, and~3! the acoustic source
frequency is constant. These assumptions only need to hold
throughout the observation period~typically about 30 s!. Un-
der these assumptions, the observer frequency model,
f 0(t), is given by

f 0~ t !5
f a~c1vm cosg~ t !…

„c1vm cosg~ t !6va cosg~ t !…
, ~2!

where f a is the source acoustic frequency,c is the speed of
sound in the medium,vm is the velocity of the wind, and
va is the velocity of the aircraft, where each velocity repre-
sents the component along the aircraft flight path. Further-
more,g(t) is the angle of depression of the observer from
the aircraft such that

cosg~ t !5
r ~ t !

Ah21r 2~ t !
, ~3!

whereh is the distance between the aircraft and the observer
at the point of closest approach, andr (t) is the horizontal
range of the aircraft from the observer when it generates the
sound that reaches the observer later at timet, which is
defined to be

t5
6r ~ t !

va
1

A„h21r 2~ t !…2h

c
. ~4!

If the flight path of the aircraft is directly over the observer
~i.e., overflying!, h is the constant height of the aircraft
above the observer. Experimental results with real aircraft
acoustic data, collected under accurately monitored condi-
tions, have confirmed the veracity and practical usefulness of
the observer frequency model.3

The general form of the observer frequency model
f 0(t) is shown qualitatively in Fig. 1. The intersection of the
dashed lines is the value of the instantaneous frequency
where the acoustic signal from the aircraft at the point of
closest approach~i.e., no Doppler shift! is subsequently
heard by the observer. At this pointt50, r (0)50, and
f 0(0)5 f a . A more detailed description of this model can be
found in Ref. 1. Givenvm andc, the aircraft flight param-
eters which are to be estimated,va , h, r (t), and f a are
uniquely related tof 0(t) by ~2!. It is for this reason that we
now turn our attention to the estimation off 0(t).

B. Passive acoustic instantaneous frequency
estimation

In Refs. 2 and 4 the Wigner–Ville distribution was used
in the aircraft flight parameter estimation application. An ex-
ample of this technique is given in Fig. 2 which shows the
Wigner–Ville distribution of an acoustic recording of an
overlying propeller-driven light aircraft being flown under
controlled conditions. The form of the instantaneous fre-
quency is graphically evident and indicates that the peak of
this time–frequency representation provides an estimate of
the instantaneous frequency. Such an estimate is given in
Fig. 3.

The polynomial Wigner–Ville distribution, which will
be defined and described in detail in Sec. III, is a class of
time–frequency representations which include and extend
the Wigner–Ville distribution to higher polynomial orders.
For the purpose of comparison, Fig. 4 shows the fourth-order
polynomial Wigner–Ville distribution of the same acoustic

FIG. 1. The general form of the passive acoustic instantaneous frequency as
described by the observer frequency model. The intersection of the dashed
lines indicates the time in the instantaneous frequency where the acoustic
signal from the directly overhead aircraft is subsequently heard by the ob-
server.
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signal as used in Fig. 2 and the corresponding instantaneous
frequency estimate is shown in Fig. 5. It is apparent that the
Wigner–Ville- and polynomial Wigner–Ville-based instan-
taneous frequency estimates of Fig. 3 and 5 differ from each
other. The noticeable differences are that the polynomial
Wigner–Ville-based estimator has higher variance at the ex-
tremities which corresponds to the distant aircraft and con-
sequently is the region of low signal-to-noise ratio. Also the
Wigner–Ville-based estimator performs poorly in the central
transitional region where the coefficients of the higher-order
derivatives of instantaneous frequency, with respect to time,
are greatest. These observations are significant as it will be
shown in later sections that the choice between the Wigner–
Ville and polynomial Wigner–Ville as an instantaneous fre-
quency estimator is, in general, very much dependent on the
signal-to-noise ratio and the higher-order derivatives present
in the instantaneous frequency law.

In this particular application, the aircraft flight param-
eters being estimated are a nonlinear function of the instan-
taneous frequency. Each of the parameters depend, to a vary-

ing extent, on different temporal regions or characteristics of
the observer frequency model. For example, the height pa-
rameter is particularly sensitive to the form of the central
transitional region of the frequency model, whereas the
source frequency parameter is largely dependent on the flat
extremities, and by comparison with the height parameter, is
far less sensitive. This dependence is demonstrated graphi-
cally in Fig. 6 where the solid line representsf 0(t) for typi-
cal parameters:h5304.8 m ~1000 ft!, va5102.9 m/s~200
kn!, f a5100 Hz, and at an arbitrarily chosen time reference,
r51.646 km. For the instantaneous frequency described by
the dashed line, the relatively small change in the central
transitional region results from a 50% reduction in the value
of the height parameter with the other parameters remaining
unchanged. On the other hand, the instantaneous frequency
described by the dotted line results from only a 5% reduction
in the source frequency parameter with the other parameters
remaining unchanged.

FIG. 2. A Wigner–Ville time–frequency representation of a typical acoustic
recording of an overflying aircraft.

FIG. 3. An instantaneous frequency estimate given by the peak, with respect
to time, of the Wigner–Ville time–frequency representation of Fig. 2.

FIG. 4. A fourth-order polynomial Wigner–Ville time–frequency represen-
tation of the same acoustic recording as used in Fig. 2.

FIG. 5. An instantaneous frequency estimate given by the peak, with respect
to time, of the fourth-order polynomial Wigner–Ville time–frequency rep-
resentation of Fig. 4.
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C. Aircraft flight parameter estimates

In the final step in this flight parameter estimation
scheme we extract the parameters by fitting the instantaneous
frequency estimate to the observer frequency model in a
minimum least-squares sense. Using this approach, the air-
craft parameter estimates, based on the Wigner–Ville and
fourth-order polynomial Wigner–Ville derived instantaneous
frequency estimates of Figs. 3 and 5, respectively, are shown
in Table I ~for this example we have usedc5339 m/s,vm
50 and have calculated the range corresponding tot50 s!.

In the remaining sections we consider the use of the
Wigner–Ville distribution and polynomial Wigner–Ville
distribution as estimators of higher polynomial order instan-
taneous frequency laws~such as the passive acoustic instan-
taneous frequency!.

III. THE POLYNOMIAL WIGNER–VILLE DISTRIBUTION

A desirable property of a time–frequency representation
is that it provides good concentration by localizing the signal
energy in both time and frequency. Numerous time–
frequency representations have been proposed that exhibit
this property for particular classes of signals, achieving both
good time and frequency concentration simultaneously.12

Significant among these is the Wigner–Ville distribution
which is known, for linear frequency modulated signals~i.e.,
linear instantaneous frequency!, to be an ideal time–
frequency representation in that it provides maximum local-

ization of the signal energy about the true instantaneous fre-
quency. The instantaneous frequencyf i(t) of a real valued
signalx(t) can be expressed as

f i~ t !5
1

2p

du~ t !

dt
, ~5!

whereu(t) is the phase of the analytic signal associated with
x(t).10 From ~5!, it follows that a linear or first-order poly-
nomial frequency law corresponds to a second-order polyno-
mial phase law. For polynomial phase laws greater than two,
the Wigner–Ville distribution will become distorted and the
peak of the time–frequency representation will no longer
exactly describe the instantaneous frequency.13 Polynomial
Wigner–Ville distributions are a higher order extension of
the Wigner–Ville distribution and are designed to properly
localize, in time and frequency, signals having higher-order
instantaneous frequency laws.11 The qth-order polynomial
Wigner–Ville distribution ~which we abbreviate as
PWVDq! will provide an optimal time–frequency represen-
tation of a signal having phase law of polynomial order
<q, in which case we say that the polynomial Wigner–Ville
distribution and the signal are matched~the Wigner–Ville
distribution is the second-order polynomial Wigner–Ville
distribution!.

A. Definitions

The qth-order polynomial Wigner–Ville distribution,
denoted asWq(t, f ), is defined in terms of the Fourier trans-
form of a qth-order kernel functionKq(t, f ). With the in-
clusion of a time domain window, which controls the trade-
off between estimator bias and variance, theqth-order
polynomial Wigner–Ville distribution is defined as14

Wq~ t, f !,E
2`

`

h~t!Kq~ t,t!e2 j2p f t dt, ~6!

where

Kq~ t,t!,)
k50

q/2

z~ t1ckt!bkz* ~ t1c2kt!2b2k, ~7!

z(t) is the analytic signal associated withx(t) and, for our
purposes, we chooseh(t) to be a centered rectangular win-
dow function of lengthT. In the ‘‘integer power’’ implemen-
tation of the polynomial Wigner–Ville distribution15 that we
are considering,bk is an integer,bk52b2k , q/2 is a posi-
tive integer,ck is a real number, andck52c2k . As dis-
cussed in Refs. 15 and 11, the values ofbk andck are chosen
so that for each time increment, the kernelKq(t,t) attempts
to demodulatez(t) into a complex sinusoid with frequency
equal to the instantaneous frequency. If this is achieved~and
asT increases! the resulting time–frequency representation
Wq(t, f ) approachesT (t, f ) by exhibiting impulses in the
time–frequency plane at coordinates corresponding to the
true instantaneous frequency. The set ofbk coefficients are
uniquely specified by further requiring thatSkubku be mini-
mized. This requirement minimizes the number of multipli-
cative terms, and therefore the multilinearity, of the kernel.

For the specific case of the fourth-order polynomial
Wigner–Ville, the kernel parameters are15

FIG. 6. A comparison of the instantaneous frequency, as described by the
observer frequency model, for varying values of the height and source fre-
quency parameter. The aircraft flight parameters associated with the solid
line are h5304.8 m ~1000 ft!, va5102.9 m/s~200 kn!, f a5100 Hz and
range51.646 km. The dashed line is the instantaneous frequency where the
height parameter alone has been reduced by 50% and the dotted line is the
instantaneous frequency where the source frequency parameter alone has
been reduced by 5%.

TABLE I. Comparison of aircraft flight parameter estimates using the
Wigner–Ville and polynomial Wigner–Ville distribution.

Height ~m! Velocity ~m/s! Range~km! Source freq.~Hz!

WVD 404 73.3 1.30 68.4
PWVD 309 68.7 1.21 68.9
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b252b2251, b152b2152, b050, ~8!

c152c215
1

2~2221/3!
'0.675,

~9!
c252c225221/3c1'20.85.

For k50, z(t1c60)51 for all values ofc60 so thatc0 or
2c20 need not be specified.

These parameter values yield the fourth-order kernel

K4~ t,t!5@z~ t10.675t!z* ~ t20.675t!#2

3z* ~ t10.85t!z~ t20.85t!. ~10!

Similarly, for the second-order case,

b152b2151, b050, ~11!

c152c2150.5 ~12!

yielding the second-order kernel

K2~ t,t!5z~ t10.5t!z* ~ t20.5t! ~13!

which results in the Wigner–Ville distribution.
The purpose of the window functionh(t) is discussed

next.

B. Time domain window effect on instantaneous
frequency estimator error

In the absence of noise, exact instantaneous frequency
estimates up to polynomial order (q21) can be obtained
from the peak of theqth-order polynomial Wigner–Ville dis-
tribution, however, error in the instantaneous frequency esti-
mates occurs when analyzing signals having polynomial
phase laws of order greater thanq. Furthermore, it will be
shown that, for a given polynomial phase law of orderp such
thatp.q, this instantaneous frequency error will increase as
q decreases. It is this error, which manifests itself in the
absence of noise, that we will refer to as systematic bias.
This systematic bias may be minimized by using a time do-
main window to provide a region of time support where the
signal’s polynomial phase law can be locally approximated
as qth order. It will be shown that the systematic biasde-
creaseswith decreasing window length.

In the presence of noise, there is also an error due to the
variance of the estimator. It will be shown that the variance,
which of course increases with decreasing signal-to-noise ra-
tio, alsodecreaseswith increasing window length. Thus the
two instantaneous frequency error factors behave in a coun-
terdependent manner over window length. The effect of the
time domain window is illustrated below by example using
simulated signals.

In the following examples we use the discrete fourth-
order polynomial Wigner–Ville distribution and Wigner–
Ville distribution to analyze a seventh-order polynomial
phase test signalz(t). This test signal is intentionally chosen
to be of higher polynomial order than the time–frequency
representations so as to ensure that the signal is mismatched
and that the effects of time domain windowing can be ob-
served. The test signal is given by

z~ t !5ej2pf~ t !1n~ t !, t52N/211,...,N/221, ~14!

f~ t !50.1t10.4t7/„7~N/2!6…, ~15!

t is an integer,n(t) is a complex white Gaussian stationary
noise process, andN5256. By the definition of instanta-
neous frequency in~5!, z(t) represents a sixth-order fre-
quency modulated signal with a maximum and a minimum
frequency of 0.5 and 0.1 Hz, respectively.

1. Example 1

The fourth-order polynomial Wigner–Ville distribution
and Wigner–Ville distribution ofz(t) at 40-dB signal-to-
noise ratio, where a long window~100% of data length! has
been used, are shown in Figs. 7 and 8, respectively. An in-
stantaneous frequency estimate, based on the clearly distin-
guishable peaks of these time-frequency representations, will
exhibit low variance but will be distorted away from the true
instantaneous frequency. This distortion, which is due to the
systematic bias, is shown in Fig. 9 where an enlarged portion

FIG. 7. A fourth-order polynomial Wigner–Ville distribution of a seventh-
order polynomial phase test signal at 40-dB signal-to-noise ratio, where a
long window ~100% of data length! has been used. The dashed rectangular
box marks the region in which the instantaneous frequency estimate com-
parison of Fig. 9 is made.

FIG. 8. A Wigner–Ville distribution~second-order polynomial Wigner–
Ville distribution! of a seventh-order polynomial phase test signal at 40-dB
signal-to-noise ratio, where a long window~100% of data length! has been
used. The dashed rectangular box marks the region in which the instanta-
neous frequency estimate comparison of Fig. 9 is made.
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of the true instantaneous frequency~solid line! is compared
to the instantaneous frequency estimates based on the peak
of the fourth-order polynomial Wigner–Ville distribution
~dashed line! and Wigner–Ville distribution~dotted line! of
Figs. 7 and 8, respectively, in the region marked by the
dashed rectangular box. In this case, the instantaneous fre-
quency estimator mean-square error is essentially that asso-
ciated with the systematic bias. Furthermore, the mean-
square error of the fourth-order polynomial Wigner–Ville
based estimate~which for this realization is estimated to be
4.231026 Hz2! is much less than for the Wigner–Ville
based estimate~which is estimated for this realization to be
3.531025 Hz2!. For a short window~3% of data length!, the
fourth-order polynomial Wigner–Ville and Wigner–Ville
distribution, as shown in Figs. 10 and 11, respectively, are
smeared in frequency and the peaks are of lower amplitude
and are not so clearly distinguishable. However, the system-
atic bias has been reduced, as shown in Fig. 12, where the
true instantaneous frequency and the estimates are practically
coincident, and the mean-square error associated with the
systematic bias of both estimates is negligible. In the high
signal-to-noise ratio case, the short window estimate of Fig.
12 will give the more accurate instantaneous frequency esti-
mate for both the polynomial Wigner–Ville distribution and
the Wigner–Ville distribution, even though the peaks of both
time-frequency representations are indistinct and of a much
lower amplitude than for the large window time–frequency
representations of Figs. 7 and 8.

2. Example 2

We now consider the same instantaneous frequency es-
timates of example 1 in the presence of noise at 10-dB
signal-to-noise ratio. Figures 13 and 14 show the fourth-
order polynomial Wigner–Ville distribution and Wigner–
Ville distribution, respectively, of the noisy signal when a

full length window is used. It appears that the peak of both
time–frequency representations are still clearly distinguish-
able and that the overall instantaneous frequency estimator
mean-square error will still essentially be that associated
with the systematic bias. This is confirmed in Fig. 15 which
shows a comparison of the true instantaneous frequency
~solid line! and instantaneous frequency estimates based on
the fourth-order polynomial Wigner–Ville distribution
~dashed line! and Wigner–Ville distribution~dotted line! of
Figs. 13 and 14, respectively, in the region marked by the
dashed rectangular box. The mean-square error for the
fourth-order polynomial Wigner-Ville- and Wigner–Ville-
based estimates are 4.531026 Hz2 and 4.231025 Hz2, re-
spectively, and are essentially the same as for the high
signal-to-noise ratio example of Fig. 9. Figures 16 and 17
show the fourth-order polynomial Wigner–Ville and
Wigner–Ville distribution of the noisy signal when the short

FIG. 9. An enlarged portion of the true instantaneous frequency~solid line!
is compared to the instantaneous frequency estimates based on the peak of
the fourth-order polynomial Wigner–Ville distribution~dashed line! of Fig.
7 and the Wigner–Ville distribution~dotted line! of Fig. 8 in the regions
marked by the dashed rectangular boxes. The maximum systematic error
occurs in this portion of the instantaneous frequency estimate. The mean-
square error of the fourth-order polynomial Wigner–Ville-based estimate is
approximately one-tenth that of the Wigner–Ville based estimate.

FIG. 10. A fourth-order polynomial Wigner–Ville distribution of a seventh-
order polynomial phase test signal at 40-dB signal-to-noise ratio, where a
short window~3% of data length! has been used. The dashed rectangular
box marks the region in which the instantaneous frequency estimate com-
parison of Fig. 12 is made.

FIG. 11. A Wigner–Ville distribution~second-order polynomial Wigner–
Ville distribution! of a seventh-order polynomial phase test signal at 40-dB
signal-to-noise ratio, where a short window~3% of data length! has been
used. The dashed rectangular box marks the region in which the instanta-
neous frequency estimate comparison of Fig. 12 is made.
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window is used. Figure 18 shows the comparison of the true
instantaneous frequency~heavy solid line!, fourth-order
polynomial Wigner–Ville-based estimate~broken line! and
Wigner–Ville-based estimate~finer solid line! for a single
realization. It is apparent that the mean-square error of the
fourth-order polynomial Wigner–Ville-based estimator~cal-
culated for this realization to be 3.331025 Hz2! will be
greater than the Wigner–Ville-based estimator~calculated
for this realization to be 9.331026 Hz2!. It is also apparent
that the mean-square error for both of these estimators,
which are dominated by the estimator variance, may be
greater than for the long window case of Fig. 15.

These simple examples demonstrate the relationship be-
tween instantaneous frequency estimator error, signal-to-
noise ratio, window length, and the polynomial phase order

of the signal. In the following sections we formalize these
relationships by deriving expressions for the bias and vari-
ance of the polynomial Wigner–Ville-based instantaneous
frequency estimator as functions, amongst other things, of
the time domain window length. An expression for the opti-
mal window length for theqth-order polynomial Wigner–
Ville distribution is then derived where the criterion of opti-
mality is the instantaneous frequency estimator minimum
mean-square error. The derivations presented in the paper
extend and generalize the fourth-order results previously pre-
sented in Ref. 16.

C. Polynomial Wigner–Ville-based instantaneous
frequency estimator bias

We first consider the bias of the polynomial Wigner–
Ville-based instantaneous frequency estimator which is com-

FIG. 12. An enlarged portion of the true instantaneous frequency~solid line!
is compared to the instantaneous frequency estimates based on the peak of
the fourth-order polynomial Wigner–Ville distribution of Fig. 10 and the
Wigner–Ville distribution of Fig. 11 in the regions marked by the dashed
rectangular boxes. In this plot, the three lines are coincident and the system-
atic error, which is maximum in this region, is negligible for both time–
frequency representations.

FIG. 13. A fourth-order polynomial Wigner–Ville distribution of a seventh-
order polynomial phase test signal at 10-dB signal-to-noise ratio, where a
long window ~100% of data length! has been used. The dashed rectangular
box marks the region in which the instantaneous frequency estimate com-
parison of Fig. 15 is made.

FIG. 14. A Wigner–Ville distribution~second-order polynomial Wigner–
Ville distribution! of a seventh-order polynomial phase test signal at 10-dB
signal-to-noise ratio, where a long window~100% of data length! has been
used. The dashed rectangular box marks the region in which the instanta-
neous frequency estimate comparison of Fig. 15 is made.

FIG. 15. An enlarged portion of the true instantaneous frequency~solid line!
is compared to the instantaneous frequency estimates based on the peak of
the fourth-order polynomial Wigner–Ville distribution~dashed line! of Fig.
13 and the Wigner–Ville distribution~dotted line! of Fig. 14 in the regions
marked by the dashed rectangular boxes. The maximum systematic error
occurs in this portion of the instantaneous frequency estimate.
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posed of two parts: the statistical bias~due to random ef-
fects!, and the systematic bias~due to model mismatch!. For
the high signal-to-noise ratio case, which we consider in the
following derivation, the statistical bias is considered to be
negligible17 and only the systematic bias, which results
solely from the mismatched polynomial order of the polyno-
mial Wigner–Ville distribution and the signal phase law, is
of concern. An expression for the bias of theqth-order poly-
nomial Wigner–Ville distribution can be derived as follows.

Consider a complex signal of the form

s~ t !5Aej2pf~ t !, ~16!

wheret is a real number and wheref(t) is described, at least
within some observation window, by a polynomial phase law
of arbitrary orderp. Expanding theqth-order kernel in~7!
for this signal results in the phase terms

argKq@s~ t !#52p (
k52q/2

q/2

bkf~ t1ckt!. ~17!

By Taylor series expansion about an arbitrary pointt, an
exact expression for the kernel phase ofs(t) is:

argKq@s~ t !#

52pFdf~ t !

dt
t1

t~q11!

~q11!!

d~q11!f~ t !

dt~q11! (
k52q/2

q/2

bkck
~q11!

1
t~q13!

~q13!!

d~q13!f~ t !

dt~q13!

3 (
k52q/2

q/2

bkck
~q13!1•••1

tp

p!

dpf~ t !

dtp (
k52q/2

q/2

bkck
pG

52pFdf~ t !

dt
t1 (

l5q/2

~p21!/2
t~2l11!

~2l11!!

d~2l11!f~ t !

dt~2l11!

3 (
k52q/2

q/2

bkck
~2l11!G

52pFdf~ t !

dt
t1j~ t,t!G , ~18!

where

j~ t,t!5 (
l5q/2

~p21!/2
t~2l11!

~2l11!!

d~2l11!f~ t !

dt~2l11! (
k52q/2

q/2

bkck
~2l11! .

~19!

In the above expansion we have made use of the fact that the
ck andbk coefficients of theqth-order polynomial Wigner–
Ville kernel are chosen such that the coefficients of
@dnf(t)/dtn#tn are zero for 1,n,q and unity forn51.15

FIG. 16. A fourth-order polynomial Wigner–Ville distribution of a seventh-
order polynomial phase test signal at 10-dB signal-to-noise ratio, where a
short window~3% of data length! has been used. The dashed rectangular
box marks the region in which the instantaneous frequency estimate com-
parison of Fig. 18 is made.

FIG. 17. A Wigner–Ville distribution~second-order polynomial Wigner–
Ville distribution! of a seventh-order polynomial phase test signal at 10-dB
signal-to-noise ratio, where a short window~3% of data length! has been
used. The dashed rectangular box marks the region in which the instanta-
neous frequency estimate comparison of Fig. 18 is made.

FIG. 18. An enlarged portion of the true instantaneous frequency~heavy
solid line! is compared to the instantaneous frequency estimates based on
the peak of the fourth-order polynomial Wigner–Ville distribution~dashed
line! of Fig. 16 and Wigner–Ville distribution~finer solid line! of Fig. 17 in
the regions marked by the dashed rectangular boxes. The mean-square error
of both estimates is dominated by the estimator variance. The mean-square
error of the fourth-order polynomial Wigner–Ville based estimate is ap-
proximately three times that of the Wigner–Ville based estimate.
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Using the above kernel expansion, theqth-order polyno-
mial Wigner–Ville distribution~6! can be expressed as

Wq~ t, f !5E
2`

`

h~t!expH j2pF S df~ t !

dt
2 f D t1j~ t,t!G J dt

5E
2T/2

T/2

expH j2pF S df~ t !

dt
2 f D t1j~ t,t!G J dt

~20!

with a rectangular windowh(t) of lengthT.
The instantaneous frequency estimatef̂ i(t) is then deter-

mined by the peak of~20! so that

f̂ i~ t !,argmax
f

$uWq~ t, f !u%, ~21!

where f is an element of the set of real numbers. By the
stationary phase principal,18 the abscissa~s! of the frequency
peak~s! of the polynomial Wigner–Ville distribution are ap-
proximately given by the values off , at each instant of time,
for which the phase of the integrand of~20! is stationary, or
equivalently, where the first derivative of the kernel phase,
with respect tot, is zero.

]

]t F S df~ t !

dt
2 f̂ i~ t ! D t1j~ t,t!G[0. ~22!

Thus for the polynomial Wigner–Ville peak-based instanta-
neous frequency estimator,

f̂ i~ t !5
df~ t !

dt
5

]j~ t,t!

]t
. ~23!

From ~5!, df(t)/dt is defined as the true instantaneous fre-
quency f i(t) of the signals(t) and so the systematic bias
e(t) can be explicitly written as

e~ t !5 f̂ i~ t !2 f i~ t !

5
]j~ t,t!

]t

5 (
l5q/2

~p51!/2
t2l

~2l !!

d~2l11!f~ t !

dt~2l11! (
k52q/2

q/2

bkck
~2l11! ~24!

with the maximum value oft5T/2. Equivalently, for the
discrete time polynomial Wigner–Ville distribution with
rectangular window of lengthL and sampling frequency
f s , the maximum value oft5L/(2 f s). From ~24! it can be
seen that the higher-order derivatives of the signal phase in
~18! ~i.e., dnf/dtn, n.q! will generally introduce an error
in the instantaneous frequency estimator. These higher-order
components are due solely to the phase order mismatch be-
tween the signal and the polynomial Wigner–Ville kernel. In
practice, due to the factorial denominator in~24! and the
often decreasing value of higher-order phase derivatives,
e(t) may be dominated by the first term in the summation in
l . In this case, and by making the substitutiont5L/(2 f s),
the maximum systematic bias is approximately

e~ t !'
Lq

~2 f s!
qq!

d~q11!f~ t !

dt~q11! (
k52q/2

q/2

bkck
~q11! . ~25!

This result confirms our previous observation that the sys-
tematic bias can be controlled via the length of the window
function h(t) by effectively restricting the possible excur-
sion ont in ~18!. As we may expect, in considering only the
systematic bias of the unmatched polynomial Wigner–Ville
distribution, the window length should be chosen as small as
possible so as to reduce the effect of the error terme(t).
Equation~24! @or ~25!, as appropriate# provides the first step
in deriving an expression for the mean-square error of the
polynomial Wigner–Ville-based instantaneous frequency es-
timator. We next require an expression for the estimator vari-
ance.

D. Polynomial Wigner–Ville-based instantaneous
frequency estimator variance

The polynomial Wigner–Ville distribution, as defined
by ~6! is the Fourier transform of the kernel function
K(t,t). As previously discussed, this kernel function at-
tempts to resolve a nonstationary signal, at each time instant,
into a sinusoid having frequency given by the instantaneous
frequency. Thus, in considering the usual discrete time
implementation, the analysis of variance off̂ i(t) reduces to
that associated with estimating the frequency of a discrete
noisy sinusoid from the peak of the magnitude of the discrete
Fourier transform~DFT!. The point to note here is that, due
to the multilinear nature ofK(t,t), the signal-to-noise ratio
~denotedS K! of the noisy kernel sinusoid will be less than
the signal-to-noise ratio of the original signal under analysis.
In this section we derive an expression forS K leading to an
expression for the variance off̂ i(t).

For the case of the peak of the magnitude of the discrete
Fourier transform of a discrete noisy sinusoid of lengthN
with constant scaleA, unknown initial phase, and for suffi-
ciently high signal-to-noise ratio~specifically, above a
threshold value to be described in Sec. III D 1! and for all
but very small values ofN, the frequency estimator variance
varDFT( f̂ ) closely approximates the Crame´r–Rao lower
bound.17,19

varDFT~ f̂ !5
12 f s

2

~2p!2S ~N221!N
, ~26!

where

S 5A2/s2 ~27!

ands2 is the variance of the real noise. Based on this result,
to determine the variance of the polynomial Wigner–Ville
peak-based instantaneous frequency estimator, it only re-
mains to determine the signal-to-noise ratio of the polyno-
mial Wigner–Ville kernel. Consider the complex signal

z~ t !5s~ t !1n~ t !, ~28!

wheres(t) has been previously defined in~16! andn(t) is a
zero-mean, complex independent white Gaussian stationary
noise process with variance var@n(t)#5var@nR(t)#
1var@nI (t)#5s21s252s2, where nR(t) and nI (t) are
the real and imaginary noise components, respectively.
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To formulate an expression for the kernel signal-to-noise
ratio we begin by considering the expansion of the
qth-order polynomial Wigner–Ville kernel~7! for the signal
z(t).

Kq~ t,t!

5)
k51

q/2

@s~ t1ckt!1n~ t1ckt!#bk

3@s* ~ t1c2kt!1n* ~ t1c2kt!#bk

5)
k51

q/2 H F (
j50

bk S bkj Dnj~ t1ckt!sbk2 j~ t1ckt!G
3F (

m50

bk S bkmDn*m~ t1c2kt!s* ~bk2m!~ t1c2kt!G J
5)

k51

q/2

$@sbk~ t1ckt!1bks
bk21~ t1ckt!n~ t1ckt!1•••#

3@s* bk~ t1c2kt!1bks*
~bk21!~ t1c2kt!

3n* ~ t1c2kt!1•••#%, ~29!

and finally

Kq~ t,t!5)
k51

q/2

sbk~ t1ckt!s* bk~ t1c2kt!

1F )
k51

q/2

sbk~ t1ckt!s* bk~ t1c2kt!G
3H (

j51

q/2

bj@s
21~ t1cjt!n~ t1cjt!

1s*21~ t1c2 jt!n* ~ t1c2 jt!#1•••J
1)

k51

q/2

nbk~ t1ckt!n* bk~ t1c2kt!, ~30!

where the asterisk denotes complex conjugation. This results
generalizes the result in Ref. 20.

This expansion reveals three types of terms: a signal
self-term @first line of ~30!#, a noise self-term@last line of
~30!#, and signal–noise cross terms@the remaining terms in
~30!#. First, the term containing only signal terms is simply
the expression for theqth-order PWVD kernel of the noise-
less signals(t). The amplitude of this term isAbS, where

bS5 (
k52q/2

q/2

ubku52(
k51

q/2

ubku ~31!

and consequently has power

PS5A2bS. ~32!

Second, the term containing only noise terms has power

PN5H Pk50
q/2 U2bk

if tÞ0,

U2bS
if t50, ~33!

whereUp is thepth moment ofun(t)u

Up5E~ un~ t !up!

5E@~nR~ t !21nI ~ t !2!p/2#

5(
i50

p/2 S p/2i DE~nR~ t !~p22i !!E~nI ~ t !~2i !!

5(
i50

p/2 S p/2i Dm~p22i !m2i , ~34!

where mn51•3•5• ••• •(n21)sn and E(•) is the ex-
pectation operator.

Third, at high signal-to-noise ratio, the signal–noise
cross terms are dominated by the terms in the expansion
which are a product of a single-noise term and (bS21) sig-
nal terms. Consequently the cross terms indicated as1••• in
~30! will be neglected.

For eachj51•••q/2, the power of the cross terms is

~bjA
bS21!22s252bj

2A2~bS21!s2 ~35!

and the total cross term power can be approximated as

PSN'2( b2A2~bS21!s2, ~36!

where

( b25 (
k52q/2

q/2

bk
2. ~37!

ComparingPN andPSN at high signal-to-noise ratio, it
can be seen that the total noise power (PN1PSN) will be
dominated by thePSN term. We can therefore conclude that
the signal-to-noise ratio of the polynomial Wigner–Ville ker-
nel will be lower than the signal-to-noise ratio ofz(t) due to
the signal–noise cross terms generated by the multilinear
kernel. The kernel signal-to-noise ratio is approximately:

S K'
PS

PSN
5

A2

2(b2s2 5
S

2(b2
. ~38!

In addition, the effective length of the signal is reduced by
the conjugate symmetry of the kernel such thatN5L/2.21

Thus from~26!, the polynomial Wigner–Ville-based instan-
taneous frequency estimator variance is approximately given
by

varPWVD~ f̂ !'
12(b2s2f s

2

~2p!2A2@~L2/4!21#L/2
. ~39!

This result confirms that the longer the window lengthL at a
given signal-to-noise ratio, the lower the variance of the in-
stantaneous frequency estimator. As we may expect, in con-
sidering variance stability alone, the window length should
be as long as possible. Equation~39! provides the variance
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term in the expression for the mean-square error of the poly-
nomial Wigner–Ville-based instantaneous frequency estima-
tor. In deriving expressions for both the bias~24! and vari-
ance~39! we have assumed high signal-to-noise ratio. We
show in the next section that the polynomial Wigner–Ville-
based instantaneous frequency estimator is subject to a
signal-to-noise ratio threshold beyond which the estimator
variance increases dramatically. In practice therefore, the
polynomial Wigner–Ville distribution ~including the
Wigner–Ville distribution! is used at signal-to-noise ratio
levels above the threshold and thus the high signal-to-noise
ratio assumption is reasonable.

1. Polynomial Wigner –Ville-based instantaneous
frequency estimator variance threshold

The derivation of the variance of the polynomial
Wigner–Ville-based instantaneous frequency estimator~39!
was based on the result for the variance of the frequency
estimator based on the peak of the magnitude of the discrete
Fourier transform under the assumption of high signal-to-
noise ratio. For fixed data lengthN and decreasing signal-to-
noise ratio, or for fixed signal-to-noise ratio and decreasing
data length, the variance is known to reach a threshold
S THRES beyond which the variance increases dramatically.

19

This result can be directly applied to the polynomial
Wigner–Ville distribution which is the discrete Fourier
transform of the kernelK(t,t) in the variablet. Quinn and
Kootsookos19 showed that the signal-to-noise ratio at which
this threshold occurs can be approximated~quite accurately!
as

cD510 log10$@6 log~N!12 log~ log~N!!14 log~p!

22 log~6!#/~N21!% dB. ~40!

From ~38!, S 'S K2(b2 and rearranging in terms of the
original signal-to-noise ratioS 5A2/s2, and making the
substitutionN5L/2 yields

S THRES510 log10H 2(b2

~L/221!
@6 log~L/2!

12 log~ log~L/2!!14 log~p!

22 log~6!#J dB, ~41!

which provides a lower signal-to-noise ratio bound for the
approximation in~39!. From ~41! it can be seen that the
S THRES for the Wigner–Ville distribution ((b252) will be
approximately 7 dB lower than for the fourth-order polyno-
mial Wigner–Ville distribution ((b2510). For this reason
the use of the polynomial Wigner–Ville distribution is re-
stricted to applications having sufficiently high signal-to-
noise ratio.

E. Polynomial Wigner–Ville optimal window length

Using the expression for the bias~24! and variance~39!,
the mean-square errorl(L) of the qth-order polynomial

Wigner–Ville-based instantaneous frequency estimator at a
given signal-to-noise ratio~above the threshold! can be ex-
pressed as

l~L !5
12(b2f s

2

~2p!2S @~L2/4!21#L/2

1F (
l5q/2

~p21!/2
L2l

~2 f s!
2l~2l !!

d~2l11!f~ t !

dt~2l11!

3 (
k52q/2

q/2

bkck
~2l11!G2 ~42!

and by using the simplified bias expression of~25!, l(L)
can, where appropriate, be approximated as

l~L !'
12(b2f s

2

~2p!2S @~L2/4!21#L/2

1L2qF 1

~2 f s!
qq!

d~q11!f~ t !

dt~q11! (
k52q/2

q/2

bkck
~q11!G2.

~43!

A minimum mean-square error, assuming one exists, can be
found by setting

]l~L !

]L
50, ~44!

which yields

a
~3L224!

~L324L !2
5L ~2q21!b, ~45!

where

a5
96Sb2f s

2

~2p!2S
, ~46!

b522qS 1

~2 f s!
qq!

d~q11!f~ t !

dt~q11! (
k52q/2

q/2

bkck
~q11!D 2. ~47!

Rearranging yields

L2q21~L624L4116L2!5~3L224!a/b ~48!

for which an approximate solution, forL@1, is given by

L'S 3ab D 1/~2q13!

. ~49!

Thus in~49! we have achieved the objective of this section to
derive an expression for the window lengthL which mini-
mizes the mean-square error of theqth-order polynomial
Wigner–Ville-based instantaneous frequency estimator. In
deriving this result, a number of simplifying assumptions
have been made and it is not readily apparent what combined
effect this has on the result. In the next section we establish
the practical usefulness of~49! by applying the optimal win-
dow theory to simulated data.3
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IV. EXAMPLES

A. Instantaneous frequency estimator minimum mean-
square error

In the previous section we derived an expression for the
polynomial Wigner–Ville window length which yielded the
instantaneous frequency estimator minimum mean-square er-
ror. This result is now verified by computer simulation.

In these examples we estimate the instantaneous fre-
quency of a fifth-order polynomial phase test signal using the
fourth-order polynomial Wigner–Ville distribution. The
polynomial order of the test signal is intentionally chosen to
be higher than that of the time–frequency representation so
that the optimal window theory can be applied. The test sig-
nal z(t) is of the form~28!.

1. Example 1

In the first simulation the phase ofz(t) is chosen to be

f~ t !50.25t1
0.25t5

5~644!
,

t52N/211,...,N/221, N5128. ~50!

Using the fourth-order polynomial Wigner–Ville distribu-
tion, the instantaneous frequency was estimated for signal-
to-noise ratio values of 0,2,4,...,30 dB and window length
L52,4,6,...,100 as a percentage of the total data length. The
estimator mean-square error was then computed from 200
realizations. So that the full range of window lengths could
be used, it was necessary to calculate the mean-square error
at the central time instant~i.e., t50! as this is the only point
where a full length window could be applied. The mean-
square error surface for this experiment is shown in Fig. 19
where avalleyof minimum mean-square error can be clearly
seen. Figure 20 shows a contour plot of the same mean-
square error surface. The heavy dashed line represents the
theoretical line of minimum mean-square error calculated
from ~49! and is closely aligned with the empirical result.
The variance threshold effect, as discussed in Sec. III D 1, is

also apparent in Fig. 20 where the finer broken line repre-
sents the theoretical variance threshold as predicted by~41!.

2. Example 2

In this second simulation, the phase ofz(t) ~50! is modi-
fied so as to reduce the coefficient of the fifth derivative of
phase.

f~ t !5
0.5t5

5~1284!
, t50,1,2,...,N21, N5128. ~51!

The mean-square error surface for this experiment, calcu-
lated at the central time instantt564, is shown in Fig. 21. It
can be seen that, due to the lower value of the fifth deriva-
tive, the minimum mean-square error occurs for larger win-
dow lengths than for example 1. The theoretical minimum
mean-square error, calculated from~49!, is shown in the con-
tour plot of Fig. 22 and again it is closely aligned with the

FIG. 19. Instantaneous frequency estimator mean-square error for a fifth-
order polynomial phase signal for varying signal-to-noise ratio and window
length. The instantaneous frequency was estimated from the peak of the
fourth-order polynomial Wigner–Ville distribution calculated at the central
time instant (t50).

FIG. 20. A contour plot of the mean-square error surface of Fig. 19. The
heavy dashed line represents the theoretical line of minimum mean-square
error calculated using Eq.~49!. The finer broken line represents the theoret-
ical variance threshold calculated using Eq.~41!.

FIG. 21. Instantaneous frequency estimator mean-square error for a fifth-
order polynomial phase signal for varying signal-to-noise ratio and window
length. For the test signal used in this example, the fifth derivative of phase
is less than for the test signal used in Fig. 19. The instantaneous frequency
was estimated from the peak of the fourth-order polynomial Wigner–Ville
distribution calculated at the central time instant (t564).
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empirical result. The finer broken line represents the theoret-
ical variance threshold as predicted by~41! and, as this
threshold is not signal dependent, is unchanged from the pre-
vious example.

B. Passive acoustic parameter estimation

We now return to our original focus of passive acoustic
parameter estimation. In the first experiment we use a real
passive acoustic recording to demonstrate the importance of
using the correct window length in estimating the aircraft
flight parameters. In experiments 2–4 passive acoustic sig-
nals are synthesized using the observer frequency model~2!
with chosen parameters and with additive stationary, white
Gaussian noise. The sample mean and variance for the
Wigner–Ville- and fourth-order polynomial Wigner–Ville-
based estimators are then computed over multiple realiza-
tions so as to evaluate the relative performance of these two
estimation schemes. These examples demonstrate that, by
using the optimal window, the fourth-order polynomial
Wigner–Ville distribution will yield flight parameter esti-
mates having lower mean-square error than for the Wigner–
Ville distribution ~second-order polynomial Wigner–Ville
distribution! in the high signal-to-noise ratio case.

1. Experiment 1

In Sec. II C a recording of an overflying aircraft was
analyzed separately using the Wigner–Ville distribution and

fourth-order polynomial Wigner–Ville distribution to esti-
mate the aircraft’s physical parameters. The time–frequency
representations, and the resulting aircraft parameter estimates
of Table I, were calculated using a 30% window. To dem-
onstrate the influence of the window length, the aircraft pa-
rameters are recalculated in Table II using a larger window
~50%! and shorter window~15%! and are compared to those
estimated in Table I~30% window!.

In this example the estimates were based on a single
recording and so it is not possible to draw any conclusions as
to the relative merit of each of the estimators. However, it
does serve to demonstrate the importance of choosing the
correct window length when applying the polynomial
Wigner–Ville distribution~thus including the Wigner–Ville
distribution! to the passive acoustic problem. More quantita-
tive results are provided using synthesized passive acoustic
data in the following examples.

2. Experiment 2

In this example we use a synthesized signal~144 data
points, sampling frequencyf s54 Hz! representative of an
overflying aircraft at 20-dB signal-to-noise ratio with the fol-
lowing parameters:h5152.4 m ~500 ft!, va530.8 m/s~60
kn!, r51.837 km, and normalized source frequency. The
observer frequency model for this signal, which is shown in
Fig. 23 ~solid line!, exhibits a sharp transition between the
maximum and minimum Doppler shifted frequencies. The

FIG. 22. A contour plot of the mean-square error surface of Fig. 21. The
heavy dashed line represents the theoretical line of minimum mean-square
error calculated using Eq.~49!. The finer broken line represents the theoret-
ical variance threshold calculated using~41!.

TABLE II. Comparison of aircraft flight parameter estimates from real passive acoustic data using the Wigner–
Ville and fourth-order polynomial Wigner–Ville distribution where a 50%~bold face!, 15% ~italicized!, and
30% ~bracketed! window length has been used.

Height ~m! Velocity ~m/s! Range~km! Source freq.~Hz!

WVD 897334 ~404! 87.871.0 ~73.3! 1.701.25 ~1.30! 66.268.6 ~68.4!
PWVD 383301 ~309! 71.067.6 ~68.7! 1.261.17 ~1.21! 68.569.0 ~68.9!

FIG. 23. A comparison of the Wigner–Ville~dotted line! and polynomial
Wigner–Ville ~dashed line! based instantaneous frequency estimates of a
simulated passive acoustic signal at 20-dB signal-to-noise ratio. The true
instantaneous frequency~solid line! represents an aircraft with the following
parameters:h5152.4 m ~500 ft!, v530.8 m/s~60 kn!, r51.837 km and
normalized source frequency.
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coefficients ofd3f(t)/dt3 andd5f(t)/dt5 for this instanta-
neous frequency law were estimated to be20.07 and29.3
31024 and the optimal window length for the Wigner–Ville
distribution and fourth-order polynomial Wigner–Ville dis-
tribution were computed using~49! to be 10% and 25%,
respectively. From~43! the instantaneous frequency estima-
tor mean-square error is predicted to be smaller for the
fourth-order polynomial Wigner–Ville than for the Wigner–
Ville distribution.

The Wigner–Ville and fourth-order polynomial
Wigner–Ville-based instantaneous frequency estimates for
this signal are also shown in Fig. 23~dotted line for Wigner–
Ville and dashed line for polynomial Wigner–Ville! and
more clearly in Fig. 24 for the region marked by the dashed
rectangular box in Fig. 23. The sample mean, variance, and
mean-square error of the aircraft flight parameter estimates,
based on 50 realizations of this signal, are given in Table III.

Considering the estimator mean-square error in Table
III, these results demonstrate the superior performance of the
fourth-order polynomial Wigner–Ville-based flight param-
eter estimation method for the particular case where there is
a rapid transition in the instantaneous frequency~correspond-

ing to a high velocity and/or low altitude aircraft! and where
the signal-to-noise ratio is above the threshold~41!.

3. Experiment 3

In this example, the signal is the same as in example 2
except that the signal-to-noise ratio is reduced to 12 dB and
the height parameter is increased to 762.0 m~2500 ft!. This
increase in height is reflected in a more gradually varying
observer frequency model as shown in Fig. 25~solid line!.
The coefficients ofd3f(t)/dt3 and d5f(t)dt5 for this in-
stantaneous frequency law were estimated to be20.01 and
21.931024 and the optimal window length for the Wigner–
Ville and fourth-order polynomial Wigner–Ville distribution
were computed using~49! to be 19% and 39%, respectively.
From ~43! the instantaneous frequency estimator mean-
square error is predicted to be larger for the fourth-order
polynomial Wigner–Ville than for the Wigner–Ville distri-
bution.

Typical instantaneous frequency estimates for this signal
are also shown in Fig. 25~dotted line for the Wigner–Ville
and dashed line for polynomial Wigner–Ville distribution!.

FIG. 24. An enlarged portion of Fig. 23~in the region marked by the dashed
rectangular box! which shows, for a typical realization, the departure of the
Wigner–Ville-based ~dotted line! and polynomial Wigner–Ville-based
~dashed line! instantaneous frequency estimates from the true instantaneous
frequency~solid line!.

TABLE III. Comparison of the actual aircraft flight parameter values with the sample mean and variance of the
Wigner–Ville- and fourth-order polynomial Wigner–Ville-based flight parameter estimators. The deterministic
instantaneous frequency law for this simulated signal is shown in Fig. 23. These statistics were computed from
50 realizations using simulated passive acoustic data at 20-dB signal-to-noise ratio.

Height ~m! Velocity ~m/s! Range~km! Source freq.~norm!
mean variance mean variance mean variance mean variance

Actual 152.4 30.8 1.837 1
WVD 227.3 7.08 31.3 0.001 1.889 9.3131026 0.996 1.71831027

PWVD4 154.3 20.26 31.1 0.003 1.854 3.1431025 0.998 7.44231027

Estimated MSE Estimated MSE Estimated MSE Estimated MSE

WVD 5617 0.250 27.1331024 16.1731026

PWVD4 23.87 0.092 3.2031024 4.7431026

FIG. 25. A comparison of Wigner–Ville-based~dotted line! and polynomial
Wigner–Ville-based~dashed line! instantaneous frequency estimates of a
simulated passive acoustic signal at 12-dB signal-to-noise ratio. The true
instantaneous frequency~solid line! represents an aircraft with the following
parameters:h5762.0 m~2500 ft!, v530.8 m/s~60 kn!, r51.837 km and
normalized source frequency.
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The region of Fig. 25 indicated by the dashed rectangular
box is shown more clearly in the enlarged view of Fig. 26.
The aircraft flight parameter estimator sample mean, vari-
ance, and mean-square error, base on 50 realizations of this
signal, are given in Table IV.

It is clear from Table IV that the Wigner–Ville distribu-
tion has performed better than the fourth-order polynomial
Wigner–Ville distribution. This result is predicted by~43!
and demonstrates that, while the bias of the polynomial
Wigner–Ville-based estimator is always less than that of the
Wigner–Ville distribution, the greater variance of the poly-
nomial Wigner–Ville distribution, at reduced signal-to-noise
ratio, may result in higher estimator mean-square error.

4. Experiment 4

In our final example, the aircraft flight parameters are
unchanged from example 3 and the signal-to-noise ratio is
increased to 20 dB. The optimal window length for the
Wigner–Ville and fourth-order polynomial Wigner–Ville
distribution were computed using~49! to be 13% and 22%,
respectively. The flight parameter estimator sample mean,
variance, and mean-square error, based on 50 realizations of

this signal, are given in Table V. In this example, where the
signal-to-noise ratio is high, the polynomial Wigner–Ville-
based estimator has performed better than the Wigner–Ville
distribution. As predicted by~43!, the improvement is not as
great as in the first example~Table III! where the coefficient
of d3f(t)/dt3 was higher.

5. Discussion of results

The previous four experiments demonstrated the follow-
ing points. Experiment 1 showed that the flight parameter
estimates are very much dependent on the chosen window
length. The optimal window theory allows us to find the best
~in the minimum mean-square error sense! estimators. Ex-
periment 2 demonstrated that the flight parameter estimator
based on the fourth-order polynomial Wigner–Ville distribu-
tion is better ~again in the minimum mean-square error
sense! than that based on the Wigner–Ville distribution
when the signal-to-noise ratio is above the threshold. The
more rapid the transition in the instantaneous frequency@in
particular, the higher the coefficient ofd3f(t)/dt3# the better
the performance of the polynomial Wigner–Ville relative to
the Wigner–Ville distribution@see Eq.~42!#. In experiment
3, the relative performance of the polynomial Wigner–Ville
distribution is reduced by two factors; first, the instantaneous
frequency is slowly varying, and second the signal-to-noise
ratio has been reduced. The result is that, under these condi-
tions, the Wigner–Ville distribution has performed better
than the polynomial Wigner–Ville distribution. However,
example 4 shows that even for a slowly varying instanta-
neous frequency, the fourth-order polynomial Wigner–Ville
distribution performs better than the Wigner–Ville distribu-
tion at high signal-to-noise ratio.

In this paper, we have considered a frequency model
which assumes straight, level, and constant velocity flight
throughout the observation period. Other more complex
models may be proposed. For example, it has been
suggested22 that the observer frequency model for an aircraft
in a distant~not directly overhead! circular flight path would
be of an oscillatory form and therefore highly nonlinear. Be-
cause such a flight parameter estimation scheme would ne-
cessitate the estimation of higher-order instantaneous fre-
quency laws, the use of the polynomial Wigner–Ville may
be particularly appropriate.

FIG. 26. An enlarged portion of Fig. 25~in the region marked by the dashed
rectangular box! which shows, for a typical realization, the departure of the
Wigner–Ville-based ~dotted line! and polynomial Wigner–Ville-based
~dashed line! instantaneous frequency estimates from the true instantaneous
frequency~solid line!.

TABLE IV. Comparison of the actual aircraft flight parameter values with the sample mean and variance of the
Wigner–Ville- and fourth-order polynomial Wigner–Ville-based flight parameter estimators. The deterministic
instantaneous frequency law for this simulated signal is shown in Fig. 25. These statistics were computed from
50 realizations using simulated passive acoustic data at 12-dB signal-to-noise ratio.

Height ~m! Velocity ~m/s! Range~km! Source freq.~norm!
mean variance mean variance mean variance mean variance

Actual 762.0 30.8 1.837 1
WVD 790.3 1040 31.0 0.098 1.854 7.4631024 0.999 6.2731026

PWVD4 792.5 3140 31.1 0.312 1.867 3.3531023 0.997 3.0431025

Estimated MSE Estimated MSE Estimated MSE Estimated MSE

WVD 1841 0.14 1.0331023 7.331026

PWVD4 4070 0.40 4.2531023 39.431026
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V. CONCLUSION

The sound from an overflying aircraft, as heard by a
stationary observer, can be used to estimate the aircraft’s
flight parameters. This passive acoustic approach is demon-
strated using an observer frequency model to describe the
time varying acoustic Doppler shift. Central to the success of
this frequency-based passive acoustic flight parameter esti-
mation scheme is the need for an accurate estimate of the
time varying instantaneous frequency. We have considered
the Wigner–Ville distribution ~second-order polynomial
Wigner–Ville distribution! and the generalizedqth-order
polynomial Wigner–Ville distribution in this application. We
have shown that instantaneous frequency estimators based on
the peak of the windowed polynomial Wigner–Ville distri-
bution are subject to two error factors which behave in a
counterdependent manner over the time domain window
length. The first, which is due to the systematic bias, is a
result of a mismatch between the polynomial order of the
polynomial Wigner–Ville distribution and the phase of the
signal under analysis. The second error is due to the variance
of the estimator.

An expression is derived for the window length which
minimizes the estimator mean-square error, as a function of
signal-to-noise ratio and the coefficients of the higher-order
derivatives of the signal phase. This general theoretical result
is then applied to the passive acoustic aircraft flight param-
eter estimation problem where it was shown, using computer
simulations, that the fourth-order polynomial Wigner–Ville-
based estimator can provide a lower mean-square error than
the more commonly used Wigner–Ville distribution. This is
particularly the case for signals at high signal-to-noise ratio
having rapidly changing instantaneous frequency such as oc-
cur for aircrafts at low altitude. For signals at low signal-to-
noise ratio having slowly changing instantaneous frequency
such as occur for high altitude aircraft, the polynomial
Wigner–Ville distribution may provide little or no improve-
ment.

The observer frequency model employed in this paper
assumes that the aircraft flight parameters are constant
throughout the observation period. Other more complex
models could be considered in future research. Such models
may necessitate the estimation of higher-order instantaneous

frequency laws and the use of the polynomial Wigner–Ville
distribution may therefore be particularly appropriate.
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Nonlinear wide-angle paraxial acoustic propagation
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A time-domain model that describes wide-angle paraxial propagation of acoustic pulses in shallow
water is developed. This model incorporates weak nonlinear effects and depth variability in both
ambient density and sound speed. Derivations of paraxial approximations are based on an iterative
approach, in which the wide-angle approximation is obtained by using a narrow-angle equation to
approximate the second range derivative in the two-way equation. Scaling arguments are used to
obtain a more tractable simplification of the equation. The wide-angle equation is solved
numerically by splitting into components representing distinct physical processes and using a
modified version of the time-domain parabolic equation~TDPE! code@M. D. Collins, J. Acoust.
Soc. Am. 84, 2114–2125~1988!#. A high-order upwind flux-correction method is modified to
handle the nonlinear component. Numerical results are presented for adiabatic propagation in a
shallow, isospeed channel. It is demonstrated that nonlinear effects are significant, even at small
ranges, if the peak source pressure is high enough. Both nonlinear and wide-angle effects are
illustrated, and their differences are discussed. ©1997 Acoustical Society of America.
@S0001-4966~97!03406-1#

PACS numbers: 43.30.Dr, 43.30.Lz@MBP#

INTRODUCTION

The paraxial approximation method, otherwise known as
the parabolic equation~PE! method, has evolved greatly
since its first application to underwater acoustics.1 It has suc-
cessfully modeled high-angle propagation in a variety of
environments.2,3 Recent extensions emphasize capabilities
for shallow-water propagation,4–6 where the occurrence of
many vertical modes is handled by high-angle, range-
dependent models. Most current work is based on frequency-
domain propagation, so that Fourier synthesis can be used to
recover the time-domain signal from a broadband source. A
difficulty associated with this approach is that the effects of
nonlinear terms can be significant for sufficiently strong
pulses, particularly when sediment interactions are impor-
tant. Consequently, it is appropriate to develop efficient
time-domain models for shallow channels which incorporate
nonlinear effects.

A number of previous theoretical developments exist for
general nonlinear acoustics, and these can be traced back to
work by Westervelt.7 They have been chronicled and sum-
marized by Hamilton,8 Blackstock,9 and Tjotta.10 One sig-
nificant development was formulation of the parabolic
Khokhlov–Zabolotskaya–Kuznetsov~KZK ! equation.11,12

In underwater acoustics, nonlinear propagation model-
ing with the PE method was first investigated using the non-
linear progressive wave equation~NPE!.13,14One advantage
of this time-domain technique is that it involves separate
terms for refraction, diffraction, and nonlinear steepening.
Each of these mechanisms is treated to first-order accuracy in
the original NPE, which is sufficient for many problems in
ocean acoustics. The NPE involves marching the solution

forward in time. In order to avoid stability problems associ-
ated with incoming waves, wide-angle corrections for refrac-
tion and diffraction were developed using a related tech-
nique, the time-domain parabolic equation~TDPE!,15 which
marches the field outward in range. The TDPE also includes
terms that account for density variations, attenuation, and
sediment dispersion. It is related to the frequency-domain
PE, which also marches in range, via the Fourier transform.
Other investigations of the TDPE developed high-angle
terms for the linear case2 and examined its stability proper-
ties and extensions.16,17

The primary objective of this paper is to develop a new
propagation equation which simultaneously treats nonlinear
and wide-angle effects. It is based on the TDPE and includes
nonlinear terms as well as a higher-order diffraction term to
account for wide-angle propagation. In Sec. I, a two-way
equation which incorporates spatial dependence in ambient
density and sound speed is derived, starting from the funda-
mental equations of adiabatic, inviscid fluid motion. In Sec.
II, the wide-angle paraxial approximation of the nonlinear
two-way equation is developed by a novel iterative approach,
which uses a narrow-angle equation to approximate the
range derivative in the two-way equation. Scaling arguments
are then used to obtain a more tractable simplification of the
wide-angle equation. The iterative procedure can be contin-
ued to obtain higher-angle approximations. In Sec. III, the
special case of an isospeed channel is considered for initial
numerical implementation, and an efficient computational
strategy based on extension of the operator splitting method
is described. Numerical results that illustrate both nonlinear
and wide-angle effects are displayed and discussed. It is
demonstrated that nonlinear effects are significant if the
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peak source pressure is high enough and that coupling be-
tween the nonlinearity and propagation angle can be negli-
gible.

I. DERIVATION OF THE TWO-WAY EQUATION

The acoustic fluctuations are assumed to occur in an
ocean model governed by the following momentum, conti-
nuity, and state equations:

r
Dv

Dt
1¹p50, ~1!

Dr

Dt
1r¹•v50, ~2!

Dp

Dt
5c2

Dr

Dt
, ~3!

where D/Dt[]/]t1v•¹ is the material derivative and
c25c2(r,p) is the square of the sound speed. Pressure and
density are denoted byp and r, respectively, and
v5(v1 ,v2 ,v3) is the fluid velocity. Gravitational body
forces are neglected, as any conceivable influence of gravity
on acoustic propagation is negligible except at very low
frequencies.18 For simplicity the propagation process is as-
sumed adiabatic, and dissipative mechanisms are neglected.
Equations~1!, ~2!, and~3! form a closed system forp, r, and
v, respectively.

The acoustic disturbance is a perturbation of the field
variables about a motionless, time-independent mean state,

@p,r,v#~x,t !5@p0 ,r̄~x!,0#1@p8,r8,v8#~x,t !, ~4!

wherex represents Cartesian coordinates (x,y,z). Spatial de-
pendence is permitted in the mean density, while Eq.~1!
requires that the mean pressure is constant. In this section,
magnitudes of quantities are taken to refer to their sizes rela-
tive to some appropriately chosen reference values. With this
understanding, acoustic fluctuationsr8, p8, andv i8 are as-
sumed to be small enough to ignore cubic and higher order
terms, as is typical in nonlinear acoustics.10,12,19–22Equations
for the disturbance fields are obtained by substituting Eq.~4!
into Eqs. ~1!–~3! and expandingc2(r,p) about the mean
state (r̄,p0).

Applying the operatorr̄¹ • (1/r̄) to the approximation of
Eq. ~1!, subtracting a time derivative of the approximation of
Eq. ~2!, and dropping primes leads to

r̄ ¹•
1

r̄
¹p2S ]2r

]t2
1¹r̄•

]v

]t D
5

]

]t
~¹•rv!2 r̄¹•

1

r̄ H r
]v

]t
1 r̄~v•¹!vJ . ~5!

The linear terms in parentheses on the left side of Eq.~5! are
replaced by the first time derivative of the following second-
order approximation of Eq.~3!,

]2r

]t2
1¹r̄•

]v

]t
5

1

c̄ 2

]

]t H ]p

]t
1v•¹p2 c̄2v•¹r

2~b1r1b2p!S ]r

]t
1v•¹r̄ D J , ~6!

where

b1[
]c2

]r U
~ r̄ ,p0!

, b2[
]c2

]p U
~ r̄ ,p0!

. ~7!

After substituting Eq.~6! into Eq.~5!, v andr appear only in
the nonlinear terms and can be expressed in terms ofp using
the first-order approximations of Eqs.~1! and ~3!,

v52
1

r̄
¹E

t1

t

p~x,t!dt[2
1

r̄
¹Ip, ~8!

r5
1

c̄ 2 p2¹r̄•Iv, ~9!

where t1 is before the onset of the acoustic fluctuations.
Without any additional assumptions, we simplify the result-
ing nonlinear terms using the first-order approximation of
Eq. ~2!,

¹•v52
1

r̄ S ]r

]t
1v•¹r̄ D , ~10!

and the zeroth-order relation

¹ c̄25b1¹r̄, ~11!

obtained fromc̄ 2 5 c̄ 2( r̄,p0). This leads to the two-way
equation for the pressure field,

r̄ ¹•
1

r̄
¹p2

1

c̄ 2

]2p

]t2

52
b

r̄ c̄4
]2p2

]t2
2F r̄¹•~v•¹!v

2 r̄ ¹•
1

r̄2 H 1

2c̄ 2 ¹p22~¹r̄•Iv!¹pJ G
2

1

c̄ 2

]

]t F ]

]t H r̄uvu2

2
2

p2

2r̄ c̄ 2J
2

1

r̄ c̄ 2 $¹~r̄ c̄ 2!•Iv%
]p

]t G , ~12!

whereb [ 1 1 ( r̄/2c̄ 2)(b1 1 c̄ 2b2) is the parameter of
nonlinearity.20,23,24

Equation ~12! incorporates quadratic nonlinearities as
well as spatial variability in the ambient density and sound
speed, and is completely general for adiabatic propagation in
an inviscid fluid. It reduces to the linear wave equation for
inhomogeneous media when nonlinear terms are dropped. If
r̄ and c̄ are constant, Eq.~12! reduces to the nondissipative
form of Westervelt’s equation,7 from which the nondissipa-
tive forms of Burgers’ and KZK equations appear in appro-
priate limits.19
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II. DERIVATION OF WIDE-ANGLE PARAXIAL
APPROXIMATIONS

Wide-angle paraxial approximations of the nonlinear
two-way Eq. ~12! are conveniently obtained using a novel
iterative approach combined with scaling arguments.

Equation ~12! is written in cylindrical coordinates
(r ,u,z), variations withu are ignored, and the substitution
q5pAr is introduced to account for cylindrical spreading.
As is typical in PE applications,1,25 a far-field approximation
is made. This assumes thatr@L, whereL is some charac-
teristic length associated with the pulse, so that spreading
terms of orderL2/r 2 are negligibly small. For simplicity we
also make the usual assumption for PE methods, that locally
range-independent segments of the environment are
treated,2,3 so that r̄5 r̄(z) and c̄5 c̄(z) and the resulting
equation is

1

Ar
F]2q]r 2

1 r̄
]

]z

1

r̄

]q

]z
2

1

c̄ 2

]2q

]t2 G2F~q!50, ~13!

whereF(q) is a nonlinear function ofq. With the notation
¹̄[ î z(]/]z)1 î r(]/]r ),

F~q![
1

r F2
b

r̄ c̄4
]2q2

]t2
2 r̄¹̄•H S 1r̄ ¹̄Iq•¹̄ D 1
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¹̄Iq

2
1

2r̄2c̄ 2 ¹̄q22
1

r̄3
~¹̄r̄•¹̄I 2q!¹̄qJ

2
1

2r̄ c̄ 2

]2

]t2 H ¹̄~ Iq !•¹̄Iq2
1

c̄ 2 q
2J

2
1

r̄ 2c̄ 4

]

]t
$¹̄~ r̄ c̄ 2!•¹̄I 2q%

]q

]t G , ~14!

where I 2q [ * t1
t * t1

t q(r ,z,t̃ )dt̃ dt. Range-dependent envi-

ronments can be handled by an appropriate interface condi-
tion at the boundaries of the segments.

A reference sound speedc0 is chosen and Eq.~13!
is transformed to pulse-tracking coordinatesq(r ,z,t)
→u(r ,z,t2r /c0), so that (]/]r→]/]r2c0

21]/]t). Conse-
quently,u satisfies

1

Ar F]2u

]r 2
2

2

c0

]2u

]r ]t
2S 1c̄ 22

1

c0
2D ]2u

]t2
1 r̄

]

]z

1

r̄

]u

]zG
2F̂~u!50, ~15!

where F̂(u) represents the transformation ofF(q) to the
pulse-tracking reference frame. The narrow-angle paraxial
approximation of Eq.~15! is obtained by neglecting the sec-
ond range derivative and retaining only leading-order nonlin-
ear terms. The wide-angle approximation is then obtained
conveniently by iteration, using the narrow-angle equation to
approximate the second range derivative in Eq.~15!. The
combined procedure involving scaling arguments and itera-
tion is described next.

The parametere51/f 2 ! 1 is introduced, wheref is cho-
sen depending on the environment under consideration.25

One choice1 of f suitable for many applications is the chan-
nel f number,f5Ac0 /Dc, whereDc is a spatially averaged

deviation of sound speed fromc0 . For environments such as
an isospeed waveguide, an appropriate choice26 is f5R/H,
whereR is the maximum range of interest andH is the
waveguide depth. In any case, the scaling arguments here are
independent of the specific choice off . With k05v0 /c0 as
the reference wave number, the scaled variablesr̃5ek0r , z̃
5Aek0z, and t̃5v0t are introduced. It is assumed that the
dimensionless pressurep̃5p/ps , where ps is the peak
source pressure given byps5dr0c0

2, with r0 as a reference
density andd as a dimensionless source strength parameter.
The dimensionless far-field pressure is thenũ5u/us , where
us5ps /Ak0. We regard the independent parametersd ande
as having comparably small values, which physically permits
nonlinear effects caused by the source amplitude to be
roughly as significant as propagation angle effects.

The narrow-angle approximation retainsO(ed) and
O(d2) terms and, when written in terms of dimensional in-
dependent variablesr , z, t, and the dimensionless far-field
pressureũ, is

1

c0
2

]2ũ

]r ]t
5

1

2c0
F2S 1c̄ 22

1

c0
2D ]2ũ

]t2
1 r̄

]

]z

1

r̄

]ũ

]z

1
bus

r̄c0
4Ar

]2ũ 2

]t2 G . ~16!

Note that the NPE13 is accurate to the same order as Eq.~16!
and is therefore valid only for narrow propagation angles.
For comparison with the NPE, we integrate Eq.~16! with
respect tot,

]ũ

]r
5

]

]t F2
c0
2 S 1c̄ 22

1

c0
2D ũ1

bus

2r̄c0
3Ar

ũ 2G
1
c0
2 E

t1

t

r̄
]

]z

1

r̄

]ũ

]z
dt. ~17!

The NPE is

]R

]t
52

]

]r S c1R1
c0
2

bR2D2
c0
2 E

r1

r ]2R

]z2
dr2

c0
2r

R,

~18!

whereR 5 r/r0 , c1 is a sound-speed perturbation,r0 is a
reference density, andr 1 is in the quiescent medium ahead of
the pulse. In both Eqs.~17! and~18!, the first three terms on
the right represent physically the effects of refraction, non-
linearity, and diffraction, respectively. The NPE has an ad-
ditional spreading term on the right; this type of term is
absent in Eq.~17! because of the dependent-variable trans-
formationq 5 pAr . The NPE marches the solution in time,
whereas Eq.~17! marches the solution in range.

A wide-angle equation is obtained from Eq.~15! by us-
ing Eq.~17! to approximate the second range derivative term
as well as the range derivatives inF̂(u). Terms which are
asymptoticallyO(ed), O(d2), O(e2d), andO(ed2) are re-
tained. The resulting equation is

226 226J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Kulkarni et al.: Nonlinear wide-angle paraxial acoustic propagation



~19!

where

G~ ũ!5O~ed2!. ~20!

Equation ~19! describes weakly nonlinear wide-angle
paraxial propagation in a waveguide in which density and
sound speed vary continuously with depth. Terms~A! and
~B!, which are bothO(e2d), and term~C! are not present in
the narrow-angle Eq.~16!. Physically,~A! and~B! represent
second-order refraction and diffraction, respectively, and~C!
represents coupling of nonlinear and wide-angle effects.

Higher-order approximations of Eq.~15! can be ob-
tained by continuing the iterative procedure. For example,
the next improvement can be found by using the wide-angle
Eq. ~19! to approximate the second range derivative in Eq.
~15!. Note that for the linear TDPE model, all orders ine of
paraxial approximations are obtained easily by an operator
formalism.27 This formalism is inapplicable when nonlinear
terms are present, necessitating a different procedure such as
our iterative scheme.

The tilde notation onũ is now dropped for simplicity,
with the understanding thatu is now dimensionless andr ,
z, and t are dimensional. An extension28 of the operator
splitting method27 is applied so that the approximate solution
of Eq. ~19! involves solution of the following component
equations at each range step:

]u

]r
52

1

2c0g
S 1c̄ 22

1

c0
2D ]u

]t
, ~21!
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]r
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1
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]
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~22!
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5Ar
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]t3
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where
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c0
2 1
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1

c0
2D , L[g
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]t2
2

r̄

4

]

]z

1
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]

]z
. ~24!

Equations ~21!, ~22!, and ~23! represent the effects of
leading-order refraction, diffraction, and nonlinearity, re-
spectively. Not only are these equations more amenable to
numerical solution than Eq.~19!, but also it is intuitively
appealing to have distinct physical effects in separate com-
ponent equations. To solve Eqs.~21!–~23!, the boundary
conditionsu 5 ]u/]t 5 0 are used att 5 t1 , before the signal
is detected by the observer, and it is assumed that the surface
and absolute bottom of the waveguide are pressure-release
boundaries. The pressure field is initialized by the image
solution34 generated at a specified range from the source.

Convergence and accuracy of operator splitting methods
such as the one used to obtain Eqs.~21!–~23! are discussed
by Yanenko.28

III. NUMERICAL IMPLEMENTATION FOR AN
ISOSPEED CHANNEL

We first discuss a numerical implementation using Eqs.
~21!, ~22!, and a simplified form of~23!, and then describe
what happens when this simplification is relaxed. For both
cases the implementation here does not incorporate energy-
conserving conditions29 at interfaces in ther direction, and
consequently it is applicable only for stratified and weakly
range-dependent environments. This does not interfere with
our main objectives, which are to study effects of weak non-
linearity on wide-angle propagation and differences between
narrow- and wide-angle nonlinear cases. The specific ex-
ample of an isospeed channel is used here, with more realis-
tic shallow-water environments considered subsequently.30

The initial simplification of Eq.~23! is that only the
leading-order terms are retained and theO(e2d) and
O(ed2) terms are dropped, so that Eq.~23! reduces to

~25!

Physically, this is equivalent to ignoring locally the coupling
between wide-angle and nonlinear effects. Wide-angle ef-
fects are still present in Eqs.~21! and ~22!. We note that if
operator splitting is applied to the narrow-angle Eq.~16!,
then the isospeed component equations are the same as Eqs.
~21!, ~22!, and~25!, except withL 5 g]2/]t2 andg 5 1/c0

2.
Hence, the numerical solution for the nonlinear narrow-angle
case is conveniently obtained from the same computer code
as the one used for Eqs.~21!, ~22!, and~25!.

A modification of the linear TDPE code in Ref. 2 is used
for the actual implementation. A range-marching scheme is
employed, in which the solution over each range step con-
sists of predictingu using Eq.~21! and correcting it to ac-
count for diffraction and nonlinearity by Eqs.~22! and ~25!
successively. Equation~21! is a first-order hyperbolic equa-
tion and is solved with the Lax–Wendroff scheme.31 To dis-
cretize depth dependence in Eq.~22!, a Galerkin’s method2 is
used which facilitates treatment of horizontally stratified en-
vironments. The resulting equation is solved with Crank–
Nicolson integration in r , using upwind centered
differences31 in t while sweeping fromt5t1 to t5t2 . The
boundary conditionsu5]u/]t50 are imposed att5t1 , be-
fore the signal is detected by the observer. The other bound-

227 227J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Kulkarni et al.: Nonlinear wide-angle paraxial acoustic propagation



ary t5t2 is chosen so that the windowt1<t<t2 captures the
times of interest for the pulseu(r ,z,t) for all r ,z.

To solve the nonlinear Eq.~25!, it is integrated twice in
time using the boundary conditionsu5]u/]t50 at t5t1 .
The transformationx52Ar then results in

]u

]x
1

]

]t
@f~u!#50, ~26!

where

f~u!52
bus
2r̄c0

3 u
2. ~27!

Equation ~26! has the same form as the inviscid Burgers’
equation, expressed in conservation form with fluxf(u), but
with the roles oft andx reversed. Its numerical solution is
obtained by using a high-order upwind flux-correction
method developed for hyperbolic conservation laws.32 The
reasons for this approach, along with some implementation
details, are briefly described in the Appendix.

The original TDPE implementation assumes that a
pulsed sourcef (t) is located atr50 and depthz5z0 and
that in the near-field, pressurep satisfies the wave equation

]2p

]r 2
1
1

r

]p

]r
1

]2p

]z2
5

1

c0
2

]2p

]t2
2
2 f ~ t !

r
d~r !d~z2z0!,

~28!

with the fundamental solutionp(r ,z,t)5 f (t2r /c0)/R,

whereR5Ar 21(z2z0)
2. The near-field here refers to time

scales too short for medium inhomogeneities to have a sig-
nificant effect. To circumvent the singularity atR50, the
homogeneous half-space field33 generated from this solution
is used to produce, at a specified ranger 0 , a starting field
u(r 0 ,z,t), t1<t<t2 , in the pulse-tracking reference frame.
This starting field should be used only when the waveguide
is sufficiently deep and possesses a lossy sediment layer so
that bottom reflections are insignificant. For the present case
of a shallow isospeed channel, more terms in the image
solution34 are needed to produce an accurate starting field, to
account for multiple reflections from the surface and bottom
of the waveguide~the number depends on the width of the
time window!. Our modified implementation takes this into
account, while assuming that nonlinear effects are not sig-
nificant over the time scales for which Eq.~28! holds. The
starting field is propagated in range by predicting the solu-
tion at each successive range step by Eq.~21! and correcting
it by Eqs.~22! and ~25!.

An isospeed channel of depth 200 m, with sound speed
c̄(z)5c051500 m/s and water densityr̄(z)5r051000
kg/m3 is considered. The source is assumed to be a Gaussian,
f (t)5e2(t/t)2 wheret56.7 ms, and is located at a depth of
50 m. The starting field is generated at ranger 0550 m from
the source. The magnitude of the source strength parameter,
chosen to bed50.5, does not qualitatively affect the linear
solution @which is obtained by setting the right side of Eq.
~25! to zero#, but does determine the intensity of nonlinear
effects. Figure 1 is a field plot of the dimensionless starting
field as a function of relative time and depth. This is a se-
quence of waveforms in depth recorded by a vertical receiv-

ing array placed 50 m away from the source. Traversing the
figure from left to right at any depth gives the time evolution
of the pulse. Figure 2 shows these waveforms at five depth
locations. The receivers start recording before the signal can
reach them, att15220 ms.

To appraise whether or not nonlinear effects are signifi-
cant, some measure of the deviation between linear~L! and
nonlinear~NL! results is needed. Possible characteristics that
could be measured and compared are the waveform distor-
tion, peak amplitude, arrival time of peak amplitude, and
spectrum. Here we measure the first two by regarding non-
linear effects as ‘‘significant at ranger ’’ if

a~r ![
maxz,tuuNL2uLu

maxz,tuuLu
>5%. ~29!

This measure of differences between the linear and nonlinear
solutions might be misleading if the two solutions differed
only in phase. However, as is borne out by subsequent re-

FIG. 1. Field plot of the starting field versus relative time and depth, nor-
malized with respect to its maximum amplitude. Environment is an isospeed
channel 200-m deep, and the field is generated at range 50 m from a Gauss-
ian source at depth 50 m.

FIG. 2. Time-series waveforms at five depths of the starting field from
Fig. 1.
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sults, this is not the situation in our simulations. For instance,
it is found that for the source function and environment used,
a(500 m)>5% if d>0.07, which says that nonlinear effects
are significant atr5500 m for a peak source pressureps
>0.15753109 Pa ('1550 atm).

Figures 3–7 illustrate differences between linear and
nonlinear wide-angle propagation ford 5 0.5. Figures 3, 4,
and 5 show the waveforms at ranges 500 m, 1.5 km, and 3.0
km, respectively. They demonstrate significant nonlinear
steepening effects; the computed values fora(r ) at these
ranges are 33%, 54%, and 48% respectively. At any range,
the nonlinear distortions are most pronounced for the earlier
arrivals. The distortions begin to accumulate with range, as is
apparent from the results at 500 m and 1.5 km. Differences
in the intensities of the nonlinear distortions at ranges 1.5
and 3.0 km are less apparent, because the cylindrical spread-
ing factorAr tends to reduce the influence of the nonlinear
term with range. Figures 6 and 7 are field plots of the linear
and nonlinear wide-angle solutions, respectively, at range 3

km. The steepening effects produced by the nonlinearity are
clearly visible.

To examine differences in narrow- and wide-angle
propagation, we consider the corresponding linear and non-
linear solutions atr5500 m. Figure 8 shows the narrow- and
wide-angle linear solutions plotted with the exact image so-
lution. The narrow-angle model accurately captures the ear-
lier arrivals but develops substantial amplitude and phase
errors in time. The wide-angle solution is clearly more accu-
rate, especially for the later arrivals. Figure 9 shows the cor-
responding narrow- and wide-angle nonlinear solutions. The
differences between the curves here are similar to those in
the linear case. It appears that the propagation angle does not
qualitatively affect the nonlinear distortions, possibly be-
cause coupling between the two effects in Eq.~23! was not
taken into account. To test this hypothesis, we obtain results
when the leading-order coupling term in Eq.~23! is retained.

We return to Eq.~19! and assume that nonlinear effects
are not as important as propagation angle effects, so that

FIG. 3. Linear~dashed! and nonlinear~solid! wide-angle solutions at range
500 m and five depths for the environment of Fig. 1. Nonlinear steepening
effects are evident, especially for earlier arrivals at the left.

FIG. 4. Linear~dashed! and nonlinear~solid! wide-angle solutions at range
1.5 km and five depths for the environment of Fig. 1.

FIG. 5. Linear~dashed! and nonlinear~solid! wide-angle solutions at range
3 km and five depths for the environment of Fig. 1.

FIG. 6. Field plot of linear wide-angle solutions at range 3 km for the
environment of Fig. 1, showing multiple reflections from waveguide surface
and bottom.
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d,e. TheO(ed2) terms, marked~C!, are thus neglected in
comparison withO(e2d) terms, marked~A! and~B!. As be-
fore, operator splitting results in Eqs.~21!, ~22!, and~23! but
without the termG(u). The nonlinear equation after time
integration can be written as

]

]x Fu2
1

4g E
t1

t E
t1

t1
r̄

]

]z

1

r̄

]u

]z
~x,z,t2!dt2dt1G

1
]

]t Ff~u!

c0
2g G50. ~30!

The revised implementation solves Eqs.~21!, ~22!, and~30!
in place of~25!. The double-integral term in Eq.~30! repre-
sents the leading-order coupling between nonlinearity and
second-order diffraction. The high-order flux correction
method which was used to solve Eq.~26! is modified to

accommodate the double-integral term in Eq.~30!, as de-
scribed in the Appendix.

The results for our test environment are found to be
visually indistinguishable from those with the coupling ne-
glected. We conclude that in this problem, the coupling be-
tween the nonlinearity and propagation angle is insignificant
as compared to their individual effects. Although we cannot
generalize this conclusion to all cases, experience suggests
that it may be true for many cases of interest. It is more
efficient to compute without the coupling term, and to in-
clude it only when an appraisal of its importance is needed.

IV. SUMMARY

A two-way nonlinear wave equation for adiabatic propa-
gation that incorporates spatial dependence in the ambient
density and sound speed is derived from the fundamental
fluid equations. A wide-angle paraxial approximation of this
equation is then derived using an iterative procedure com-
bined with scaling arguments. This method can be extended
to obtain higher-order approximations. Numerical results are
presented for a shallow, isospeed channel.

The primary objective of the numerical simulations is to
illustrate differences between linear and nonlinear wide-
angle propagation. These differences depend on the strength
of the acoustic source. For a Gaussian-shaped pulse, nonlin-
ear distortions are found to be significant even at small
ranges, for sufficiently strong peak source pressure. The dis-
tortions accumulate with range, but the rate at which they do
so diminishes due to cylindrical spreading.

The other objective of the simulations is to investigate
differences between narrow-angle and wide-angle nonlinear
propagation. The results indicate that these differences are
similar to those in the corresponding linear case, and that
coupling between the nonlinearity and propagation angle
may be insignificant as compared to their individual effects.
As in the linear case, the wide-angle model more accurately
represents the amplitude and phase of the signal, especially

FIG. 7. Field plot of nonlinear wide-angle solutions at range 3 km for the
environment of Fig. 1. In comparison with Fig. 6, significant nonlinear
steepening effects are visible.

FIG. 8. Narrow-angle~dashed! and wide-angle~solid! linear solutions at
range 500 m and five depths for the environment of Fig. 1, plotted with the
exact image solution~dotted!. Wide-angle solutions more accurately repre-
sent the pulse amplitude and phase, especially after multiple reflections.

FIG. 9. Narrow-angle~dashed! and wide-angle~solid! nonlinear solutions at
range 500 m and five depths for the environment of Fig. 1. Differences
between curves are similar to those in Fig. 8.
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after multiple reflections from the boundaries of the wave-
guide.

A numerical implementation is being developed30 for
wide-angle nonlinear propagation in more realistic shallow-
water environments. A primary objective is to investigate the
effects of both nonlinearity and sediment dispersion on wide-
angle propagation.
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APPENDIX: HIGH-ORDER UPWIND FLUX
CORRECTION METHOD

The high-order upwind flux-correction procedure was
developed by McDonald and Ambrosiano32 to obtain an ac-
curate numerical solution of first-order hyperbolic equations
such as Eq.~26!. Here we summarize the motivation for their
method, their implementation applied to Eq.~26!, and our
modification for handling Eq.~30!.

Any straightforward discretization scheme for Eq.~26!
results in spurious artifacts in its solution. This known
difficulty32,35 arises from the differencing scheme used for
the time derivative of the fluxf. A first-order upwind differ-
ence scheme has the advantage of being monotonic,35 but
suffers from numerical dissipation because of its low accu-
racy. On the other hand, a more accurate second-order
scheme is not monotonic and therefore tends to produce dis-
persive ripples near steep gradients in the solution. A hybrid
scheme which combines the desirable aspects of both is
used. The idea is to add to a first-order monotone solution a
limited amount of the difference between the second-order
and first-order fluxes. This difference, the antidifusive flux, is
filtered to remove the excessive dissipation of the first-order
scheme without creating unwanted oscillations due to the
second-order scheme, a process called flux correction. A
simple Euler discretization is used for thex derivative.

For application to Eq.~26!, the first-order scheme

ui*5ui
n2

Dx

Dt
~f i11/2

n 2f i21/2
n !, ~A1!

where i represents a time step, is first used to predict the
solution ui* at range step~in the x direction! n 1 1. The
fluxesf i61/2

n are defined so that the time derivative is one
sided, with its direction based on a local estimate of the sign
of a characteristic speed. The relationship

]f

]x
5

]f

]u

]u

]x
5

]f

]u S 2
]

]t
@f~u!# D5

bus
r̄c0

3

]

]t
@f~u!#

~A2!

is then used to estimate the second-order fluxesf i61/2
n11/2 at

range stepn 1 1/2, with a second-order one-sided differenc-
ing of the time derivative. Each antidiffusive flux such as

Df i11/25f i11/2
n11/22f i11/2

n ~A3!

is filtered by replacing it with the quantity

D̃f i11/25sgn~Df i11/2!

•max@0,min$uDf i11/2u,sgn~Df i11/2!~ui12*

2ui11* !,sgn~Df i11/2!~ui*2ui21* !%#. ~A4!

The high-order upwind flux-corrected solution at range step
n 1 1 is given by

ui
n115ui*2

Dx

Dt
~D̃f i11/22D̃f i21/2!. ~A5!

For implementation of Eq.~30!, the composite open
Newton–Cotes formula36

E
y1

yN
f ~y!dy'DyS 32 f 21 f 31 f 41•••1 f N22

1
3

2
f N21D , ~A6!

wheref i [ f (y1 1 ( i 2 1)Dy), is used todiscretize thedouble
integral. This step is incorporated into the calculation of the
intermediate solutionui* in Eq. ~A1! and the fluxesf i61/2

n11/2 in
Eq. ~A2!. An open integration formula retains the explicit
nature of these calculations, permitting the sweep fromt
5 t1 tot 5 t2 .
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The coupled mode parabolic equation~PE! is a generalization of the adiabatic mode PE that includes
mode coupling terms. It is practical to apply this approach to large-scale problems involving
coupling of energy between both modes and azimuths. The solution is expressed in terms of the
normal modes and mode coefficients, which satisfy coupled horizontal wave equations. The coupled
mode PE may be solved efficiently with the splitting method. The first step is equivalent to solving
the adiabatic mode PE over one range step. The second step involves the integration of the coupling
term. The coupling mode PE solution conserves energy, which is an important aspect of a
range-dependent propagation model. The derivation of the coupled mode PE, which involves
completing the square of an operator, is related to the derivation of an adiabatic mode PE that
accounts for ambient flow. Examples are presented to illustrate the accuracy of the coupled mode
PE. © 1997 Acoustical Society of America.@S0001-4966~97!05406-4#

PACS numbers: 43.30.Bp, 43.30.Dr@SAC-B#

INTRODUCTION

The Perth–Bermuda1–3 and Heard Island4–7 experiments
have stimulated interest in global-scale ocean acoustics. It is
very difficult to solve global-scale problems due to the size
and complexity of the medium and the coupling of energy
between both modes and azimuths. The global-scale results
that have been generated2,3,5–8neglect one type of coupling
and are based on adiabatic mode,9–12 parabolic equation
~PE!,13–16and ray approximations. There are indications that
both types of coupling occur for some global-scale
problems.5 Three-dimensional PE models17,18 handle both
types of coupling but are only practical for small-scale prob-
lems. In this paper, we derive and test a generalization of the
adiabatic mode PE19 that includes coupling terms. It is prac-
tical to apply the coupled mode PE to large-scale problems
and possibly even global-scale problems at low frequencies.

The adiabatic mode solution is based on the assumption
that energy does not couple between the modes~or eigen-
functions! of the depth separated wave equation. The acous-
tic field is represented locally in terms of the modes, and the
mode coefficients satisfy horizontal wave equations. In some
cases, it is possible to obtain useful information by solving
for only a fraction of the mode coefficients. The horizontal
wave equations may be solved efficiently with the PE
method,19 which handles caustics and horizontal variations in
the properties of the medium. At low frequencies, it is prac-
tical to solve global-scale problems with the adiabatic mode
PE.8 This approach is more efficient than three-dimensional
PE models because the number of propagating modes is usu-
ally much smaller than the number of grid points that are
required in a finite-difference treatment of the depth opera-
tor.

The coupled mode PE is obtained by including coupling
terms20–29 in the horizontal wave equations. Mode coupling
may also be treated using vertical interface conditions.30 The
splitting solution31 of the coupled mode PE involves the nu-
merical solution of the adiabatic mode PE~which does not
involve coupled equations! and the integration of a mode
coupling term~which does not involve azimuthal coupling!.
The coupled mode PE solution conserves energy, which is an
important property of a range-dependent propagation
model.32–34The derivation of the coupled mode PE involves
completing the square of an operator and is similar to the
derivation of the windy PE,35 which is a generalization of the
adiabatic mode PE that accounts for ambient flow. The deri-
vation of the coupled mode PE is presented in Sec. I. Ex-
amples are presented in Sec. II to illustrate the accuracy of
the coupled mode PE.

I. DERIVATION

We derive the coupled mode PE in this section. To sim-
plify the derivation, we work in Cartesian coordinates and
neglect attenuation. We later convert to cylindrical coordi-
nates and include the effects of attenuation as a perturbation
by allowing the modal eigenvalues to be complex.30 The
sound speedc and densityr may vary arbitrarily with the
depthz but are assumed to vary gradually with the rangex
and cross rangey. We place a time-harmonic point source of
circular frequencyv on the z axis and remove the factor
exp(2 ivt) from the complex pressureP.

In order to handle density variations efficiently we work
with the reduced pressurep 5 r21/2P, which satisfies the
Helmholtz equation,

¹'
2p1

]2p

]z2
1 k̃ 2p50, ~1!

a!Present address: Naval Command Control, Ocean Survey Center, San Di-
ego, CA 92152.
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wherek5v/c is the wave number,g5log r, and¹'
2 is the

horizontal component of the Laplacian. The solution of Eq.
~1! is expressed in terms of the local normal modes as

p~x,y,z!5(
j
pj~x,y!f j~z;x,y!, ~3!

wherepj is the j th mode coefficient and thej th modef j

and eigenvaluekj
2(x,y) satisfy

]2f j

]z2
1 k̃2f j5kj

2f j , ~4!

E f if j dz5d i j . ~5!

The semicolon in the argument off j indicates slow variation
with respect to the horizontal coordinates. To obtain a
leading-order mode coupling correction in the limit of
gradual horizontal variations inc andr, we retain only the
first horizontal derivatives off j . We later account for hori-
zontal variations inkj by including an energy-conservation
correction.

Substituting the normal mode representation into Eq.
~1!, we obtain

(
j

f j~¹'
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1
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Multiplying Eq. ~6! by f i , integrating over depth, and using
Eq. ~5!, we obtain the horizontal wave equations,
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2pi1ki

2pi;22(
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SAx,i , j

]pj
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1Ay,i , j

]pj
]y D , ~7!

where the coupling coefficientsAx,i , j andAy,i , j are defined
by

Ax,i , j5E f i

]f j

]x
dz, ~8!

Ay,i , j5E f i

]f j

]y
dz. ~9!

The adiabatic mode solution is recovered by neglecting the
terms on the right side of Eq.~7!. Placing the mode coeffi-
cients into the vectorp, the coupling coefficients into the
matricesAx andAy , and the eigenvalues into the diagonal
matrix K2, we obtain

]2p

]x2
1

]2p

]y2
1K2p12Ax

]p

]x
12Ay

]p

]y
50. ~10!

It follows from Eq. ~5! that the coupling matricesAx

52Ax
t andAy52Ay

t are antisymmetric. We refer to solu-
tions of Eq. ~10! as continuous coupled mode solutions as
opposed to the stepwise coupled mode solutions of Ref. 30.

Completing the square of the range operator in Eq.~10!
and neglecting a higher-order coupling term, we obtain
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1AxD 2p1

]2p

]y2
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]y
1K2p50. ~11!

Factoring the operator in Eq.~11! under the assumption of
gradual range dependence, we obtain
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1K2D 1/2Gp50. ~12!

This approach for factoring Eq.~10! was used to derive the
windy PE from a similar horizontal wave equation in which
advection terms play the role of the coupling terms.35 As-
suming that outgoing energy dominates backscattered en-
ergy, we obtain the outgoing wave equation:

]p

]x
52Axp1 i S ]2

]y2
12Ay

]

]y
1K2D 1/2p. ~13!

In cylindrical geometry, we remove the spreading factor
r21/2 from p and obtain the following counterpart to Eq.
~13!:

]p

]r
52Arp1 i S 1r 2 ]2

]u2
12Au

1

r

]

]u
1K2D 1/2p, ~14!

where the entries ofAr andAu are defined by

Ar ,i , j5E f i

]f j
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dz, ~15!

Au,i , j5E f i

1

r

]f j

]u
dz. ~16!

When acoustic energy propagates from a point source in
a medium with gradual horizontal variations, azimuthal
terms are usually dominated by other terms in the wave
equation. For many problems, it is possible to ignore azi-
muthal terms altogether and apply the uncoupled azimuth
approximation.36 Even when azimuthal coupling is signifi-
cant, the azimuthal terms tend to be less important than other
terms~e.g., the three-dimensional PE models of Refs. 17 and
18 are based on a narrow-angle expansion in the azimuth
term but a wide-angle expansion in the depth term!. We use
this fact and observations of solutions of the windy PE to
motivate a useful simplification of Eq.~14!. The windy PE is
based on the following outgoing wave equation that is simi-
lar to Eq.~14!:

]pj
]r

52 ik jU jr pj1 i S 1r 2 ]2

]u2
12ik jU ju

1

r

]

]u
1kj

2D 1/2pj ,
~17!

where Ujr and Uju are defined in terms of the wind

velocity.35 We have found that the cross term in Eq.~17!,
which involves the product of a flow operator and an azi-
muthal coupling operator, tends to be dominated by the other
terms. In particular, the solutions of the equation

]pj
]r

52 ik jU jr pj1 i S 1r 2 ]2

]u2
1kj

2D 1/2pj ~18!
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are nearly identical to the solutions of Eq.~17! for the ex-
amples presented in Ref. 35.

Neglecting the cross term in Eq.~14!, we obtain the
coupled mode PE,

]p

]r
52Arp1 i S 1r 2 ]2

]u2
1K2D 1/2p. ~19!

The first term on the right side of Eq.~19! accounts for mode
coupling in the radial direction. The second term accounts
for azimuthal coupling and refraction. Neglecting the cross
term to obtain Eq.~18! does not provide a significant advan-
tage for the windy PE. Neglecting the cross term to obtain
Eq. ~19! leads to a significant simplification of the numerical
solution of the coupled mode PE because it permits the use
of alternating directions. Neglecting the cross term can be
justified by an asymptotic argument. We regard azimuthal
coupling as a perturbation and retain only the leading order
mode coupling correction to the adiabatic mode PE. Since
Arp andAup are of the same order, it follows that

UK21Au

1

r

]p

]uU!uArpu. ~20!

In other words, the first term on the right side of Eq.~14!
dominates the cross term.

The solution of Eq.~19! does not conserve energy. One
approach for deriving a coupled mode PE that conserves en-
ergy would be to perform a WKB analysis that includes hori-
zontal derivatives of the environmental parameters. An easier
approach is to incorporate previous results and then verify
that energy is conserved. Energy-conserving solutions can be
obtained by defining a new dependent variable that is related
to the energy-flux density. The dependent variable in Eq.
~19! is missing the correction factorkj

1/2 that occurs in the
complete energy conservation correction.34 Applying this
correction as described in Ref. 19, we defineuj 5 kj

1/2pj and
obtain the energy-conserving coupled mode PE solution,

p~r ,u,z!5r21/2(
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~21!

]u

]r
52Aru1 i S 1r 2 ]2

]u2
1K2D 1/2u, ~22!

whereuj is the j th entry ofu. The initial condition corre-
sponding to a point source atz5z0 is

uj~0,u!5f j~z0 ;0,u!. ~23!

The second term on the right side of Eq.~22! conserves
energy because the adiabatic mode PE conserves energy.19

The coupling term produces a rotation ofu and conserves
energy because

dE

dr
5u*

]u

]r
1

]u*

]r
u52u*Aru2u*Ar

tu50, ~24!

whereE5uuu2 is the energy flux. The third equal sign in Eq.
~24! follows from the antisymmetry ofAr .

We solve Eq.~22! with the splitting method,31 which
involves numerical solutions of the equations

]u

]r
5 i S 1r 2 ]2

]u2
1K2D 1/2u, ~25!

]u

]r
52Aru. ~26!

SinceK2 is diagonal and the cross term in Eq.~14! was
dropped, Eq.~25! is an uncoupled system that reduces to the
horizontal wave equations involved in the adiabatic mode PE
solution. We therefore solve Eq.~25! over a range step using
the approach described in Ref. 19. The operator square root
is approximated using a rational function expansion about
the representative horizontal wave numberk0. Crank–
Nicolson integration is used for the range discretization. The
azimuth discretization involves a tridiagonal matrix modified
with entries in the upper right and lower left corners to ac-
count for periodicity. The numerical solution of Eq.~26! is
obtained using Crank–Nicolson integration.

There are several possible ways to extend or improve the
coupled mode PE. When coupling is mostly into neighboring
modes, it is possible to improve efficiency by approximating
Ar with a banded matrix.12 The coupled mode PE can be
modified to account for energy loss due to coupling into the
nonpropagating or nontrapped modes by including positive
entries along the main diagonal of the coupling matrix. It
should be possible to include the effects of coupling with the
stepwise approach of Ref. 30 as an alternative to using the
coupling term in Eq.~19!. With this approach, the medium is
approximated by a sequence of range-independent regions
and the transmitted fields across vertical interfaces are ap-
proximated with the energy-conserving condition described
in Ref. 34. This approach includes higher-order coupling
terms and is a generalization of the step-wise coupled mode
solution to three dimensions.

II. IMPLEMENTATION AND EXAMPLES

In this section, we present examples to illustrate and test
solutions of the coupled mode PE. Although several papers
have been published on continuous coupled modes, there ap-
parently has not been any benchmark testing to confirm that
this technique actually works. The implementation of the
coupled mode PE involves the solution of the eigenvalue
problem throughout the region of interest. Once the eigen-
values, eigenfunctions, and coupling coefficients are ob-
tained and stored, the coupled mode PE solution may be
obtained efficiently for different combinations of source and
receiver locations. For the adiabatic case, this precalculation
approach12 has been used to solve problems in matched-field
processing37,38that require replica fields for large numbers of
source and receiver locations39

Example A is a two-dimensional problem involving a
25-Hz source atz550 m in a 200-m-thick waveguide that is
lossless and of constant density. The waveguide consists of
two layers that are divided by an interface at

z5H d0 for r,1 km

d01a sinS 2pr

l D for r.1 km,
~27!
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where d05100 m, a55 m, andl5200 m. The speed of
sound is 1500 m/s in the upper layer and 1600 m/s in the
lower layer. The purpose of this example is to show that the
coupling term accurately handles extensive mode coupling.
The waveguide supports six modes corresponding to hori-
zontal phase speeds that range between about 1538 and 4190
m/s. Results for example A appear in Fig. 1. The coupled
mode PE solution is in agreement with a reference solution
that was generated using a finite-difference PE model based
on the complete energy-conservation correction.34 The adia-
batic mode solution breaks down for this problem.

Example B is identical to example A, with the exception
that the interface is at

z5d01a sinS 2px

l D . ~28!

We were motivated to consider this problem because corru-
gated interfaces can cause azimuthal coupling by channeling
energy in they direction.17 To handle the wide range of
horizontal phase speeds, we takev/k052000 m/s and ap-
proximate the operator square root in Eq.~22! with an eight-
term rational function. We use range and azimuthal grid
spacings of 10 m and 0.25°. Results for example B appear in
Fig. 2. Since both types of coupling are important for this
problem, there are significant differences between the
coupled mode PE solution and the solutions that neglect one

type of coupling. Comparing the left and center columns, we
observe that azimuthal coupling is strongest near they axis,
where the corrugations cause channeling. Comparing the left
and right columns, we observe that mode coupling is stron-
gest near thex axis, where range dependence is greatest.

Example C involves a 25-Hz source atz5180 m in a
shallow water ocean environment. The sound speed is 1500
m/s in the water column and 1700 m/s in the sediment. The
density of the sediment is 1.5 times the density of the water.
The attenuation in the sediment is 0.5 dB/l. The ocean depth

FIG. 1. Transmission loss atz530 m for example A, which is a two-
dimensional problem that involves a sinusoidal interface between two ho-
mogeneous layers. The solid curves correspond to~a! the coupled mode PE
solution and~b! the adiabatic mode solution. The dashed curves correspond
to the energy-conserving PE solution.

FIG. 2. The mode coefficients for example B, which is a three-dimensional
problem that involves a corrugated interface between two homogeneous
layers. The maximum range is 5 km, the positivex direction is to the right,
and the positivey direction is to the top. The left column contains the
coupled mode PE solutions, the center column contains the uncoupled azi-
muth solution, and the right column contains the adiabatic mode PE solu-
tion. The modes are shown in increasing order going downward in each
column. The dynamic range is 10 dB, with red corresponding to the highest
intensities.
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is 200 m for r,5 km and linearly decreases to an apex at
r515 km. In the upslope region, the three trapped modes cut
off and couple into beams in the sediment.40 The purpose of
this example is to illustrate the coupled mode PE for a real-
istic example and to illustrate coupling between trapped and
nontrapped modes. We truncate the domain atz51200 m
and use 36 modes in the coupled mode PE calculation. Con-
tour plots for example C appear in Fig. 3. The adiabatic
mode solution breaks down in the sediment~the beams are
not correct!. The coupled mode PE solution is accurate in the
sediment~the beams are correct!.

III. CONCLUSION

The coupled mode PE was derived by including a cou-
pling term in the adiabatic mode PE. This technique is effi-
cient for solving acoustic propagation problems that involve
both mode and azimuthal coupling. The coupled mode PE is
simplified by neglecting a higher-order cross term that in-
volves a product of mode and azimuthal coupling operators.
Tests involving a similar cross term in the windy PE suggest
that this approximation is robust. The numerical solution is
based on standard techniques such as splitting and Crank–
Nicolson integration. The coupled mode PE conserves en-
ergy because the adiabatic mode PE conserves energy and
the coupling matrix is antisymmetric. The accuracy of the

coupled mode PE was demonstrated for benchmark prob-
lems. The coupled mode PE was also applied to solve a
three-dimensional problem.
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This work presents an analysis of the effects of ocean internal waves on long-range acoustic pulse
propagation from the geometrical-optics point of view. The chaotic behavior of rays and the
microfolding of timefronts are investigated. The extent of the region of the timefront in which
strongly chaotic rays appear, and the strength of the rays’ sensitivity to initial conditions, are found
to depend on the average~range-independent! sound-speed profile, on the range from the source to
the receiver, and on the internal-wave spectral model, but not on the specific realization of the
internal waves. For a particular experiment~SLICE89!, it is concluded that the observed depth
diffusion of energy in the late-arriving portion of the timefront is a result of refraction~of
geometrical-optics rays!, not diffraction. It is found that internal-wave effects cause an upper turning
point of a ray to be spread to the extent of 10 km horizontally and 100 m vertically, which affects
the resolution of ocean-acoustic tomography. The validity and usefulness of ray-based,
semi-classical~WKB! waveforms to represent received arrivals are evaluated by comparing with
waveforms generated with multifrequency, parabolic-equation simulations. Center frequencies of
250 Hz and 1000 Hz with 100-Hz bandwidth are used. The semi-classical waveforms reproduce the
correct arrival time and temporal shape of almost all arrivals, even those that are made of dozens of
microrays induced by the internal waves. The overall intensities of the 1000-Hz arrivals are
reasonably accurate, while the 250-Hz intensities show differences of order 5 dB. ©1997
Acoustical Society of America.@S0001-4966~97!04707-3#

PACS numbers: 43.30.Cq@JHM#

INTRODUCTION

Interest has grown in recent years in the use of sound
propagation as a tomographic means to study and monitor
the ocean.1,2 So far, pulse travel time has been the principal
signal characteristic from which inversions have been per-
formed to reconstruct ocean sound-speed~or temperature!
structure. However, for propagation over long ranges~ex-
ceeding several hundred km! it has been noted that pulse
timefront arrivals sometimes become so smeared together
due to internal waves that they cannot be used for travel-time
measurements.3,4 As a result, considerable effort has been
expended in investigating the use of modal travel times as an
alternative set of observables on which to base a tomogra-
phic inversion~e.g., Voronovich and Shang,5 and Colosi and
Flatté6!.

In the study of pulse propagation, it becomes useful to
work with the asymptotic behavior~e.g., the WKB approxi-
mation! of the wave equation. The linear wave equation then
reduces to the ‘‘geometric’’ Eikonal equation describing
pulse travel time and the transport equation describing pulse
amplitude. If the Eikonal equation is decomposed into a non-
linear system of ordinary differential equations that give the
travel time along ray trajectories, then the coupled equations
for the ray trajectories form a Hamiltonian system. When the
ocean medium through which the acoustic pulse propagates
contains range-dependent structure, such as that due to inter-
nal waves and mesoscale fluctuations, then this Hamiltonian
system is nonintegrable and can exhibit notable sensitivity to
initial conditions or environmental perturbations. Palmer

et al.7 initiated the study of this chaotic behavior in ocean
acoustics. Smithet al.8 further suggested that the partial
breakdown in identifying isolated and resolved arrivals from
pulses transmitted over long ranges is due to ray chaos in-
duced by range-dependent ocean structure. Their ocean
sound-speed model consisted of a range-independent canoni-
cal sound channel perturbed by a single periodic disturbance.
The results of their analysis, based on numerically calculated
Lyapunov exponents and Poincare´ maps, indicated the po-
tential for ray-chaotic behavior in the ocean but did not com-
pare well with experimental findings, due to their simple
ocean model. Attempting to attribute the breakdown in iden-
tifying isolated pulse arrivals to ocean mesoscale, follow-on
work9 was aimed at studying the effect on ray sensitivity of
mesocale perturbations, where the mesoscale behavior was
defined by several modes. More recently, by comparing ex-
perimental data and model results, Colosiet al.4 have shown
through parabolic-equation~PE! simulations that ocean inter-
nal waves are the likely candidate responsible for the inabil-
ity to distinguish separate arrivals when pulses are transmit-
ted over a 1000-km range. The extent to which other ocean
phenomena~e.g., mesoscale! affect transmissions at longer
ranges and lower frequencies, or at other ocean locations,
remains to be determined.

The emphasis in this paper is on theray-basedview of
long-range sound propagation through oceaninternal waves.
Our goal is not to precisely quantify acoustic fluctuations due
to internal waves but rather to show that a ray-based descrip-
tion of sound propagation through internal waves accurately
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captures the important characteristics of the acoustic arrivals.
In Sec. I we define the ocean model~including our model
internal-wave field! through which pulse propagation is
simulated. In Secs. II and III the equations that govern the
acoustic propagation and the numerical methods used to
solve these equations are presented, respectively. In Sec. IV
the numerical results are provided and include:~i! the sensi-
tivity to initial conditions of acoustical ray trajectories, and
the geometric character of the resultant timefront, as well as
the dependence of this behavior on the average sound-speed
profile and particular realizations of the ocean internal-wave
field; ~ii ! the level of diffraction due to internal waves, or
equivalently, the accuracy of the asymptotic description
~WKB! for pulse propagation through internal waves; and
~iii ! the diffusion in space of multiple ray paths~or ‘‘ray-
tubes’’! that contribute to a single arriving peak and that
diffusion’s impact on the resolution of acoustic tomography.
Finally, in Sec. V the results of this work are summarized.

I. OCEAN MODEL

We shall assume that the ocean sound speedc(r ,z,t)
consists of an average sound-speed profilec̄(z), dependent
only on depth coordinatez, and a small perturbation,
dc(r ,z,t), dependent on ranger , depth coordinatez, and
time t:

c~r ,z,t !5 c̄~z!1dc~r ,z,t !. ~1!

The source is atr50 and the maximum range for most of
our calculations is 1000 km. The vertical positionz varies
from z50 at the ocean surface toz52D (D.0) at the
ocean bottom. The second horizontal spatial coordinate has
been omitted since for our choice ofdc the cross-range gra-
dients of the sound speed are typically two orders of magni-
tude smaller than the vertical gradients, and so the sound
propagation is believed to be sufficiently well described as
two dimensional~having no out-of-plane scattering!. ~How-
ever, see Voronovich and Shang;5 and Grabbet al.10 for
other points of view.!

The quantitydc will represent the sound-speed pertur-
bation due to a field of internal waves. Typically in the
ocean,dc/c'1024 for a depth of 1 km~near the sound axis!
and dc/c'531024 near the surface.11 For our numerical
experiments,dc is constructed from a superposition of linear
internal waves, constrained by the following assumptions:
the ocean depth is range independent atD54 km and the
buoyancy profileN(z) is a canonical exponential:

N~z!5N0e
z/B, ~2!

whereB51 km andN053 cyc/h. This buoyancy profile is
always assumed, independent of the average sound-speed
profile.

Neglecting the small effects due to internal-wave cur-
rents, we describe the sound-speed perturbation due to inter-
nal waves by11

dc~r ,z,t !/ c̄~z!'GN2~z!z~r ,z,t !, ~3!

wherez is the vertical water displacement due to the internal
waves, andG, assumed constant here, has the value
3.0 s2/m.

We have chosen to construct the displacementz from
the superposition of a subset field of linear internal waves
traveling only along the source–receiver direction. For linear
~small amplitude! waves in a flat bottom ocean, the wave
displacementz is given by

z~r ,z,t !5Re@ ẑ~z!exp i ~kr2vt !#, ~4!

whereẑ satisfies

~v22v i
2!
d2ẑ

dz2
1~N2~z!2v2!k2ẑ50, ~5!

ẑ50 at z50, ~6!

ẑ50 at z52D. ~7!

Here the inertial frequencyv i is taken to be 1 cycle/day,
corresponding to a latitude of 30°. Given the wave frequency
v there can be found a sequence of modesẑ j (z) and corre-
sponding wave numbersk j , j51,... ,̀ , satisfying the equa-
tions above. These modes form an orthogonal set so that

E
2D

0

~N2~z!2v i
2!ẑm~z!ẑn~z!dz5gdmn , ~8!

whereg is any arbitrary normalization constant independent
of m and n; for later convenienceg is taken to be
2/(B*N0

2).
To simplify the description of our sound-speed perturba-

tion and simultaneously enhance the speed of calculation in
our simulation we choose a singlev, v52p/12.5 rad h21,
corresponding to the semi-diurnal tide. Summing over the
first ten modes or the first 40 modes associated with that tidal
frequency produces our model internal-wave field, or more
specifically, an internal-tide field. Individually, modes 1–40
introduce ocean structure with horizontal wavelengths rang-
ing from nearly 100 km down to 2 km, and with vertical
scales ranging from a few kilometers down to roughly 100
m. For modes up to ten only, horizontal wavelengths extend
down to about 8 km and vertical scales range down to about
a few hundred meters. We choose to construct sound-speed
perturbations using modes up to 40, although typically~due
to computational demands! we use only modes 1–10. It has
been shown that in a typical 1000-km experiment, for acous-
tic frequencies of 200–300 Hz, modes above approximately
40 have a very small influence on the received field, while
modes above 10 also have small effects on many aspects
~e.g., broadband and wander variances! of the received field.4

After summing, the internal-wave displacement is given
by

z~r ,z,t !5ReF (
j51

N

Aj ẑ j~z!exp i ~k j r2vt1l j !G , ~9!

whereN510 or 40,v52p/12.5 rad h21, k j and ẑ j (z) are
determined from Eqs.~5! to ~7!, andl j are random phases.
Aje

il j is a complex random variable withAj weighted ac-
cording to

^Aj
2&5a~ j 21 j

*
2 !21, ~10!
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wherej *53. If the Garrett–Munk12 spectral density, a func-
tion of mode number and wave number, is integrated over
wave numberk, then the remaining dependence on mode
numberj is as above. Therefore, this mode-number weight-
ing is chosen to resemble Garrett–Munk behavior in some
average sense, even though internal tides are likely to have a
mode-number dependence of their own. Our primary goal
here is to construct a simple ocean model which has realistic
range dependence: We want structure and spatial scales simi-
lar to those exhibited by internal waves in the real ocean.

So that the internal-wave displacement is realistic in
magnitude,a is chosen to forcez rms, when extrapolated to
the surface, to be 7.3 m.11 When sums over 10 modes are
extended to 40 modes by adding on higher modes, the
internal-wave energy increases slightly, but to a fair approxi-
mation perturbations with 10 or 40 modes have nearly the
same energy, although the extent of their spatial scales is
different.

For any realization ofAj andl j , j51,...,N, substitut-
ing the displacement given by~9! into ~3! gives a character-
ization of the sound-speed perturbation. Figure 1 shows the
vertical profile of the perturbation for one realization of 10
modes and for the extended 40-mode case. Given the pertur-
bationdc and the average sound-speed profilec̄(z), the total
sound-speed field is given by~1!.

The average sound-speed profile is selected from a set of
three profiles: the profile from the SLICE89 experiment,3 the
Munk canonical profile13 identified as CANON, and a sec-
ond smooth profile identified as CANON2. As Fig. 2 shows,
the two canonical profiles have their minimum sound speeds
at a depth of 1000 m, while the SLICE89 profile has its
minimum at 800 m depth. The curvatures at the sound-
channel axes of the two canonical profiles are different.

II. ACOUSTIC PROPAGATION

Since in the ocean the speed of sound is so much greater
than the phase speed of internal waves, the ocean medium is

assumedfrozenfor the acoustical simulations; i.e., during the
time a sound impulse is transmitted from the source to the
receiver the sound-speed dependence on time can be ne-
glected andc(r ,z,t) can be replaced byc(r ,z), the pulse-to-
pulse dependence of sound speed on time being implicit.

Our emphasis is on studying the geometric~ray-based!
description of impulse propagation through ocean internal
waves. It is therefore natural to solve the Eikonal and trans-
port equations that are derived from the full wave equation.
Section A below describes our approach to solving those
equations.

To study diffraction, however, we need to solve a wave
equation, and it is prohibitive to solve the full wave equation
over 1000 km for ocean-acoustic frequencies of interest.
Therefore, in addition to solving the full-wave Eikonal and
transport equations, we also solve the standard parabolic
equation~PE!, and its WKB counterpart: the Eikonal and
transport equations that correspond to this parabolic approxi-
mation.@Efficient and accurate marching algorithms exist for
solving the parabolic equation. The standard PE is chosen
over other parabolic approximations because of the simple,
uncoupled form of its transport equation~29!.# An implicit
assumption driving this approach is that diffractive effects
for the PE will be similar in nature and magnitude to those of
the full wave equation. Comparison between the results of
the PE and the corresponding WKB calculations then reveals
the role of diffraction. The WKB calculations~and the semi-
classical approximation! for the standard PE are discussed in
Section B below.

A. Full wave equation

In the limit of high frequency, ifS(t) is a ‘‘positive-
band’’ signal at the source andf(r ,z,t) is the signal away
from the source, then

f~r ,z,t !;A~r ,z!S„t2t~r ,z!…, ~11!

FIG. 1. Sound-speed perturbation versus depth for one fixed range. The
plots show the sound-speed perturbation for one realization of our 10-mode
~left! and 40-mode~right! internal-wave field.

FIG. 2. Average sound-speed profiles for the three selected cases: the Munk
canonical profile identified as CANON, a second smooth profile identified as
CANON2, and the profile from the SLICE89 experiment.
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where the travel time~arrival time, or time delay! t and the
amplitudeA satisfy the Eikonal and transport equations:

c2“t–“t51, ~12!

“–~A2
“t!50. ~13!

These are the lowest-order equations describing the
asymptotic behavior~WKB! of the acoustic pressure field,
given by the real part off.

Equation~11! holds for a ‘‘positive-band’’ source sig-
nal, characterized by having a Fourier transform (Ŝ(v))
whose energy contribution from all negative frequencies
(*2`

0 uŜ(v)u2dv) is zero ~or relatively small!; such source
signals include those numerically generated for Sec. IV B of
this paper, as well as those precisely of the form
exp(2t2/2s t

2)* exp(2iv0t) so long asv0*s t is sufficiently
greater than unity.@For a more general source signal, Eq.
~11! should also include a term involving the Hilbert trans-
form of S(t).#

By the method of characteristics, Eikonal equation~12!
can be written as a coupled system of ordinary differential
equations. The 2-D~one-way! ray trajectories are described
by

dz

dr
5

]H

]p
, ~14!

dp

dr
52

]H

]z
, ~15!

whereH52(c222p2)1/2. The travel time along a ray tra-
jectory is given by

dt

dr
5c21

„12~pc!2…21/2. ~16!

The first two coupled equations describing the ray trajecto-
ries comprise a Hamiltonian system with HamiltonianH.
The variablesz andp are related to the depth and slope of
the ray, respectively. Specifically,p5sin(u)/c, whereu is the
angle the local ray tangent makes with the horizontal. To
trace a ray trajectory emanating from the sound source~at
r50! out to some ranger f , Eqs.~14! and ~15! need to be
solved out tor5r f with the initial conditions

z~0!5zso, ~17!

p~0!5sin u0 /cso, ~18!

where zso and cso are thez coordinate and sound speed,
respectively, at the source, andu0 is the ray’slaunchangle
with respect to the horizontal. Additionally, solving Eq.~16!
out to r5r f with the initial condition

t~0!50 ~19!

gives the travel time of that ray. By incrementing the ray
launch angleu0 , and plotting for each such angle the travel
time t and depth coordinatez of the corresponding ray after
it traverses some fixed ranger f , a timefrontis constructed. A
timefront shows the expected travel time of a pulse as a
function of depth after traveling a fixed horizontal distance.
There is a well-known analogy between acoustic~or optical!
rays and the trajectories of particles moving in one dimen-

sion. In that analogy, the range becomes time and the ray
angle, or better,p, becomes speed or momentum.11 We will
be investigating ray behavior with plots ofp vs z as initial
launch angleu0 is varied; these plots are called phase
diagrams.14,15

B. Parabolic equation (PE)

In addition to understanding the geometric behavior of
rays, one of the goals of this work is also to describe the
accuracy of the WKB approximation, or ray-based wave-
forms, for sound propagation through an ocean having small-
scale range-dependent structure~i.e., internal waves!. We
will use the word ‘‘diffraction’’ to mean the difference be-
tween solutions to the wave equation and its low-order WKB
approximation.

We first transform to the frequency domain by defining
c by the relationf(r ,z,t)5c(r ,z)e2 ivt. The wave function
c then satisfies the Helmholtz equation. In the limit of small-
angle propagation, the 2-D Helmholtz equation forc can be
approximated by the parabolic equation forC,

i

k0

]C

]r
52

1

2k0
2

]2C

]z2
1
1

2 S 12
c0
2

c2DC, ~20!

wherec5Ceik0r , k05v/c0 , and c0 is a reference sound
speed, in this case taken to be the value of the sound speed at
the source. For boundary conditions, the ocean surface is
modeled as a perfect reflector, and the bottom is modeled as
an absorbing boundary. Solutions to~20! are computed for
each frequency and then the impulse response is generated
by integrating over the frequency band with the appropriate
weighting, as set by the impulse signal at the source.

In the WKB approximation to the PE, the Eikonal and
transport equations are, lettings5c0t2r ,

]s

]r
1
1

2 S ]s

]zD
2

1
1

2 S 12
c0
2

c2D 50, ~21!

]A

]r
1

]A

]z

]s

]z
1A

]2s

]z2
50. ~22!

In order to compare the WKB approximate solutions to the
solutions of the parabolic equation, we need to solve both the
Eikonal and transport equations. Rewriting the Eikonal equa-
tion, via the method of characteristics, yields the ordinary
differential equations describing the ray trajectories and the
travel-timet along them:

dz

dr
5

]H

]p
, ~23!

dp

dr
52

]H

]z
, ~24!

dt

dr
5

1

2c0
~11p21c0

2/c2!, ~25!

whereH5 1
2p

22 1
2c0

2/c2 andt5(r1s)/c0 . Note that we are
using the same symbolt for the travel time in the PE ap-
proximation as we did for the full wave equation. There
should be no confusion if it is kept in mind that when we are
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investigating geometric behavior we use the ray equations
that correspond to the full wave equation, and when we are
investigating diffraction we use those corresponding to the
PE approximation.

The appropriate initial conditions are

z~0!5zso, ~26!

p~0!5tan u0 , ~27!

t~0!50, ~28!

wherezso is thez coordinate of the source andu0 is the ray’s
launch angle. IfJ51/A2, the Transport equation can also be
rewritten along a ray as a second-order differential equation:

d2J

dr2
1JFc ]2c

]z2
23S ]c

]zD
2G c02c4 50. ~29!

The initial conditions are

J~0!50, ~30!

dJ

dr
~0!5d~u0!sec

2 u0 , ~31!

whered(u0) is a frequency-dependent correction chosen to
make the point source here mimic the slightly nonuniform
point source that is inherent when numerically solving the
PE equation. Note that the intensities of the different rays are
therefore in different ratios for different frequencies because
of this point-source correction.

To determine by WKB the signalf(r ,z,t) away from
the source~whose emitted signalS(t) is ‘‘positive-band’’!,
the ‘‘semi-classical’’ sum over all ray paths connecting the
source to the receiver is computed according to

f;(
j

a jS~ t2t j !e
2 i ~p/2!mj ~32!

where for thej th ray, t j is the travel time given by~25!,
a j51/AuJj u, whereJj is given by Eqs.~29!–~31!, andmj is
the Maslov index, or the integral number of times along the
ray thatJj takes on the value zero. Along rayj , Aj from the
transport equation has been rewritten asAj5a je

2 i (p/2)mj

wherea j is real. Each time the ray passes a caustic~where
there is a square-root branch-cut singularity! a phase shift of
p/2 occurs.

III. NUMERICAL METHODS

All numerical computations were done in double preci-
sion to insure minimal effects of roundoff; in most cases,
especially where numerical solutions to the PE equation
were compared to their semi-classical counterparts, accuracy
of the computations was extremely important. Because of the
lengthy computation time necessary to satisfy accuracy re-
quirements, calculations of sound propagation were prima-
rily done on a 4K-processor MasPar MP-2 parallel computer.

A. Internal-wave modes

Internal-wave modes are determined by the boundary
value problem defined by~5!–~7!; numerical solutions to this
set of equations are easily constructed by using a standard

shooting method.16 The vertical dependence of sound speed
is then known numerically, although only at discrete depths.
@As Eq. ~4! indicates, the ocean’s sound-speed dependence
on ranger is described analytically rather than numerically.#
Since for the acoustical computations it is necessary to know
the sound speed at all depths, values between grid points are
given by ~natural! cubic spline interpolation.16

B. Ray-based computations

All ray-based systems of ODEs@Eqs. ~14!–~16!, ~23!–
~25!, and~29!# derived from the Eikonal and transport equa-
tions are solved using fourth-order Runge–Kutta methods on
a set of gridpoints uniformly spaced in range. Parallelization
is done with ray launch angle, so that each processor solves
the equations along one ray, giving 4096 ray computations
per run. Gridpoint spacing is continually halved until conver-
gence is realized and changes in the dependent variables be-
come insignificant. For propagation out to 1000 km the num-
ber of range steps depends on the sound-speed profile and
varies between 50 000 and 1 600 000; but for all rays~except
strongly chaotic ones! the final grid spacing is chosen to
insure that arrival depth and time are accurate to within a
fraction of 1 m and 1 ms, respectively. Table I shows the
convergence of the numerical solution as a function of the
number of range grid points for three different ocean realiza-
tions.

In order to make comparisons between the PE solutions
and their semi-classical counterparts it is necessary to find
the rays emanating from the sound source that pass through
some prescribed depth at some given range. We solve this
boundary value problem sufficiently easily by shooting as
ray launch angle is varied, where the final launch angle is
found iteratively by a Newton–Raphson scheme. For
strongly chaotic rays, one may wish to resort to a relaxation
method rather than shooting,17 but relaxation methods alone
can fail to find all eigenrays. For profiles that generate
strongly chaotic rays, the computational effort necessary to
find all eigenrays can become prohibitive. This in fact hap-
pens to us for late arrivals in the SLICE89 environment. To
investigate that case completely will require significantly
more computational effort than we have expended up until
now.

C. PE computations

To solve the PE we use a split-step marching algorithm
~see, for example, Tappert18!. To simulate a point source the
initial pulse atr50 is given the following form in the fre-
quency domain:

C̃~z,r50,v!5expS 2~v2v0!
2s t

2

2 DexpS 2~z2zso!
2

2sz
2 D ,

~33!

wherev0 is the center frequency,s t is the pulse width in
time,sz is initial pulse width in depth, andzso is the location
of the source.

Wave functions for each frequency then propagate
through the internal-wave environment using a standard
split-step PE method. At a given ranger f , the simulated
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wave functionsC̃(z,r f ,v) are Fourier recombined to get the
pulse shape, where the integration in frequency is done over
the rangev02D to v01D andD is chosen so thatD•s t

5O(1) andv02D is positive. We have usedD550 Hz in
all cases in this article.

In our simulation, an absorbing boundary condition is
used for the ocean bottom. The boundary condition at the
ocean surface isC(0,r ,t)50 which is enforced in the simu-
lation by using a mirror image of the ocean. The vertical
extent of the ocean is discretized by 2048 gridpoints~which
translates into 4096 gridpoints to represent the true ocean
plus its mirror image!. In most of our simulations, 512 and
1024 frequencies are used to span the frequency window
coveringv02D to v01D. Vertical grid spacing and range
stepping are halved to verify the convergence and accuracy
of the computed solution. Parallelization is done in the fre-
quency domain; for example, with 512 frequencies, 8 proces-
sors are used to simulate each frequency.

IV. NUMERICAL RESULTS

In this section we present numerical results describing
the geometric behavior of sound propagation through realiza-
tions of our model internal-wave field. We examine the be-
havior, as a function of propagation range and average
sound-speed profile, of both the individual rays and the more
relevant timefronts. To test the validity or accuracy of ray-
based methods, or equivalently, to measure diffraction, we
also compare the semi-classical solution~based on WKB! to
the wave solution of the parabolic equation~PE!. Finally, we
relate the arrival of an increasing number of multipaths~due

to microfolding! to a broadening of the effective ray tube
connecting the source with a fixed receiver point.

A. Rays and timefronts

Figure 3 shows the timefront computed for 1000-km
propagation through a range-independent ocean described by
the CANON average sound-speed profile~Fig. 2!, as well as
the timefronts for similar propagation through a range-

TABLE I. Convergence of the numerical solution as a function of grid size~range step!. For propagation
through the three different average sound-speed profiles in the presence of internal waves, the variations in ray
arrival ~time and depth! are compared as the number of range gridpoints is doubled. The travel time and depth
of each of 4096 rays, after traveling 1000 kilometers, is differenced with that for the same ray calculated on the
finest grid, taken to be ground truth; then the rms and maximum differences are tabulated. Note that for the
CANON profile, travel time and depth for the arriving rays seem to be given very accurately even for a grid of
25,000 points. Because the late-arriving rays for the SLICE89 profile are very chaotic, the time and depth of
only the early arrivals is numerically accurate and convergent.

Grid t ~rms! z ~rms! t ~max! z ~max!

CANON case:~4096 rays! Difference with 200 K
025 K 0.000 430 ms 0.004 50 m 0.0100 ms 0.1200 m
050 K 0.000 073 ms 0.000 75 m 0.0012 ms 0.0170 m
100 K 0.000 018 ms 0.000 13 m 0.0003 ms 0.0037 m

CANON2 case:~4096 rays! Difference with 400 K
050 K 0.4400 ms 8.90 m 24.0 ms 400.0 m
100 K 0.0600 ms 1.30 m 3.50 ms 69.00 m
200 K 0.0032 ms 0.076 m 0.130 ms 2.800 m

SLICE89 case:~4096 rays! Difference with 1600 K
100 K 21.0 ms 160 m 220 ms 1300 m
200 K 16.0 ms 130 m 200 ms 1400 m
400 K 10.0 ms 110 m 120 ms 0850 m
800 K 07.0 ms 073 m 110 ms 0920 m

SLICE89—Early arrivals:~2513 rays arriving before 675.9 s!
100 K 0.8800 ms 20.0 m 38.0 ms 760.0 m
200 K 0.3900 ms 8.60 m 17.0 ms 380.0 m
400 K 0.0470 ms 0.920 m 1.90 ms 33.00 m
800 K 0.0067 ms 0.120 m 0.33 ms 15.700 m

FIG. 3. Timefronts for 1000-km propagation through an ocean described by
the CANON average sound-speed profile with and without internal waves
present. The figure in the upper left is the result for the case of no internal
waves, and the remaining three figures are the results for three different
realizations of the 10-mode internal-wave field. Each point on the timefronts
represents the arrival of one ray, and there are 4096 ray arrivals having
uniformly incremented launch angles.
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dependent ocean described by this same average sound-
speed profile perturbed by different realizations of a ten-
mode internal-wave subfield. Every point on each of the
timefronts represents the arrival of one ray, and there are
4096 ray arrivals with uniformly incremented launch angles
that image the timefront. Launch angles corresponding to
rays that interact with the ocean surface or bottom are omit-
ted since their attenuation over long propagation ranges
would be substantial. For these calculations the sound source
was set at the sound-channel axis, at a depth of 1000 m.

When internal waves are absent, the timefront has the
folded accordion shape due to refraction, as in Fig. 3, and the
ray arrivals are spread in a smooth and predictable way.
Without internal waves a smooth increase in intensity is sug-
gested as the caustics~i.e., fold vertices! are approached.
~Recall from geometric theory that away from caustics, the
vertical distance between neighboring timefront points is ap-
proximately inversely proportional to the local intensity.! In
the presence of internal waves, however, there is an apparent
grouping and nonuniformity of ray arrivals along the folded
fronts, suggesting a significant variation in intensity. Increas-
ing the resolution by adding more ray arrivals to this time-
front picture, and then zooming in on accumulations of ar-
rivals, would reveal the presence of smaller folds, or
microfolds, along the long segments that make up the mac-
roscopic folded timefront. This will be discussed in more
detail later.

Figure 4 is the analog to Fig. 3 but with the average
sound-speed profile given by the SLICE89 profile. Here the
source depth is 800 m, corresponding to the depth of the
sound channel axis for the SLICE89 experiment. Due to
roughness of the SLICE89 average sound-speed profile, even
in the absence of internal waves the distribution of ray arriv-
als along the timefront shows some nonuniformity, suggest-
ing smaller folds on the legs of the bigger folds. There are,
however, outstanding differences between the SLICE89
timefronts for propagation with and without internal waves:

In the presence of internal waves the late-arriving folds of
the SLICE89 timefront no longer appear distinguishable, as
they do when internal waves are absent; furthermore, these
late arrivals appear diffuse and more spread in depth.4 The
addition of internal waves to a scenario results in the near
axial final cutoff occurring about 10–15 ms earlier, in agree-
ment with the simulations of Colosiet al.4 On the other
hand, the early-arriving segments of the timefront remain
intact and distinguishable, even when internal waves are
present. Figure 5 shows the superposition of ray arrivals for
all three realizations with internal waves and compares it to a
reconstructed timefront from the actual SLICE89
experiment.19,3,20A similar comparison was made by Colosi
et al.4 between timefronts from the experiment and from
parabolic-equation full wave simulations through internal
waves. That comparison identified internal waves as the
likely cause of the diffusion of energy in depth in the late-
arriving portion of the timefront, but they did not identify
exactly how the internal waves caused the depth diffusion.
Our results from following geometrical-optics rays, shown in
Fig. 5, have no effects of diffraction in them, yet the depth
diffusion has occurred and is quantitatively in agreement
with the experiment. This agreement strongly suggests that
the indistinguishable and diffuse pattern of arrivals in the
rear of the SLICE89 pulses are primarily due torefractive

FIG. 4. Timefronts for 1000-km propagation through an ocean described by
the SLICE89 average sound-speed profile with and without internal waves
present. The figure in the upper left is the result for the case of no internal
waves, and the remaining three figures are the results for three different
realizations of the 10-mode internal-wave field. Each point on the timefronts
represents the arrival of one ray, and there are 4096 ray arrivals having
uniformly incremented launch angles.

FIG. 5. Comparison of simulation and actual timefront for SLICE89. The
upper figure shows reconstructed arrivals~above some threshold intensity!
for a single pulse during the actual SLICE89 experiment. The lower figure
shows the superposition of ray arrivals for three separate realizations of the
interval-wave field. The distinguished, early-arriving, timefront segments,
the smearing of timefront segments in the rear of the pulse, and the envelope
of arriving energy in the rear of the pulse compare well between simulation
and actual case. This shows that rayrefractioncan account for the observed
scattering in the rear of the pulse.
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~not diffractive! effects of internal waves. The distinguished,
early-arriving frontal segments of the actual and simulated
pulses also agree well between our ray simulations and the
experiment.

In order to understand the incoherent behavior in the
late-arriving portion of the SLICE89 pulse propagating
through internal waves, it is useful to look at the dynamics of
the ray trajectories. Figure 6 shows rays with three different
launch angles~corresponding to an early, middle, and late
arrival! traced through one of the internal-wave realizations.
Also shown in this figure are the ray trajectories correspond-
ing to these same launch angles perturbed a very tiny
amount. For the early arrival, the trajectories of the ray and
its perturbed companion appear identical over the 1000-km
propagation. For the late arrival, the two companion trajec-
tories exponentially diverge to the point of being very differ-
ent after 1000 km. For the middle arrival, the pair of trajec-
tories also exponentially separate, although at a slower pace
than for the late-arriving ray. This suggests that the late-
arriving rays in the SLICE89 profile are more ‘‘chaotic’’
than the early-arriving ones after propagating through an
internal-wave field, and that this~sensitivity to initial condi-
tions! is the driving mechanism behind the incoherent behav-

ior ~or, as illustrated later, the extreme folding of the time-
front! in the rear of the arriving pulse.

In order to identify regions of ray instability along the
timefront, rays having launch angles that differ only infini-
tesimally were compared, as a function of launch angle. Each
plot of Fig. 7 shows the absolute difference in arrival depth
for two rays with slightly different launch angles, as a func-
tion of launch angle, and after propagating 1000 km. Each of
these ‘‘bubble’’ plots is a global descriptor of ray stability as
a function of launch angle. For example, the plot correspond-
ing to the SLICE89 profile shows that rays with angles
steeper than 5° are much less sensitive to launch angle per-
turbations than rays between about25° and15°. The re-
gime of launch angles between25° and15° corresponds
to the late arrivals that are scattered in the rear of the time-
front.

It is useful to have a systematic understanding of how
the sensitivity to initial conditions depends on the propaga-
tion conditions. First, consider changes in the sound-speed
profile. There is a strong dependence of global ray sensitivity
or instability on average sound-speed profile. In the case of
the canonical profile CANON~see Fig. 7! all rays appear
insensitive to slight launch angle perturbations. The inset in
the CANON plot shows thez difference on a factor-of-100
smaller scale, and shows that there are small pockets of sen-
sitivity for the CANON profile, although this sensitivity is
quite weak in comparison to that of the SLICE89 profile. The

FIG. 6. Ray traces for the SLICE89 profile in the presence of a 10-mode
internal-wave field. Each figure shows the ray traces for two slightly differ-
ent launch angles~although in the bottom figure the two ray traces overlay!.
The solid and dotted curves, respectively, are rays for the original and
slightly perturbed launch angles: The original angles are~top! 0°, ~middle!
24.3°, and~bottom! 28.6°. The perturbed ray and the original ray differ
by an angle of 1027 rads.

FIG. 7. Bubble plot corresponding to 1000-km propagation for each of the
three average sound-speed profiles in the presence of a 10-mode internal-
wave field. Each point represents for a given launch angle the absolute
difference in arrival depth for two rays: a ray with the original launch angle
and one with a the slightly perturbed launch angle~which is the original
angle plus 1027 rads!. To construct this plot 4096 pairs of rays were used.
There is a clear dependence of the global picture of ray sensitivity on the
average sound-speed profile. Note the CANON inset with the vertical axis
rescaled to 1% of the original.
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CANON2 profile shows~again see Fig. 7! a sensitivity of ray
arrivals in the rear of the timefront similar to that of
SLICE89. Since CANON2 is just the smooth CANON pro-
file with more curvature at the sound-speed minimum, it ap-
pears that the curvature at the sound-speed axis strongly in-
fluences the character of the ray behavior. Duda and
Bowlin21 argue that a normalized sound-speed curvature
strongly controls caustic formation.

We find that the bubble-plot global behavior is qualita-
tively similar for different realizations of the internal-wave
field, when absolute difference in arrival depth is replaced by
absolute difference in travel time, or when 40 instead of 10
internal-wave modes are summed.

These bubble plots describe the cumulative separation of
rays out to the exact range of interest. There is a strong
dependence of behavior on transmission range, as well as on
the average sound-speed profile. It should be noted, for ex-
ample, that the relatively well-behaved timefront associated
with the CANON profile for 1000-km propagation~in the
presence of internal waves! becomes more ill-behaved at
longer ranges. Figure 8 shows that as transmission range
approaches 4000 km the CANON timefront begins to re-
semble the SLICE89 timefront at 1000 km in that it shows
very scattered and diffuse late arrivals.

Difference in arrival depth can be related to a Lyapunov
exponent, defined to quantitatively measure chaotic
behavior.7–9 The Lyapunov exponentl arises from the ex-
pectation that, for larger ,

1

r
lnFd~r !

d0
D;l~l constant!, ~34!

whered(r ) is the depth difference plotted in Fig. 7~for r
51000 km! andd0 is a reference separation nearr50. There
are many subtleties associated with finding a numerical value
for l: for example, how to defined0 , how larger should be
wherel is evaluated, and how to deal with the fact that two

rays from a common point and with a small launch angle
difference are actually affected by twol’s, one positive and
one negative. For the purpose of characterizing 1000-km
acoustic propagation we can avoid these problems by calcu-
lating an effectivedifference in Lyapunov exponents be-
tween two propagations under different conditions: for ex-
ample, between propagation through the SLICE89 and
CANON profiles. Then, for larger ,

lS892lCAN;
1

r
lnF dS89dCAN

G , ~35!

and d0 disappears from the calculation. From late-arriving
rays in Fig. 7, we takedS895500 m, dCAN51 m, and r
51000 km, resulting in

lS892lCAN'0.01 km21. ~36!

This value is positive, implying that the rays traveling in the
SLICE89 profile are more strongly ‘‘chaotic’’ than those
traveling in the CANON profile. Furthermore, the magnitude
of the difference, 0.01 km21, is of the same order of magni-
tude asl’s previously calculated from the effects of the
mesoscale-like range-dependent sound-speed structure.8,9

It has been shown that in the late-arriving portion of the
pulse where strong scattering has occurred, arriving rays are
most sensitive to initial conditions. Although at first glance
these ray arrivals appear to be scattered about almost ran-
domly, we know that the points must lie on a continuous
timefront curve; thus this curve is full of frontal microstruc-
ture: Extreme microfolding is evident when the timefront is
resolved by a much tighter fan of launched rays. In Fig. 9 the
effect of internal waves superimposed on the SLICE89 pro-
file is shown for propagation to 500 km. Macroscopic exami-
nation of the rear of the timefront reveals strong scattering
and unresolved structure. However, if the timefront is more
minutely examined by tracing out a tight fan of 8191 rays
with launch angles between22.331025 and 12.3
31025 rads, then a highly folded structure emerges. The
individual ray arrivals that describe the complex timefront
structure in the rear of the pulse are very chaotic, moving
~vertically and temporally! with leaps and bounds from tiny
perturbations in launch angle~as Fig. 9 illustrates!. Since the
rays are confined to fall on a continuous curve, their chaotic
behavior gives way to a timefront that folds extensively
~back and forth! across the region. It is the behavior of the
timefront, controlled by the rays that define it, that directly
relates to the behavior of the received acoustic pulse. It may
be that even though the individual rays can be very chaotic,
the folded timefront defined by them is more stable and less
sensitive to perturbation~in the ocean medium, for example!;
this is an area requiring further investigation and quantifica-
tion. At greater ranges, the microstructure in the rear of the
pulse is even richer, the number of microfolds growing ex-
ponentially with range.8

Timefront microfolds are more easily identified from a
phase diagram than from the timefront, where these struc-
tures are relatively minute. A phase diagram can be defined
as a scatter plot ofp vs z, for a fixed propagation range, with
each point representing a different ray launch angle.14 Figure
10 shows the phase diagram for propagation out to 1000 km

FIG. 8. Timefronts for propagation through an ocean described by the
CANON average sound-speed profile in the presence of a 10-mode internal-
wave field. Cases are shown for propagation ranges of 1000, 2000, 3000,
and 4000 km. Each point on the timefront represents the arrival of one ray,
and there are 8191 ray arrivals~having uniformly incremented launch
angles!. At 4000 km, early-arriving timefront segments are still distinguish-
able, but the energy in the rear of the pulse shows substantial fluctuation in
arrival time and depth.

247 247J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Simmen et al.: Internal waves



for the CANON profile with no internal waves. It is very
useful to consider the set of individual points on a phase
diagram as forming a continuous curve that smoothly con-
nects adjacent launch angles. Each point on the curve that

has a horizontal tangent~wheredz/dp50! corresponds to a
caustic, or, therefore, the beginning of a fold on the time-
front. Detecting caustics or folds on the timefront is equiva-
lent to detecting horizontal tangents on the phase diagram. In
Fig. 10 the phase diagram is a rather simple spiral, and the
horizontal tangents on the spiral equate to the primary caus-
tics on the timefront: There are no microcaustics or micro-
folds. Figure 11 has the analogous phase diagram for propa-
gation in the presence of internal waves. This phase diagram
is complex, with intricate windings and numerous bends:
The numerous horizontal tangents, especially near the center
of the curve~corresponding to the rear of the timefront!,
indicate the existence of many microcaustics and microfolds.
Microscopic examination is required for these microfolds to
be detected amid the macroscopic folds of the timefront.

B. Diffraction

The validity of the geometric approximation comes into
question for sound propagating over long ranges through in-
ternal waves. Presumably in much the same way that classi-
cal mechanics fails to exactly represent quantum behavior,22

geometric acoustics should fail to describe the wave equa-
tion. In acoustics it might be expected that as acoustic time-
front folds multiply and produce numerous caustics~as evi-
denced in the chaotic rear of the timefront!, ray-based or
semi-classical methods will fail; however, there has not been
any accurate characterization or quantification of the failure
of the semi-classical approximation in ocean acoustics. In
attempting to bridge between classical and quantum mechan-
ics, semi-classical descriptors have been studied23–27 and
shown to be much more robust than expected for chaotic
physical systems. Here we will study the accuracy of ray-
based acoustics for 1000-km propagation through an
internal-wave subfield superimposed on the CANON aver-
age sound-speed profile. Our interest is in that portion of the
sound field that is refracted only and does not interact with
~reflect from! the ocean boundaries.

To study diffraction, or equivalently, to study the accu-
racy of the semi-classical approximation, we shall compare

FIG. 9. Timefront for 500-km propagation through an ocean described by
the SLICE89 average sound-speed profile in the presence of a 10-mode
internal-wave field. The figure at the top shows the timefront determined by
all refracted rays. Each point on this timefront represents the arrival of one
ray, and there are 8191 ray arrivals. The middle figure shows a magnified
view of the rear of the pulse taken directly from the top figure. The bottom
figure shows, for the same ocean and propagation range, the timefront struc-
ture traced out by a fan of 8191 rays whose launch angles uniformly span
the small sector22.331025 to 12.331025 rads. Note how the trace of
this very small sector of launch angles still extends across the region that a
sector approximately three orders of magnitude larger maps out~middle
figure!; traces of other ray fans spanning very small sectors would likewise
extend across this region, filling it over and over again with folded time-
fronts.

FIG. 10. Timefront and phase diagram for 1000-km propagation through the
range-independent~without internal waves! ocean described by the CANON
sound-speed profile. Horizontal tangents in the phase diagram~at right!
correspond to caustics in the timefront~at left!, as shown by the example
~dotted line!.

FIG. 11. Timefront and phase diagram for the same scenario in Fig. 10 but
with the added presence of a 10-mode internal-wave field. Each point on the
phase diagram represents the arrival of one ray, and 163,801 rays were used
to adequately map out the phase diagram. When internal waves are present,
the phase diagram has numerous windings and intricate structure, indicating
the presence of microcaustics and microfolds; this is not so evident from a
macroscopic view of the timefront. The regions of the timefront marked by
circles will be described in more detail in later figures.
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solutions to the standard parabolic equation~PE! and its
WKB counterpart. Numerical solutions to the PE, found by
the method described in Sec. III C, are compared to the semi-
classical sum over all ray paths, given by Eq.~32!. So as to
guarantee that any differences between the PE and its ray-
based counterpart are real and not numerical, all grid spac-
ings and range-step sizes are continually halved until conver-
gence within the required accuracy is obtained.

To insure that we emphasize diffractive effects due to
sound-speed variability~internal waves! and not due to the
presence of the ocean boundaries, we smoothly extend our
simulated ocean when solving the PE so that the ocean sur-
face is 1 km higher. Except for the earliest arriving portion
of the timefront, whose rays have turning points close to the
original ocean surface, the effect of moving this boundary is
small.

It is crucial in the semi-classical approximation that all
ray paths connecting the source to the receiving point are
identified, and the phase diagram is useful in this regard. The
phase diagram for the geometric approximation to the PE at
a transmission range of 1000 km for propagation through a
10-mode internal-wave field superimposed on the CANON
sound-speed profile is very similar to that presented in Fig.
11. All intersections of the phase curve with any line pre-
scribing a fixed depthz indicate ray paths connecting the
source and receiver at that depthz. Since the phase curve is
discretized~points on it are given for discrete values of ray
launch angle!, intersections of the phase curve and the
constant-depth line are initially calculated by interpolation,
and refined later by successive iteration. Once all launch

angles corresponding to the eigenrays are identified, Eqs.
~29!–~31! are integrated along each separate ray path, pro-
viding a j andmj in Eq. ~32!.

We simulate the transmission of a finite-frequency pulse
from the source by setting the pulse width at about 10 ms
(2D5100 Hz) and the center frequency at either 250 Hz or
1000 Hz. Figure 12 presents, for a prescribed depth, the re-
ceived intensity as a function of time for the PE solution and
the semi-classical approximation.~The word ‘‘intensity’’ is
used in the cases that follow to mean the square of the mag-
nitude of the wave function; e.g.,ufu2 for the semi-classical
approximation.! It shows a comparison with and without in-
ternal waves for the received intensity versus time at a depth
and range of 2000 m and 1000 km, respectively, and for a
center frequency of 250 Hz. We note here that, in all cases
that we have investigated, the comparison between the PE
solution and the semi-classical approximation is excellent
when internal waves are absent. When internal waves are
present there are slight differences in peak arrival time and
significant differences in peak intensity between the PE and
semi-classical solutions, as Fig. 12 indicates. By comparing
76 peaks from the PE and semi-classical time series at depths
of 500, 1000, 1500, and 2000 m, we found that in the pres-
ence of internal waves the average and variance of the peak-
arrival-time difference is 0.17 ms and 5.1 ms2, respectively,
for a 250-Hz center frequency. Peak arrival times for PE and
semi-classical solutions, then, commonly lie within 2 ms of
each other. Likewise, for the same 76 peaks the average and
variance of log10(ISC/IPE), whereISC/IPE is the ratio of peak
intensities, is20.036 and 0.26, respectively, indicating that
the two intensities commonly agree to within 5 dB.~Some-
times there are, as noted in Fig. 12, PE peaks corresponding
to caustic ‘‘tails’’ that do not have a semi-classical analog
and so are not represented in this comparison.!

Figure 13 shows the PE timefront corresponding to the
1000-km propagation for which the previous statistical com-

FIG. 12. Comparison of semi-classical~dashed! and PE~solid! solutions for
1000-km propagation through the CANON profile, for cases without~upper
plot! and with ~lower plot! internal waves. Time series correspond to the
received intensity as a function of time for a receiver at a depth of 2000 m.
~Figure 13, examined atz522000 m, shows that 17 semi-classical peaks
are expected.! The center frequency of the source signal is 250 Hz. When
internal waves are absent the PE and semi-classical solutions are in excellent
agreement. In the presence of internal waves, arrival times of PE and semi-
classical intensity peaks agree to within ms, but the corresponding peak
intensities are often a few dB in error. Note that in the presence of internal
waves the PE solution has some very late arriving peaks that are nonexistent
in the semi-classical approximation; these are peaks due to energy emanat-
ing from the shadow side of caustics above~see Fig. 13!.

FIG. 13. Timefront for standard PE corresponding to 1000-km propagation
through a 10-mode internal wave field superimposed on the CANON aver-
age sound-speed profile. The timefront is described by 8191 ray arrivals.
Note the similarity to the ‘‘full wave’’ timefront presented in Fig. 11 for the
same ocean. The regions of the timefront marked by circles will be de-
scribed in more detail in later figures. Atz52000 m, given by the horizontal
line, an intensity time series is shown in the previous figure.
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parison of peak intensities and arrival times was done; mi-
crofolds, corresponding to multipaths, are not easily visible
at this scale. In the remainder of this section, portions of this
timefront at the circles indicated in Fig. 13 are magnified in
order to highlight microfolds, and the intensity time series
for the PE solution and the semi-classical approximation at
these points are more closely examined. These timefront lo-
cations are chosen because they exhibit significant micro-
folding so that the semi-classical sum has a contribution
from many rays. In some cases we compare the propagation
information at the selected timefront point for both the
250-Hz and 1000-Hz center frequencies, or at the corre-
sponding point when no internal waves are present.~Without
consequence, the intensities in Figs. 14–20 are normalized
differently for the 250-Hz and 1000-Hz cases.!

The results for the earliest of the selected points for
250-Hz propagation are shown in Fig. 14~no internal waves!
and Fig. 15~with internal waves!. In Fig. 15, 15 multipath
arrivals sum to produce 2 peaks within a few milliseconds of
the peaks given by the PE. Multipath interference seems to
accurately account for the received signal in this range-
dependent propagation. If ray arrivals areincoherently
summed the intensity pattern is significantly different,
clearly showing the importance of phase interference. In the
absence of internal waves, as noted in Fig. 14, the semi-
classical sum approximates the PE superbly: in this case at a

point within about 50 m of a primary caustic. Note that a
single timefront caustic, for propagation in the absence of
internal waves, is replaced by several microcaustics~dis-
placed by several ms! when internal waves are present.

Figures 16 and 17 involve comparisons at a point on the
timefront that exhibits severe microfolding. At the higher
frequency~1000 Hz: Fig. 17! the comparison is better, for
both travel time and intensity, although at the lower fre-
quency~250 Hz: Fig. 16! the peaks still arrive within a few
ms of each other. A comparison to the case of no internal
waves would show that internal waves cause microfolding of
a single timefront segment and a shift in the location of the
peak intensity of several ms.

Figure 18 shows how almost 200 multipath arrivals,
spread in time over more than a pulsewidth, interfere at 250
Hz to produce one dominant peak in intensity. The number
of nonnegligible arrivals is large; about one-third of them
have amplitudes that are at least one-third of the largest am-
plitude. Figure 19 shows how at a higher frequency~1000
Hz! the same multipaths sum to produce two peaks. In both
cases the PE and the semi-classical approximation agree re-
markably well in shape and arrival time. Since the ray-based

FIG. 14. Comparison of semi-classical and PE solutions for the case of no
internal waves. The point of comparison corresponds to the selected circle in
Fig. 13 having depth near 500 m and arrival time near 671.01 s. The simu-
lated source signal has 250-Hz center frequency. The top figure shows in-
tensity versus time for both the semi-classical solution~dashed! and the PE
solution ~solid!. The agreement between PE and semi-classical is excellent
in the absence of internal waves. Two ray arrivals~indicated by the two
crosses in the upper figure! interfere to produce the single peak in intensity.
The bottom figure indicates the presence of a primary caustic near the pre-
scribed depth, which is marked by the horizontal line. This line intersects
the local timefront at the two ray arrival times indicated by the two crosses
in the upper figure.

FIG. 15. Comparison of semi-classical and PE solutions for the case of a
10-mode internal-wave field. The point of comparison corresponds to the
same point selected in Fig. 14, and the simulated source signal again has
250-Hz center frequency. The top figure shows intensity versus time for
both the semi-classical solution~dashed! and the PE solution~solid!. The
intensity calculated from an incoherent sum of ray arrivals~dotted! shows
the error incurred if phase information is excluded from the semi-classical
sum. The 15 crosses in the top figure show the arrival time and intensity of
the 15 individual ray arrivals that contribute to the two peaks in intensity.
The bottom figure reveals the presence of microfolds and microcaustics that
give rise to the 15 multipath arrivals at a depth near 500 m~given by the
horizontal line!. In the vicinity of so many microcaustics, there is still good
agreement between PE and semi-classical waveform shapes and peak arrival
times.
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approximation is an asymptotic description in the limit of
high frequency, as expected, the PE solution and its semi-
classical counterpart match more closely in intensity at
higher frequencies. In Fig. 19 the incoherent sum of ray ar-
rivals differs significantly from the standard~coherent! semi-
classical sum.

Figure 20 shows that when the semi-classical approxi-
mation fails to account for any contribution from the shadow
side of significant caustics, agreement between the PE and
this ray-based approximation is poor. In the same figure,
however, the other PE peak is very accurately approximated
by the semi-classical sum.

It appears that the semi-classical approximation is fairly
robust for propagation over 1000 km through our 10-mode
internal-wave field. Even in the cases of extreme microfold-
ing, this ray-based approximation describes qualitative be-
havior well: Its number of peaks and travel times agree
closely ~within a ms or two! to those given by the corre-
sponding wave equation, and the intensities agree to within 5
dB. Only on the shadow side of strong caustics does the

geometric approximation seem to fail considerably in its de-
scription.~Presumably a better approximation in the vicinity
of caustics, such as that from the use of complex rays, or a
Maslov integral representation,28 could improve the semi-
classical approach.!

The number of microfolds~and microcaustics! in the
late-arriving portion of the SLICE89 pulse~after propagating
through internal waves! is much greater than for the CANON
pulse. Although it may be impractical to identify all multi-
paths in the SLICE89 case, the semi-classical approximation
may still perform well there. There would be an exponen-
tially large number of microcaustics there, and diffractive
effects are normally associated with regions nearby caustics;
however, because these caustics would be weak,29 it might
be that ray-based acoustics would still sufficiently describe
the behavior there, but this is clearly an area requiring further
investigation and computation.

C. Tomographic resolution

In the absence of internal waves, a single intensity peak
in the received signal is usually associated with a single
eigenray from source to receiver. That same arrival, when
internal waves are present, was shown in Secs. IV A and
IV B to consist of contributions from numerous new eigen-
rays that are induced by the internal waves. Figure 21 shows

FIG. 16. Comparison of semi-classical and PE solutions for the case of a
10-mode internal-wave field. The point of comparison corresponds to the
selected circle in Fig. 13 having depth at 1000 m and arrival time near
671.04 s. The simulated source signal has 250-Hz center frequency. The top
figure shows intensity versus time for the semi-classical solution~dashed!,
the incoherent semi-classical sum~dotted!, and the PE solution~solid!. The
numerous crosses in the top figure show the arrival time and intensity of the
many individual ray arrivals that contribute to the single peak in intensity.
The PE and semi-classical intensity peaks arrive within a couple of milli-
seconds of one another. The peak intensities, however, differ noticeably,
because the~semi-classical! Transport equation overestimates the intensity
on the timefront in the vicinity of a strong caustic. The bottom figure reveals
the presence of severe microfolding, along what would have been a single
diagonal timefront segment in the absence of internal waves. It also shows
that the horizontal line atz521000 m intersects the timefront near a strong
caustic~at left!.

FIG. 17. Comparison of semi-classical and PE solutions for the case of a
10-mode internal-wave field when the simulated source signal has 1000-Hz
center frequency. The point of comparison corresponds to the same point
selected in Fig. 16. The top figure shows intensity versus time for the semi-
classical solution~dashed!, the incoherent semi-classical sum~dotted!, and
the PE solution~solid!. The comparison between the semi-classical and PE
solutions is better at 1000 Hz than at 250 Hz~Fig. 16!. The horizontal line
at z521000 m in the bottom figure intersects the local timefront structure
at the many ray arrival times indicated by crosses in the upper figure.
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the internal-wave-induced eigenrays corresponding to the
single intensity peak graphed in Figs. 16 and 17. Since the
contributions~amplitudes! of most of these rays are signifi-
cant, and these rays sample slightly different parts of the
ocean, any tomography scheme ought to associate the single
intensity peak with a ‘‘raytube,’’ identified by the tube of
rays illustrated.

The width of the raytube is a measure of the resolution
one obtains from travel-time tomography. We should mea-
sure the raytube width at points along the eigenray that are
important for the specific tomography experiment that we
have in mind. For example, if mesoscale structure in the
upper 500 m of the ocean is being measured, or if internal-
wave strength, which is confined mainly to the upper 500 m
of the ocean, is being measured, then the important places
along the eigenray to measure the raytube width are the up-
per turning points. We therefore define measures of raytube
width by considering the behavior of the upper turning points
of the set of internal-wave-induced eigenrays. Consider one
specific upper turning point on the single ray in the absence
of internal waves. Each of the multiple eigenrays induced by
the internal-wave field has a corresponding upper turning
point. The distribution in horizontal and vertical position of

the set of corresponding upper turning points measures the
raytube extent at that particular upper turning point. We have
calculated the maximum extents in both horizontal and ver-
tical for every upper turning point of the raytube in Fig. 21,
and the results are also shown in that figure. The typical
horizontal and vertical maximum extents are 10 km and 100
m, respectively.

In studying the character of raytubes, there is no need to
assume a parabolic approximation, and one can work with
the standard~one-way! ray equations~14!–~16! correspond-
ing to the full wave equation. Figure 11 shows the timefront
corresponding to the standard Eikonal equation for propaga-
tion over 1000 km through internal waves. The circles iden-
tify selected timefront arrivals for which raytube extents are
presented in Fig. 22. Figure 22 shows that raytube extent
does vary along the timefront; for the cases shown, the maxi-
mum horizontal extent varies from 6 to 16 km, while the
maximum vertical extent varies from 50 to 100 m. The ray-
tubes in Fig. 22 all correspond to early-to-middle arrivals in
the ~CANON! timefront; a late arrival in the SLICE89 time-
front is expected to have a raytube with much greater extent
~poorer resolution!.

FIG. 18. Comparison of semi-classical and PE solutions for the case of a
10-mode internal-wave field. The point of comparison corresponds to the
selected circle in Fig. 13 having depth at 1000 m and arrival time near
671.08 s. The simulated source signal has 250-Hz center frequency. The top
figure shows intensity versus time for the semi-classical solution~dashed!,
the incoherent semi-classical sum~dotted!, and the PE solution~solid!. Al-
most 200 individual ray arrivals contribute to the single peak in intensity.
~The crosses in the top figure have had their intensities rescaled by a factor
of 10 so as to make the arrivals more visible.! The bottom figure reveals the
presence of severe microfolding. In the vicinity of so many microcaustics,
there is still remarkable agreement between PE and semi-classical for the
pulse shape and arrival time.

FIG. 19. Comparison of semi-classical and PE solutions for the case of a
10-mode internal-wave field when the simulated source signal has 1000-Hz
center frequency. The point of comparison corresponds to the same point
selected in Fig. 18. The top figure shows intensity versus time for both the
semi-classical solution~dashed! and the PE solution~solid!. The intensity
calculated from an incoherent sum of ray arrivals~dotted! shows the error
incurred if phase information is excluded from the semi-classical sum. At
this higher frequency multipaths interfere to produce two peaks rather than
one ~Fig. 18!. ~The crosses in the top figure have had their intensities res-
caled by a factor of 3 so as to make the arrivals more visible.! Note that the
intensities of different ray arrivals are in different ratios for the 250-Hz~Fig.
18! and 1000-Hz frequencies because of the point-source correction needed
when comparing to PE.
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We also note here that use of an internal-wave field with
40 modes instead of 10 does not qualitatively change any of
the above plots or conclusions.

V. SUMMARY

Through numerical simulation we have studied the
transmission of sound impulses through a model field of
ocean internal waves for propagation ranges of order 1000
km. The simulated internal-wave field was constructed from
the superposition of either 10 or 40 modes of linear internal
waves, traveling only in the source–receiver direction, and
having amplitudes weighted to resemble the Garrett–Munk
spectrum. The acoustic propagation was simulated in two
different ways. First, geometrical-optics rays were followed
using a Hamiltonian formulation and various numerical
schemes for integrating ordinary differential equations; then
acoustic waveforms were calculated semi-classically from
the WKB approximation. Second, for comparison, the para-
bolic wave equation was solved by the split-step Fourier al-
gorithm. Pulses were synthesized at center frequencies of
250 and 1000 Hz, with a bandwidth of 100 Hz. Thus the

lowest frequency in our simulations was 200 Hz. The em-
phasis of this work has been on understanding the geometri-
cal, or ray-based, behavior of the sound propagation, and at
the same time investigating the accuracy of ray-based
~WKB! waveforms for propagation through small-scale
sound-speed structure in the ocean. We have considered
three different deterministic~range-independent! sound-
speed profiles: two canonical, smooth profiles, and one pro-
file from the SLICE89 experiment.

The ray-based description of acoustic propagation starts
from the impulse-response arrival at long range, expressed as
a timefront. This timefront in the absence of internal waves
has many accordion-shaped folds and covers the depth of the
ocean, but is smooth. It has been shown that by introducing
range-dependent, internal-wavelike structure on to an other-
wise range-independent~or average! sound-speed profile,
timefronts develop smaller microfolds on top of the larger
folds resulting from range-independent propagation alone.
Furthermore, it has been shown that at sufficiently long
range, and for the later-arriving portions of the timefront,
these microfolds become too numerous to resolve. We have
introduced ‘‘bubble’’ plots as a suitable means to present the
sensitivity of rays to initial conditions for the propagation

FIG. 20. Comparison of semi-classical and PE solutions for the case of a
10-mode internal-wave field. The point of comparison corresponds to the
latest selected circle in Fig. 13, having depth near 500 m and arrival time
near 671.11 s. The simulated source signal has 250-Hz center frequency.
The top figure shows intensity versus time for both the semi-classical solu-
tion ~dashed! and the PE solution~solid!. The intensity calculated from an
incoherent sum of ray arrivals~dotted! shows the error incurred if phase
information is excluded from the semi-classical sum. The semi-classical
solution, which does not account for any contribution from the shadow side
of caustics, fails to pick up the first PE peak. The bottom figure reveals the
presence of numerous micro-caustics; the horizontal line marks the depth of
comparison and shows that the semi-classical sum slightly misses contribu-
tions from the dark mass of microcaustics on the left.

FIG. 21. Eigenrays that contribute to the single peak in intensity graphed in
Figs. 16 and 17. The top figure shows the eigenray traces from the source to
the receiving point 1000 km away at a depth of 1000 m. The middle figure
magnifies a portion of the eigenray traces. The bottom figure describes the
extent of the raytube as a function of range in two ways: the asterisks and
the crosses give the maximum horizontal distance and vertical distance,
respectively, between corresponding ray upper turning points within the
raytube. The units of the vertical axis are km and m/100 for the asterisks and
crosses, respectively. In this instance, horizontal resolution increases~i.e.,
raytube horizontal extent decreases! while vertical resolution decreases~i.e.,
vertical extent increases!, as the raytube nears the receiver.
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ranges of interest. Our simulations have made it very plau-
sible that in the SLICE89 case the chaotic behavior of later-
arriving rays is responsible for extreme timefront folding,
which in turn, is responsible for the indistinguishable and
diffused late arrivals observed in the actual experimental
data. We conclude that for frequencies as low as 200 Hz
refraction rather thandiffraction accounts for most of the
fluctuation in sound energy in the late-arriving part of the
pulse.

We have found that the region of launch angle~or
equivalently the region of arrival time! for which rays are
chaotic depends on the internal-wave model. For example,
earlier work that used a one-mode model of range-dependent
sound-speed perturbation found strong chaotic behavior for
steep rays, but not for rays with near-horizontal launch
angles.8 In contrast, our results for 10-mode and 40-mode
internal-wave models, and other multimode models,9 show
the opposite: strong chaotic behavior for near-horizontal
launch angles, but not for steep rays. We have also found
that given a specific, parameterized, internal-wave model,
the regions of chaotic behavior do not depend on the specific
realization of the internal waves.

We have found that the region of launch angle for which
internal waves induce chaotic rays depends on the average
~range-independent! sound-speed profile. At 1000-km range
we have studied three profiles: for the Munk canonical pro-
file ~CANON!, all rays show stability or only a very weak
sensitivity to initial conditions; for another canonical profile

with a larger second derivative at the sound-channel axis
there does exist a significant late-arriving portion of the time-
front in which the rays are chaotic; and, finally, for the
SLICE89 experimental sound-speed profile there is a very
substantial chaotic region in the latest-arriving portion of the
timefront.

We have found that there is a strong dependence of glo-
bal ray and timefront behavior on transmission range. For the
Munk canonical profile~CANON!, ray arrivals are insensi-
tive to slight launch perturbations and a relatively well-
behaved timefront emerges at 1000 km, while the timefront
shows very scattered and diffuse late arrivals at 4000 km.

It was shown that internal waves induce multiple rays
for an arrival that came from a single ray in the absence of
internal waves. The raytube comprised of these multiple rays
has an extent that defines the resolution of ocean acoustic
tomography. For 1000-km propagation, a measure of this
resolution is the typical spread of upper-turning-point depths:
10 km in the horizontal and 100 m in the vertical.

We have compared semi-classical~WKB! waveforms
with waveforms from calculations using the parabolic-
equation approximation. We have found that the semi-
classical expansion is fairly robust, describing accurately the
shape and peak travel time of arriving signals, except possi-
bly on the shadow side of strong caustics or groups of caus-
tics. We summed semi-classically over all multipaths in a
number of regions of the pulse in which many arrivals oc-
curred, and even when there were nearly a hundred or so
multipath arrivals, semi-classical and PE solutions were
amazingly similar. As the ray behavior becomes more
strongly chaotic, the computer effort necessary to find all
eigenrays becomes large. In our calculations, it was prohibi-
tive to calculate all the necessary rays in the late-arriving
portion of the SLICE89 timefront with the computer re-
sources we had available. More powerful computers that will
be available soon will have to be used in order to evaluate
semi-classical waveforms and determine their accuracy for
the very late arrivals in SLICE89.

The main failure in the semi-classical waveform esti-
mates is in the overall intensity of an arrival; for the 1000-Hz
comparisons the differences from the PE calculated intensity
were generally small, but for the 250-Hz comparisons we
found differences of order 5 dB.
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Acoustic scattering from a three-dimensional protuberance
on a thin, infinite, submerged elastic plate
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Scattering of sound from an infinite plate is significantly altered by the presence of an impedance
discontinuity. Here, an approximate analytical solution is developed for the scattering of sound from
a three-dimensional protuberance on a thin, infinite, submerged elastic plate. The protuberance is
modeled as a solid elastic sphere of dimensions comparable to the incident acoustic wave
@ka;O(1)#, and is attached to the plate along its equatorial plane. The plate is modeled using thin
plate theory and supports the lowest-order flexural, compressional, and horizontally polarized shear
(SH) modes, while the solid sphere is modeled with the full three-dimensional elastodynamic
equations of motion. This idealized environmental model provides an understanding of the
underlying physics of 3-D scattering, which is shown to be strongly frequency dependent. The
analysis demonstrates that the attachment of the plate manifests itself in the scattered field in a
frequency selective manner, and that the resonances of the elastic modes in the sphere leave their
imprint on the elastic waves coupled into the plate. It is also shown that since the attached plate
primarily restrains the motions of the sphere in the horizontal plane, the dominant contribution to the
scattered field arises from the in-plane coupling forces. ©1997 Acoustical Society of America.
@S0001-4966~97!00606-1#

PACS numbers: 43.30.Gv, 43.30.Ma, 43.20.Tb, 43.40.Rj@JHM#

INTRODUCTION

The problem of scattering from irregular boundaries
plays a significant role in many acoustic disciplines. For ex-
ample, in structural acoustics, while the scattering of sound
from ideal spherical and cylindrical shells are well under-
stood, real world structures have attached sub-structures like
stiffeners, bulkheads, etc. Similarly, the Arctic ice cover is
often treated as a homogeneous elastic flat plate, and has
been studied extensively.1–5 However, real ice has keels and
leads. A canonical model representing the fundamental prop-
erties of such scattering problems is an infinite elastic plate
with protuberances. There have been numerous efforts in the
past to model scattering from a ribbed plate,6,7 where the size
of the rib was assumed to be small compared to the wave-
length of the incident acoustic wave. More recently, Guo8

addressed the problem of scattering from an infinite elastic
plate loaded with fluid on one side and a semi-infinite plate
on the other. These two-dimensional studies revealed that an
impedance discontinuity in the canonical geometry of a flat
plate produces significant scattering into the fluid by both
supersonic and subsonic waves in the plate. Additionally,
subsonic waves couple into the plate by interaction of the
acoustic wave with the impedance discontinuity.

The complexity of this problem may be augmented by
increasing the dimensionality of the problem, i.e., by consid-
ering scattering from a three-dimensional feature. There have
been attempts in the past to model scattering from hemi-
spherical bumps on an infinite plane. However, in the work
presented here, we consider scattering from an infinite, sub-
merged elastic plate with a three-dimensional protuberance
whose dimensions are comparable with the wavelength of
the incident acoustic waves. The impedance discontinuity is
not compact (ka!1) but can support elastic waves which

can resonate and additionally radiate into the surrounding
fluid. It is possible to model this problem by using finite
difference9 or boundary element approaches.10 However,
these methods are computationally intensive for three-
dimensional scattering scenarios. Therefore, in this paper we
formulate the scattering problem analytically using the Eule-
rian approach.11,12

Our interest in this problem stems from the consider-
ation of the scattering of acoustic waves from the three-
dimensional features under the rough ice in the Arctic Ocean.
Previous analyses13,14 have modeled these, for example, as
impenetrable hemispherical protuberances on an infinite
plane. Even though the idealized environmental model pre-
sented here does not represent the real scattering scenario, it
is more complete than such earlier representations in terms
of the fundamental scattering mechanisms involved. For ex-
ample, it allows analysis of whether scattering into in-plane
~shear and compressional! waves in the plate plays an impor-
tant role in defining the beampattern of the scattered field.
That this is the case will become evident from our model
which allows for excitation of the in-plane motions of the
plate. In a later paper,15 where we analyze the acoustic scat-
tering from an isolated protuberance under the Arctic ice
sheet, we will draw upon the analysis presented here.

We begin by parametrizing the various wave phenomena
involved in the scattering process in Sec. I. Section II formu-
lates the exact scattering problem using the Eulerian ap-
proach. In Sec. III, we solve the decoupled constituent prob-
lems of the free submerged sphere, the elastic plate, and the
sphere excited by ring coupling forces and bending moment.
Section IV contains the final results from our analysis where
we evaluate the attachment ring kinematics, the backscat-
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tered pressure, and the bistatic scattering pattern for scatter
from the three-dimensional protuberance.

I. PARAMETRIZATION OF THE PROBLEM

Before formulating the problem of three-dimensional
scatter, we begin by parametrizing the wave phenomena in-
volved in the scattering process. Figure 1 shows the interac-
tion between the incident sound field due to a point source
and the plate–sphere coupled structure. The incident field
excites elastic modes in the plate by phase-matching.16 In
general, assuming the plate to be thin, both compressional
and flexural waves could be excited in the plate. With our
plate parameters and frequencies of interest, only the lowest-
order plate modes are excited. These plate waves then travel
towards the plate–sphere junction while radiating back into
the fluid by phase-matched leakage. At the junction, they
interact with the sphere and are~i! partially reflected back,
~ii ! partially converted into plate waves of other types,~iii !
excite elastic waves in the sphere, and~iv! diffract into the
fluid by scattering at the junction. Simultaneously, the inci-
dent acoustic field excites the shear and compressional
modes in the solid sphere, which then~i! radiate back into
the fluid, ~ii ! excite structural waves in the plate, and~iii !
diffract into the fluid by scattering at the junction. The total
displacement components of the plate~subscripted withp)
and sphere~subscripted withs) at the attachment ring can
therefore be expressed as a sum of two components—one
due to excitation by the acoustic wave~subscripted witha)
and the other contribution due to the excitation by coupling
forces and bending moment~subscripted withc) at that at-
tachment ring, i.e.,

up,t5up,a1up,c , us,t5us,a1us,c , ~1!

whereup,t andus,t represent the total displacements of the
plate and sphere, respectively, at the attachment ring.

Having identified all the wave constituents that enter
into the scattering scenario, we then proceed to synthesize
the total scattered field at the observer in terms of the con-
tributions arising from the plate waves and those due to the
elastic waves in the sphere. The contributions from the plate
waves excited by the incident field consist of~i! direct leak-
age of plate waves into the fluid by phase-matching, and~ii !
diffraction of plate waves at the plate–sphere junction into
the fluid. Similarly the elastic modes in the solid sphere con-
tribute to the scattered field by~i! radiating back into the

fluid, and ~ii ! diffracting into the fluid at the junction. The
direct leakage of the plate waves and the radiation of the
sphere modes can be easily computed by solving the canoni-
cal problems of an infinite submerged plate and the solid
elastic sphere fully submerged under water. The solutions to
both these constituent problems is well known and will not
be discussed in detail here; only the significant results will be
presented. Finally, just as we expressed the displacements in
terms of two components, we express the total scattered pres-
sure (pt) in the fluid as a sum of the contributions from the
plate and sphere excited by the acoustic wave, and the cou-
pling forces as

pt5ps,a1ps,c1pp,a1pp,c . ~2!

It must be pointed out that in the formulation above we have
neglected the contribution due to the specular reflection from
the side of the plate which may easily be added.

II. COUPLING FORMULATION

The formulation for scattering from coupled elastic
structures has been previously studied in great detail11,12 us-
ing the Eulerian formulation to decompose the coupled struc-
ture into its decoupled constituents, with their interactions
being accounted for by coupling forces and moments at the
attachments. It was shown that when the size of the attach-
ments is small compared to wavelength, the junction could
be approximated as a point or ring junction as appropriate to
the problem under consideration. If the attachment area is
larger, then this may be viewed as a first-order approxima-
tion to the exact solution.

The methodology of this approach is as follows. First,
one must solve for the dynamics of the decoupled constitu-
ents independently. However, one needs to add some un-
known source terms to account for the coupling at the attach-
ment. In general, one expands these source terms in terms of
coupling forces and moments depending on the characteris-
tics of the attachment junctions. For example, if we have a
pinned joint we need to retain only forces, whereas for a
clamped joint, the analysis must include both forces and mo-
ments. These are in turn then determined by matching the
kinematics of the constituent structures at the attachment
junction, for example, displacements and slopes. This yields
a set of algebraic equations which can then be solved for the
unknown coupling forces and moments.

At this juncture, it is worthwhile to point out that for an
arbitrary attachment between two structures, three compo-
nents of stress and three displacement components must be
matched at that junction. This is a complex problem to solve
since the stress distribution at the junction is not knowna
priori. A possible solution procedure would involve making
assumptions regarding the form of the stress distribution in
terms of some unknown coefficients, and then solving the
boundary conditions for those unknown constants. Thus, in
our model, where the thickness of the plate is small but not
negligible compared to wavelength, we should match
stresses at the plate–sphere junction. However, we choose to
make the analysis more tractable by matching equivalent
forces and moments~or integrated stresses! at the junction
modeled as a ring of zero width. This is also consistent with

FIG. 1. Schematic representation of source, plate, and sphere geometry. The
incident field excites waves inside both the sphere and the plate, which then
couple back into the surrounding acoustic medium.
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the use of thin plate theory for the plate. Moreover, structural
continuity requirements will be satisfied since we constrain
the displacements and slopes at the junction.

The dynamics of the plate at the attachment junction are
characterized by in-plane and out-of-plane motions. Out-of-
plane displacements are produced by including a vertical
shear force (f z) and a bending moment (Mb) while in-plane
displacements are obtained by including the radial (f R) and
circumferential (f w) in-plane forces in the analysis. Figure 2
shows the junction between the plate and the sphere with the
various coupling forces and moments. Also shown in the
figure is the unknown stress distribution that exists at the
coupling junction.

The displacements of the sphere due to the incident
acoustic wave (us,a) will be found in Sec. III A, and may be
expressed as

~3!

where ũs,a are the displacements of polar ordern and azi-
muthal orderm, andGn

m is defined later in Eq.~17!. Here the
‘‘hat’’ notation is used to denote dependence on the azi-
muthal orderm only. Similarly, the plate displacements due
to the incident acoustic wave may be expressed in the form

up,a5 (
m52`

`

Ŷpe
imw. ~4!

From the analysis of the governing equations of motion of
the elastic plate~see Sec. III B!, we may write the displace-
ments of the plate due to the ring forces and bending mo-
ments as

up,c5 (
m52`

`

L̂pf̂pe
imw, ~5!

whereL̂p5Ẑp/2p and f̂ denotes the Fourier transform of the
vector of coupling forces and is a function of the Fourier
~azimuthal! orderm only. Ẑp is the influence matrixfor the
plate and is given by

5
v̂R

v̂w

ŵ

]ŵ/]R
6 5F P̂11 P̂12 0 0

P̂21 P̂22 0 0

0 0 P̂33 P̂34

0 0 P̂43 P̂44

G 5
f̂ R

f̂ w

f̂ z

M̂ b

6 •

~6!

The upper-right and lower-left quarters of the influence ma-
trix are 0 since the in-plane motions are decoupled from the
out-of-plane motions in thin plate theory, as shown later. For
the sphere, the resultants act in the opposite direction, and
we will have

~7!

where

amn5
2n11

2

~n2m!!

~n1m!!
,

and us,c is the displacement of the sphere due to the ring
forces and bending moments. Note that we have implicitly
assumed thatf̂ s acts in an opposite sense tof̂ p . Z̃s is the
influence matrixfor the sphere~derived in Sec. III C!, and is
given by

5
ũ r

ũw

ũu

] ũ r /r ]u
6 5F S̃11 S̃12 S̃13 S̃14

S̃21 S̃22 S̃23 S̃24

S̃31 S̃32 S̃33 S̃34

S̃41 S̃42 S̃43 S̃44

G 5
f̂ r

f̂ w

f̂ u

M̂b

6 • ~8!

Here the ‘‘tilde’’ notation is used to denote dependence on
both the polar ordern and the azimuthal orderm. Matching
displacements at the attachment ring yields

up,a1up,c5T@us,a1us,c#

or

us,a2T21up,a5T21up,c2us,c , ~9!

whereT is the transformation matrix from spherical to cy-
lindrical coordinates for both displacements and forces, and
is given by

5
f̂ R

f̂ w

f̂ z

M̂ b

6 5F sing 0 cosg 0

0 1 0 0

cosg 0 2sing 0

0 0 0 1

G 5
f̂ r

f̂ w

f̂ u

M̂b

6 • ~10!

Hereg is the polar angle at the junction ring. Inserting Eqs.
~5! and ~7! into Eq. ~9!, we can write

Ŷs2T21Ŷp5T21L̂pf̂p2L̂sf̂s . ~11!

Now insertingf̂p5Tf̂ s into Eq. ~11!, we have

Ŷs2T21Ŷp5@T21L̂pT2L̂s# f̂s ,

and therefore, the coupling forces are found to be

f̂s5@T21L̂pT2L̂s#
21@Ŷs2T21Ŷp#. ~12!

FIG. 2. Coupling forces and bending moments involved in characterization
of the attachment ring. The forces and moments for the plate are shown in
their positive sense.
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Then using Eqs.~5! and ~7!, we can finally solve for the
displacementsus,c andup,c .

III. THE DECOUPLED CONSTITUENT PROBLEMS

In our formulation, we need to determine the kinematics
of the plate and sphere at the attachment ring. This is done
by solving each of the decoupled constituent problems sepa-
rately. In the following sections, we shall determine the dis-
placement of the sphere at the coupling junction due to the
incident acoustic wave (us,a) in Sec. III A, and the influence
matrices for the plate (Ẑp) and the sphere (Z̃s) in Secs. III B
and III C, respectively. The total scattered field is then syn-
thesized in Sec. III D.

A. The free submerged sphere

Scattering of acoustic waves by a solid elastic sphere
submerged in a fluid is well understood.17–20However, pre-
vious analyses were limited to plane waves incident along
one of the coordinate axes, or axisymmetric point source
loadings,21 which simplified the algebra considerably. In our
case, we need to compute the scattered field and displace-
ment fields along a ring on the sphere due to a point source
located at an arbitrary position (r 0 , u0 , w0) as shown in Fig.
3. The sphere is assumed to have material properties (l1 ,
m1 , r1) and is of radiusa while the surrounding fluid me-
dium has material properties (l0 , m050, r0), wherel and
m are Lame´ constants, andr is the density of the material.
The equations governing the motions of a homogeneous iso-
tropic elastic solid are given by

~l112m1!““–u2m1“3“3u1r1f5r1
]2u

]t2
, ~13!

whereu is the displacement vector andf is the body force
per unit mass of material. Following Ref. 22, we write the
displacement potential in terms of three scalar fields,f, c,
and x̌, i.e.,

u5“f1“3~ êr rc!1“3“3~ êr r x̌ !, ~14!

whereêr is a unit vector in the radial direction, the first term
is the longitudinal part of the solution, and the other two are

the transverse parts. We have retained both transverse com-
ponents to fully represent the displacement field in the most
general case of asymmetric excitation. Assuming an
exp(2ivt) harmonic time dependence~suppressed hence-
forth!, the potentials may be shown to satisfy the following
Helmholtz equations:

~¹21a1
2!f50, ~¹21b1

2!c50, ~¹21b1
2!x50,

~15!

wherea15v/ca andb15v/cb denote the wave numbers for
the compressional and shear waves, respectively, andca and
cb are compressional and shear wave speeds, respectively,
with

ca5Al112m1

r1
, cb5Am1

r1
.

Also, we have normalized the potentialx̌ by the shear wave
numberb asx5bx̌ so that the dimensions off, rc, and
rx are the same. Expanding the potential functions which
satisfy~15! in terms of spherical Bessel functions inr , asso-
ciated Legendre functions inu, and Fourier series inw, we
can find the resulting stress and displacement components.
However, as discussed in Refs. 23 and 24, these stresses and
displacements contain a mixed dependence on the order of
the associated Legendre functionsPn

m(cosu) and
Pn21
m (cosu). Therefore, following Ref. 24, we shall instead

satisfy the boundary conditions with transformed stress and
displacement components which decouple in ordern.

We begin by expanding the Helmholtz potentials for the
incident, scattered, and interior fields in terms of spherical
waves as

f i5 (
m52`

`

(
n5umu

`

Gn
mj n~a0r !Pn

m~cosu!eimw,

fs5 (
m52`

`

(
n5umu

`

AmnGn
mhn~a0r !Pn

m~cosu!eimw,

f r5 (
m52`

`

(
n5umu

`

BmnGn
mj n~a1r !Pn

m~cosu!eimw, ~16!

c r5 (
m52`

`

(
n5umu

`

CmnGn
mj n~b1r !Pn

m~cosu!eimw,

x r5 (
m52`

`

(
n5umu

`

DmnGn
mj n~b1r !Pn

m~cosu!eimw,

where we have used the compact notationhn
(1)[hn to denote

spherical Hankel functions of the first kind. The subscripts
i ands denote the incident and scattered fields, respectively,
and r denotes the field inside the solid, and

Gn
m5 i2a0

p0
r0v

2amnhn~a0r 0!Pn
m~cosu0!e

2 imw0. ~17!

Herep0 is the amplitude of the incident pressure at the sur-
face of the sphere andamn was defined earlier. The scattered
pressure is given byps,a5r0v

2fs , and our notation for
negative ordersm for the associated Legendre functions
Pn

2m is as follows:

FIG. 3. Geometry for scattering from a submerged solid elastic sphere due
to an incident point source field.

259 259J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Kapoor and Schmidt: Scattering from ice



Pn
2m~cosu!5~21!m

~n2m!!

~n1m!!
Pn
m~cosu!.

Following Ref. 25, four boundary conditions need to be
satisfied at the fluid–solid interface:~i! continuity of normal
displacement,~ii ! continuity of normal stress~pressure!, ~iii !
vanishing of the shear stresst ru at the boundary, and~iv!
vanishing of the shear stresst rw at the surface of the sphere.
The tangential stressest ru andt rf are coupled in the polar
ordern and the azimuthal orderm. Since both must vanish at
the surface of the sphere, any linear combination of these
stresses must also be identically zero there. As described in
Ref. 24, we can alternatively prescribe the vanishing on the
transformed stress components which are decoupled between
the ordersn andm. Then, using~16! and the expressions for
displacements and stresses from Ref. 24, the boundary con-
ditions yield a system of equations which can be solved for
the four unknown constantsAmn , Bmn , Cmn , andDmn ~see
Kapoor23 for details!. Finally, we can write the displacement
componentsũs,a at the attachment ring,r5a and u5g, on
the free submerged sphere due to the incident acoustic wave
as

ũ r5
1

aFBmn$n jn~a1a!2a1a jn11~a1a!%

1Dmn

n~n11!

b1
j n~b1a!GPn

m~cosg!,

ũu5
1

aFBmnj n~a1a!1Dmn

1

b1
$~n11! j n~b1a!

2b1a jn11~b1a!%GF ddu
Pn
m~cosu!G

u5g

1Cmnj n~b1a!
im

sing
Pn
m~cosg!,

~18!

ũw5
1

aFBmnj n~a1a!1Dmn

1

b1
$~n11! j n~b1a!

2b1a jn11~b1a!%G im

sin g
Pn
m~cosg!

2Cmnj n~b1a!F ddu
Pn
m~cosu!G

u5g

,

1

r

] ũ r
]u

5
1

a2 FBmn$n jn~a1a!2a1a jn11~a1a!%

1Dmn

n~n11!

b1
j n~b1a!GF ddu

Pn
m~cosu!G

u5g

,

where

F ddu
Pn
m~cosu!G

u5g

5ncot gPn
m~cosg!

2
n1m

sin g
Pn21
m ~cosg!.

B. Thin elastic plate vibrations

Consider a thin infinite circular elastic plate of thickness
h with an interior annulus of radiusb5asing, as shown in
Fig. 4, and completely submerged in fluid. Hereg is the
polar angle on the sphere at which the sphere is attached to
the plate anda is the radius of the sphere. The elastic plate is
assumed to have material properties (l2 , m2 , r2) which
could possibly be the same as those of the attached sphere
(l1 , m1 , r1) while, as before, the fluid medium has material
properties (l0 , m050, r0). We assume the plate to be thin
so that its flexural motions are decoupled from its exten-
sional and shear motions. Moreover, using thin plate theory
is consistent with our model of the plate–sphere ring attach-
ment junction where we apply equivalent coupling forces
and bending moments. Also, assuming a 3.0-m-thick ice
sheet, thin plate theory is applicable for frequencies less than
about 100 Hz~see Ref. 5!. It must also be pointed out here
that the exact decoupled problem required to be solved as per
our formulation is that of an annular plate completely sub-
merged in water. For low frequencies, we assume that the
fluid filling the annulus of the plate will not significantly
alter the results of the analysis of plate vibrations presented
in the following sections.

1. In-plane (compressional and shear) motions

The extensional and shear motions of the plate can be
formulated in terms of the in-plane displacement compo-
nents,vR and vw , in the radial and azimuthal directions,
respectively, which in turn can be expressed in terms of two
potential functionsG andV26,27which satisfy the wave equa-
tions

¹2G1k2G50, ¹2V1h2V50• ~19!

Herek5v/ck , h5v/ch are the wave numbers of the com-
pressional and shear waves, respectively,ck andch are the
compressional and shear wave speeds,

ck5Al212m2

r2
, ch5Am2

r2
. ~20!

The in-plane displacements can then be expressed in terms of
the two displacement potential functions as

vR5
]G

]R
1
1

R

]V

]w
,

~21!

FIG. 4. Geometry for a fluid-loaded elastic plate of thicknessh excited by
ring forces and bending moment at the interior annulus of radiusb.
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vw5
1

R

]G

]w
2

]V

]R
.

Note that there is noz dependence in these expressions since
the plate is assumed to be thin. ForR>a, the solutions are

G~R,w!5
1

2p (
m52`

`

Ĉ1Hm~kR!eimw,

~22!

V~R,w!5
1

2p (
m52`

`

Ĉ2Hm~hR!eimw,

where we have used the compact notationHm
(1)[Hm to de-

note cylindrical Hankel functions of the first kind. The two
unknown coefficientsĈ1 and Ĉ2 are determined from the
boundary conditions atR5b. Assuming the stressestRR and
tRw are uniformly distributed over the inner circular edge of
the plate, force equilibrium yields

2
f R

2pbh
5~l212m2!

]vR
]R

1
l2

R FvR1
]vw

]w G ,
~23!

2
f w

2pbh
5m2F]vw

]R
2
vw

R
1
1

R

]vR
]w G .

Substituting forvR andvw from Eqs.~21! and ~22!, and on
taking the Fourier transform, we can solve for the constants
Ĉ1 and Ĉ2 , and therefore for the elementsPi j ( i , j51,2! of
the plate influence matrix. Details of this analysis and appro-
priate results may be found in Ref. 23.

2. Out-of-plane (flexural) motions

The transverse displacementw(R,w), of the fully sub-
merged plate satisfy the PDE1,5

¹4w2kf
4w52

1

D
@p2uz5 h/2 2 p1uz52 h/2#, ~24!

where p1 and p2 are the acoustic fields in the lower and
upper semi-infinite media, respectively.kf5(rshv2/D)1/4 is
the flexural wave number of the free plate in vacuum,h is
the thickness of the plate,D5Eh3/12(12n2), andE and
n are the Young’s modulus and Poisson’s ratio respectively.
As in the case of in-plane motions, we begin by decompos-
ing thew dependence into angular harmonics, and then solve
Eq. ~24! in terms of cylindrical Hankel functions and modi-
fied Bessel functions as

w~R,w!5
1

2p (
m52`

`

@Ĉ3Hm~j fR!1Ĉ4Km~j fR!#eimw. ~25!

j f is the flexural wave number in the submerged plate in the
low-frequency limit approximated by3,5

j f;kfF11
2r0

r2hAkf22k0
2G 1/4. ~26!

We account for the coupling forces and bending moments
via the boundary conditions atR5b. From Ref. 28, the
boundary conditions are given by

2
Mb

2pb
52DF]2w]R2 1nS 1R ]w

]R
1

1

R2

]2w

]w2D G
R5b

,

~27!

2
f z

2pb
52DF]~¹2w!

]R
1

~12n!

R2

]2

]w2 S ]w

]R
2
w

RD G
R5b

.

Matching these at the inner annulus of the plate, yields an-
other set of equations for the constantsĈ3 and Ĉ4 , and
therefore for the elementsPi j ( i , j53,4! of the plate influ-
ence matrix. Details of this analysis may also be found in
Ref. 23.

For the sake of completeness of our analytical formula-
tion, we need to evaluate the displacement components in the
plate due to the incident acoustic field due to a point source
in the fluid. In general, the components ofŶp may be found
by carrying out an analysis similar to the one described in the
previous sections. We can expand the incident and scattered
fields, as well as the plate displacement components, in terms
of cylindrical waves. In general, at low frequencies, both
compressional and flexural modes can be excited in the infi-
nite submerged plate, with the supersonic compressional
wave being excited due to Poisson’s effect. In-plane shear
modes are not excited as their motions do not couple into the
fluid. The flexural modes are subsonic in this frequency re-
gime and do not radiate from the plate by phase-matching29

but create only an evanescent wave field near the surface of
the plate. The Fourier coefficients corresponding to the flex-
ural and compressional can then be found by matching the
boundary conditions at the fluid–elastic interface. However,
as shown by Kapoor,23 the displacement components at the
attachment ring due to these acoustically excited modes is
extremely small compared to those due to the coupling
forces and moments. Therefore, we can set the plate dis-
placement vectorup,a to be identicallyzero and Eq. ~12!
simplifies to

f̂s5@T21L̂pT2L̂s#
21Ŷs . ~28!

C. Solid elastic sphere kinematics

In developing the solutions for the displacement compo-
nents on the sphere excited by surface ring tractions, we will
follow the approach detailed in Ref. 23 by first eliminating
the mixed dependence of the tractions and displacements on
terms containingPn

m andPn21
m using the linear transforma-

tion described there. Next we expand the radiated and inte-
rior Helmholtz potentials in terms of spherical harmonic
waves~SHW! as

f s̃5I mnhn~a0r !, f r̃5Jmnj n~a1r !,
~29!

c r̃5Kmnj n~b1r !, x r̃5Lmnj n~b1r !,

where the SHW decomposition is defined as

g̃~n,m!5E
2p

p

e2 imwdwE
0

p

g~u,w!Pn
m~cosu!sin u du,

g~u,w!5
1

2p (
m52`

`

eimw (
n5umu

`

amng̃~n,m!Pn
m~cosu!.

261 261J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Kapoor and Schmidt: Scattering from ice



The coefficientsI mn , Jmn , Kmn , andLmn for the ring trac-
tion loadsfs , with components (f r , f u , f w ,Mb), are found by
matching the stresses at the attachment ring (r5a, u5g! for
each constituent traction load individually. The traction loads
at the attachment ring can be represented as

ts
0~a,u,w!5fs~w!

d~u2g!

2pa2sin u
. ~30!

Expanding both sides in terms of SHW and balancing trac-
tions yields expressions for the amplitudes of the potentials
I mn , Jmn , Kmn , andLmn . The details of this analysis and
appropriate results have also been presented in Ref. 23.

D. Total scattered pressure

As discussed earlier, the total scattered pressure is the
sum of two contributions—one due to the incident acoustic
wave, and the other due to the forced motions of the sphere.
The flexural modes are subsonic in this frequency regime
and produce an evanescent field in the fluid. Therefore, as-
suming the receiver to be further than a few wavelengths
from the plate, the contribution due to the latter can be ne-
glected. The compressional modes are coupled to the fluid;
however, their contribution to the total scattered field is
small compared to that due to the sphere modes. Therefore,
ignoring the radiated field due to the plate modes, the con-
tributions from the plate due topp,a andpp,c can be identi-
cally set tozero. The contributions from the sphere consist
of the component due to the acoustic field (ps,a), which was
found earlier, and that due to excitation by the coupling
forces and bending moment which is computed as

ps,c5
1

2p (
m52`

`

(
n5umu

`

amnImnhn~a0r !Pn
m~cosu!eimw, ~31!

where

I mn5r0v
2@ I mnu f̂ r1I mnu f̂w1I mnu f̂ u1I mnuM̂b

#. ~32!

IV. RESULTS

In this section, we present the results from our model of
scattering from the three-dimensional protuberance on the
thin, infinite, submerged elastic plate. For the purpose of
illustration, the material for the model is chosen to be solid
ice of density r15r25910 kg/m3, compressional wave
speed Cp53500 m s21, and shear wave speedCs

51600 m s21. The ice plate is assumed to be 3.0 m thick
and attached to a sphere of radius 10.0 m along its equator
~g590.0°!. The coupled structure is completely submerged
in water of density 1000 kg/m3 and sound speed 1460
ms21. The sphere is placed at the origin of the coordinate
system and the point source is positioned atr5780 m,
u05130.0° 40.0° grazing! andw50.0° which corresponds to
X52600 m,Y50 m, Z52500 m in Cartesian coordinates.

Figure 5 shows the coupling forces and bending moment
at the point~w50.0°! on the attachment ring~g590.0°! as a
function of the nondimensional frequency parameterka,
where k is the acoustic wavelength in water anda is the
radius of the sphere. Examination of the figure reveals that

the radial in-plane forcef R has resonances atka values of
2.3, 3.7, and 4.6. It is more strongly excited compared to the
vertical force f z and the bending momentMb because the
attached plate primarily constrains the motions of the sphere
in the horizontal plane. The azimuthal forcef w has a node at
this point, and therefore its magnitude is extremely small and
does not appear in this plot.

The displacement components of the plate at the same
point on the attachment ring are shown in Fig. 6. Once again
we observe the resonances in the radial displacement com-
ponentvR at ka of 2.3, 3.7, and 4.6. At low frequencies
(ka,0.6! the out-of-plane displacements are higher in mag-
nitude than the in-plane displacements. However, as the im-
pedance of the plate to vertical motions increases with fre-
quency, we observe the roll-off in amplitude of the out-of-
plane motions. Once again, the azimuthal displacement

FIG. 5. Coupling forces and bending moment at the attachment ring for
u05130.0°. The solid line representsf R , the dashed linef z , while the
dashed-dotted line denotesMb ~re: 1 Nm!.

FIG. 6. Plate displacement components at attachment ring foru05130.0°.
The solid line representsvR , the dashed line representsvz . vw has a node at
this point, and therefore being extremely small is not shown here.
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componentvw has a node at this location and therefore does
not appear in this plot.

The individual contributions to the backscattered pres-
sure resulting from the excitations by the coupling forces and
bending moment are shown in Fig. 7. The figure reveals that
for ka,2, the contributions from all the forces are compa-
rable in magnitude. However, forka.2, the dominant con-
tribution arises from the in-plane forces (f R and f w), and is
higher than that from the vertical force (f z). The contribu-
tion from the bending moment is the weakest being about 30
dB lower than the radial forcef R at most frequencies. Note
that even though the azimuthal components of force and dis-
placement have a node at this point, the radiated field, being

a summation over all Fourier ordersm, is still dominated by
the contributions from the azimuthal components.

Figure 8 shows the total backscattered pressure from the
three-dimensional protuberance, the solid line being the sum
of the contributions from the free submerged sphere and all
the forces and the bending moment, whereas the background
field due to the fully submerged elastic sphere only is repre-
sented by the dotted line. As the radial force is the dominant
contributor, we observe its characteristic structure in the total
backscattered field. Note that the attachment of the plate to
the sphere results in a modulation of the form function of the
free sphere by the kinematics of the sphere at the attachment
ring. The resonance structure is due to standing waves set up
inside the sphere when excited by the coupling forces and
bending moment.23 An important conclusion from this figure
is that the attachment of the plate to the sphere is a frequency
selective process and is manifested in the scattered field at
certain frequencies only.

The dashed line in Fig. 8 shows the total backscattered
pressure for a shallower grazing angle of incidence
(u05105.0° or 15.0° grazing!. Comparison between these
results with those for the caseu05130.0° reveals that for
small frequencies (ka,3.0! there is almost no difference be-
tween the results for the two different grazing angles of in-
cidence. At higher frequencies, the resonances observed in
the 40.0° incidence case are not as prominent here. The con-
clusion then is that for low frequencies the backscattered
pressure is not qualitatively affected by changing the angle
of incidence.

The next step is to evaluate the bistatic scattering pat-
tern from the protuberance. We shall compute the scattering
pattern for a fixed source and receiver geometry. The source
is assumed to be positioned, as before, atX52600 m,
Y50 m, Z52500 m, i.e., a grazing angle of incidence
roughly corresponding to 40.0°, while the sphere is located at
the origin of the coordinate system. We will investigate the
field in a plane located 500 m below the plate, i.e., at the
depth corresponding to the depth of the source. We shall
compute the scattering pattern at four distinct values ofka,
i.e., atka50.5, 2.3, 3.7, 4.6. The first frequencyka50.5, is
a typical low frequency value, whereas the other three are the
locations of the resonances of the in-plane radial motions as
observed in Fig. 6.

In Fig. 9, we have plotted the bistatic scattering pattern
for a ka value of 0.5. The pressure levels have been cor-
rected for the transmission loss from source to scatterer, and
from scatterer to receiver corresponding totarget strength.
We observe very high scatter in the backward direction, and
very low levels in the forward direction. This arises from the
fact that at this frequency, the contributions from the cou-
pling forces and bending moment are comparable with that
from the direct scatter from the sphere resulting in an inter-
ference pattern that produces a deep null in the forward di-
rection. However, as we move away from this frequency to
ka52.3, as shown in Fig. 10, we observe deep null regions
at angles of 45° from the source-sphere axis. These nulls are
caused by the interference between the compressional and
shear modes in the sphere, as is also evident by the strong
radial component of motion of the sphere. At this frequency,

FIG. 7. Individual contributions to backscattered pressure from the coupling
forces and bending moment. The solid line represents the contribution due
to f R , the dashed line due tof w , while the dotted line corresponds tof z ,
and the dashed-dotted line represents that due toMb .

FIG. 8. Backscattered pressure from the three-dimensional protuberance for
source located at grazing angles of 15.0° and 40.0°. The continuous line
represents the backscattered pressure from the coupled model for the source
at 40.0° while the dashed line is that due to the source at 15.0° grazing. The
dotted line represents the backscattered pressure from the fully submerged
sphere only.
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the predominant mode of vibration of the sphere is like a
quadrupole, where the sphere expands along theX axis, and
simultaneously contracts in theY direction, and vice versa.
This multilobar nature of the radial motion of the free sphere
has previously been referred to as thefootball resonance.30

Next, we compute the scattering pattern forka53.7 as
shown in Fig. 11. At this frequency, the acoustic wavelength
is almost equal to the diameter of the sphere and causes a
global resonance in the sphere. The bright spots correspond
to direct forward and backscatter. Note the multilobar struc-
ture of the beampattern. We observe regions of deep null
beyond the lobes of the beampattern. Atka54.6, as shown
in Fig. 12, we observe a similar field except for the presence
of additional lobes of high scatter. This interesting lobar na-
ture of the beampattern arises from the constructive and de-
structive interference between the elastic modes in the

sphere. Also, at these frequencies, the primary motion of the
sphere is in the horizontal plane, with constraints from the
attached plate. As we go higher in frequency, we expect to
see more and more lobes in the pattern. An essential outcome
of these results is to demonstrate the three-dimensional na-
ture of the scattering pattern from plate protuberances.

V. SUMMARY

We have developed an analytical model for the analysis
of scattering from a three-dimensional protuberance on a
thin, infinite, submerged elastic plate. The protuberance was
modeled as a solid elastic sphere attached to the plate along
its equatorial plane. The three-dimensional analytical model
allows the inclusion of horizontally polarized shear plate

FIG. 9. Scattering pattern from the 3-D protuberance on the elastic plate for
ka of 0.5. The source is located at~2600,0! and at a depth of 500 m, the
receiver plane is also located at a depth of 500 m, while the spherical
protuberance is centered at the origin.

FIG. 10. Scattering pattern from the 3-D protuberance on the elastic plate
for ka of 2.3. The source is located at~2600,0! and at a depth of 500 m, the
receiver plane is also located at a depth of 500 m, while the spherical
protuberance is centered at the origin.

FIG. 11. Scattering pattern from the 3-D protuberance on the elastic plate
for ka of 3.7. The source is located at~2600,0! and at a depth of 500 m, the
receiver plane is also located at a depth of 500 m, while the spherical
protuberance is centered at the origin.

FIG. 12. Scattering pattern from the 3-D protuberance on the elastic plate
for ka of 4.6. The source is located at~2600,0! and at a depth of 500 m, the
receiver plane is also located at a depth of 500 m, while the spherical
protuberance is centered at the origin.
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(SH) modes. Our results demonstrate that excitation of the
in-plane shear and compressional modes dominates the dy-
namics of the plate, and that the attached plate manifests
itself in the scattered field on a frequency selective basis
corresponding to the resonances of the sphere excited by the
coupling forces. This is significant in the context of three-
dimensional scattering from Arctic ice. Lepage31 has shown
that the excitation of theSHmodes in the ice play a role in
the low-frequency loss observed in the Arctic ice propaga-
tion environment. Our results have demonstrated that the
contributions from theseSHmodes can be significant, which
therefore necessitates their inclusion in any realistic model of
the three-dimensional scattering scenario. In a forthcoming
publication,15 we will use the analytical model developed
here to guide us in the experimental evaluation of the scat-
tering characteristics of discrete large-scale features under
the Arctic ice canopy.
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Finite correlation and coherent propagation effects in the
normal-mode description of bottom reverberation
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A normal-mode scattering formulation that assumes a finite spatial correlation length in the
distribution of scattering features is used to compute single-frequency bottom reverberation for
bistatic and monostatic scattering geometries in a shallow water and deep water environment.
Spatial correlation of the scattering features allows the superposition of modes scattered within each
spatially correlated region and produces diffraction in the scattered field that is not predicted in the
limit of a zero spatial correlation length~point scattering!. For bistatic scattering geometries, the
scattered field computed as a function of scattering location in the horizontal plane exhibits a pattern
of diffractive maxima and minima for nonzero spatial correlation lengths. The spatial details of the
diffraction pattern and its influence on the scattered energy depend on the frequency and spatial
correlation length and can result in a significant reduction in the predicted levels of received
reverberation. The greatest sensitivity to finite correlation effects occurs for monostatic scattering
geometries because the strongest diffractive effects occur in the backscattering direction. The effects
of including modal interference in the incident and scattered field propagation are also examined in
this paper. The inclusion of modal interference in the propagating fields imposes an interference
pattern on the spatial structure of the scattered field in the horizontal plane, and can cause the
temporal dependence of the reverberated return to oscillate about the levels of return predicted when
modal interference in the propagating fields is neglected. In agreement with previously published
results for bottom backscattering, the effects of including modal interference in the propagating
fields were found to be significant for deep water environments that exhibit convergent zone
propagation and to be of limited importance for shallow water environments in which the energy
incident on the bottom is characterized by a large number of multipaths. The present work includes
results which show that the effects of including modal interference in the propagating fields can be
important for shallow water environments that exhibit significant bottom penetration. ©1997
Acoustical Society of America.@S0001-4966~97!04807-8#

PACS numbers: 43.30.Gv, 43.30.Bp, 43.20.Fn@JHM#

INTRODUCTION

Normal-mode scattering formulations have been devel-
oped as a practical approach for predicting shallow water
bottom reverberation.1–4This paper examines the importance
of retaining two sources of modal interference in the normal-
mode description of bottom scattering. The first interference
effect is introduced by using a finite spatial correlation length
in the distribution of the bottom scattering features;4 the sec-
ond is caused by including the constructive and destructive
interference of modes in the propagation of the incident and
scattered fields.1

The distribution of scatterers within a volume of scatter-
ing elements affects the spatial structure of the scattered
field. In the limit of infinite spatial correlation, corresponding
to a periodic distribution of scattering elements, the scattered
field exhibits a highly structured diffraction pattern~Bragg
scattering! caused by modal superposition occurring
throughout the scattering region. In the opposite limit of zero
correlation length, corresponding to statistically independent
scattering elements, the scattered field exhibits no interfer-
ence structure and is represented exactly by a point scattering
formulation. It is therefore plausible that the scattered field
will exhibit some degree of diffractive effects for scattering

element distributions that have a finite spatial correlation
length.

In normal-mode formulations of acoustic scattering
caused by random fluctuations in the bottom boundary, re-
verberation is typically computed by averaging the scattered
energy over the bottom~i.e., the point-scattering limit!,
thereby neglecting possibly significant diffractive effects for
environments with bottom fluctuations that exhibit a finite
spatial correlation.1–3 However, scattering coefficients for a
spatially correlated rough bottom in a isovelocity shallow
water environment have been previously published.4 Consis-
tent with this previous work, the normal-mode expression
used in the present paper for the field scattered from each
region on the bottom is an average over an area of finite size
that is determined by the spatial correlation length. Bottom
scattering results presented herein show that the inclusion of
a finite spatial correlation length imposes a diffraction pat-
tern on the spatial structure of the scattered return in the
horizontal plane that is not predicted in the point-scattering
limit. It is also shown that the inclusion of the finite correla-
tion induced diffractive effects can result in a significant re-
duction in the levels of reverberated return as a function of
time. An examination of the diffractive effects caused by
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spatial correlation of the bottom scattering features, and the
dependence of these effects on environment, frequency, and
spatial correlation length are the focus of the present paper.
The scattering coefficients used in numerical calculations to
illustrate the presence and important of the diffractive effects
are given by a combination of Lambert and MacKenzie
scattering.5

Modal interference in the incident and scattered field
propagation can also affect the received scattered energy.
The normal-mode equation for the complex field is a sum of
mode terms comprised of both an amplitude and a phase.
The received energy, determined by the square of the com-
plex field, is therefore a double mode summation and in-
cludes cross terms. These cross terms describe the construc-
tive and destructive interference of modes which can have a
significant influence on the spatial dependence of the re-
ceived energy~termed ‘‘coherent propagation’’!, and pre-
dicts behavior such as convergence zone propagation. A
computationally less intensive expression that is often used
for the received energy neglects the cross terms in the double
mode sum~termed ‘‘incoherent propagation’’!, and the re-
maining sum of squared mode amplitudes represents an av-
erage of the received energy over the variations produced by
modal interference.

The incoherent approximation of propagation for the in-
cident and scattered fields is commonly used in normal-mode
formulations of bottom scattering.1–4 However, because the
strength of the acoustic field at a given depth is determined
by the constructive and destructive interference of propagat-
ing modes, it is reasonable to expect smaller contributions to
the scattered energy from regions for which there is destruc-
tive interference in the field incident on the bottom at the
scattering location. A recent normal-mode treatment of bot-
tom backscattering concluded that in deep water environ-
ments, which exhibit convergence zone propagation, coher-
ent propagation effects could not be neglected.1 Results
presented in the present paper show that a similar effect can
occur for shallow water environments in which the field in-
cident on the bottom exhibits significant penetration into the
sediment.

In Sec. I, the expression for the field scattered from a
distribution of bottom scattering elements that exhibit a finite
spatial correlation length is cast in terms of a normal-mode
expansion.4 The scattered energy, computed by either a co-
herent or incoherent mode sum, is separated into terms that
isolate the effects of including a finite correlation length.
Model results for monostatic and bistatic scattering geom-
etries in a shallow water and a deep water range-invariant
environment are presented and discussed in Sec. II.

I. FORMULATION

The scattering of normal modes can be described using a
transition or mode-coupling function derivable by boundary-
integral or perturbative methods for a given realization of the
bottom description.6–11For the purpose of the present study,
the Bass perturbation theory is used to determine the field
scattered by spatially dependent random fluctuations in the
bottom boundary;11 the Green’s formula is used to obtain an
integral expression for the scattered field which is cast in

terms of the normal-mode solutions of the~nonisospeed!
waveguide in the absence of scattering.4,6 The scattering pro-
cess is denoted by scattering functionsSmn , and the received
scattered field is written as a sum over the incoming and
outgoing modes

ps~r ur0!5(
m

(
n

Fm~z!Smn~ ur2r0u!Fn~z0!, ~1!

where the receiver positionr5(r,z) and source positionr0
5(r0 ,z0) are specified in circular cylindrical coordinates,
and theFm are the eigenfunctions of the waveguide with the
unperturbed bottom boundary condition. The form of the
scattering function elementSmn is given by

Smn~ ur2r0u!5E ds8Fm~z8!gm~ ur2r8u!Tmn~ ur82r0u!

3Fn~z8!gn~ ur82r0u!, ~2!

where the area integral extends over the entire scattering re-
gion ~bottom boundary!. The conversion of energy from each
incident mode into all available modes, which may be inter-
preted as the excitation of secondary sources along the bot-
tom, is described by a transition or mode conversion matrix
T. The radial Green’s functionsgm andgn describe horizon-
tal propagation of the incoming and outgoing modes in the
waveguide with the unperturbed bottom boundary.

The scattering operators,Tmn , represent an expansion of
the bottom boundary condition to first order in the random
perturbation. This technique can be used to describe scatter-
ing caused by random impedance fluctuations or surface
irregularities.11 Because the focus of the current study is to
examine finite correlation effects, independent of the precise
details of the scattering process, a specific form will not be
assumed for the scattering coefficientsTmn .

The bottom can be divided into a set of nonoverlapping
regions, $s i%, with center coordinatesr i5(ri ,zi), which
span the entire bottom boundary. The area integral in Eq.~2!
is written as a sum over the integrals for each region, ex-
pressed in terms of the center coordinatesri5r82x:

Smn~ ur2r0u!5(
i
E

s i

ds Fm~zi !gm~ ur2ri2xu!

3Tmn~ uri2r01xu!Fn~zi !gn~ uri2r01xu!.

~3!

The bistatic scattering geometry is shown in Fig. 1 for a
single ~circular! scattering region.

Approximation of the radial Green’s functions by the
asymptotic expansion for the outgoing Hankel function re-
sults in

gm~ ur22r1u!'
C exp@ ikmur22r1u#

Akmur22r1u
,

whereC5 iA2pe2 ip/4. The scattering region is assumed to
be in the far field of both source and receiver; expansion of
the radial phase functions to first order inx/ur2ri u and
x/uri2r0u gives
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gm~ ur2ri2xu!'gm~ ur2ri u!expF2 ikm~r2ri !•x

ur2ri u
G ,

gn~ uri2r01xu!'gn~ uri2r0u!expF ikn~ri2r0!•x

uri2r0u
G ,

and the area integral of Eq.~3! becomes

Smn~ ur2r0u!5(
i

Fm~zi !gm~ ur2ri u!Fn~zi !gn~ uri2r0u!

3E
s i

ds exp@ iamn~ruri ur0!•x#

3Tmn~ uri1xu!, ~4!

where

amn~ruri ur0![
kn~ri2r0!

uri2r0u
2
km~r2ri !

ur2ri u
.

Finally, combining Eqs.~1! and ~4!, the reverberated return
from the i th patch can be written as

pi~r ur i ur0!5(
m

(
n

Fm~z!gm~ ur2ri u!

3Fm~zi !Fn~zi !gn~ uri2r0u!Fn~z0!

3E
s i

ds exp@ iamn~ruri ur0!•x#

3Tmn~ uri1xu!.

The scattering coefficients are expressed in the general
form,

Tmn~ri1x![mmn~ri ! f @e~ri1x!#,

with

^Tmn~ri1x!Tsq* ~ri1x8!&[mmn~ri !msq* ~ri !h
2Ã~x2x8!

[tmn~ri !tsq* ~ri !Ã~x2x8!,

wheree(ri1x) is a statistically homogeneous random vari-
able. For the purpose of this investigation, the correlation
function, Ã(x2x8), is assumed to have a value of unity
within each spatially correlated scattering region~patch!,
with the fields scattered from different patches being uncor-
related; thus the energy scattered from thei th patch is given
by

^upi~r ur i ur0!u2&5U(
m

(
n

Fm~z!Fm~zi !gm~ ur2ri u!

3s itmn~ri !I mn~ri !gn~ uri2r0u!

3Fn~zi !Fn~z0!U2,
where

I mn~ri ![~s i !
21E

s i

ds exp@ iamn~ruri ur0!•x#. ~5!

This integral@cf. Eq. ~3!# is a spatial correlation~over the
scattering region! of the modal phase portions of the incom-
ing and scattered fields, and its maximum value, unity, is
attained in the point-scattering limit@cf. Ref. 11, pp. 108–
109#.

With the definition

Pmn~r i ![Fm~z!Fm~zi !gm~ ur2ri u!s itmn~ri !

3gn~ uri2r0u!Fn~zi !Fn~z0!, ~6!

the root mean square value of the field scattered from the
i th patch is given by

p̄i~r ur i ur0!5A^ p̄i~r ur i ur0!u2&

5U(
m

(
n

Pmn~r i !I mn~ri !U. ~7!

Each modal field termPmnImn describes the scattering of
incoming moden into outgoing modem. The coefficient
I mn , an integral of a mode-dependent phase function, de-
scribes the averaged effect of the superposition of modesn
and m over the region for which the bottom features are
spatially correlated. In the limit of a zero spatial correlation
length, the phase integralI mn is unity, and Eq.~7! reduces to
the expression for the point scattering of normal modes.1–3

Evaluation of the finite correlation phase integral for a
circular scattering region of radiusa/2, wherea is the spatial
correlation length of the bottom distribution, gives

I mn~ri !5~pa2/4!21E
0

a/2

x dxE
0

2p

dw

3exp@ i uamn~ruri ur0!ux cosw#,

52J1~xmn!/xmn , ~8a!

where

xmn[A~pa/Lmn!
21kmkna

2 sin2~w i /2!,
~8b!

Lmn[2p/ukm2knu.

The J1 is a Bessel function of the first kind;w i is the azi-
muthal scattering angle~see Fig. 1!, and Lmn is the beat

FIG. 1. Bistatic scattering geometry in horizontal plane. Omnidirectional
point source is located atr0 and receiver atr.
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distance~spatial period! of the interference pattern of modes
n andm. The functionxmn(w i) increases monotonically on
@0,p#, and 2J1(x)/x is oscillatory with decreasing amplitude
as uxu increases. In the limitxmn50, I mn51, and Eq.~7!
reduces to the normal-mode expression for point scattering.

The behavior ofxmn and I mn as a function of the azi-
muthal scattering anglew i is shown in Fig. 2~a!–~b! for
modesM andN such thatkM.kN . The functionxMN in-
creases continuously with azimuthal scattering angle, from a
minimum valuepa/Lmn at w i50 to a maximum value
(kM1kN)a/2 atw i5p, and the finite correlation phase inte-
gral, I mn , thus progresses through a series of diffractive
maxima and minima. The order and significance of the dif-
fractive effects depends on the parameterk1a, wherek1 is
the largest horizontal wave number. The lowest-order dif-
fraction corresponds to scattering in the forward direction
(w i50), and the highest-order diffractive effects occur for
scattering in the back direction (w i5p). Therefore, the ex-
pression for the scattered field@Eq. ~7!# derived using a finite
spatial correlation length includes a directional dependence
such that the envelope of the diffraction pattern produces a
scattered intensity that is largest in the forward direction

~central diffractive maximum! and is most reduced in the
back direction~highest-order diffraction!.

In the forward direction xMM5xNN50 (I MM5I NN
51), so that scattering between identical modes exhibits no
reduction in the scattered intensity due to finite correlation
induced diffraction. The largest value ofxMN in the forward
direction occurs for the smallest value ofLMN ; thus the
strongest diffractive effects occur for scattering between
modes with the largest difference in vertical angle.

The significance of the diffractive effects for scattering
in the back direction increases with increasing (kM
1kN)a/2. Therefore, the reduction in the scattered energy
caused by finite correlation induced diffraction is least sig-
nificant in the back direction for the mode with the largest
vertical angle. The greatest reduction of scattered intensity
occurs for the mode with the smallest vertical angle.

For a given environment, the frequencyfmin , below
which finite correlation diffraction can be ignored, depends
on the spatial correlation length and the minimum beat dis-
tance. At frequencies belowfmin , for which k1a'1, there is
a single diffractive lobe, and the scattered energy is well
represented by the point-scattering limit. The number of dif-
fractive lobes increases with frequency so that finite correla-
tion induced level reduction, which initially affects scattering
in the back direction, becomes increasingly important for
smaller azimuthal scattering angles. At frequencies for which
pa/Lmin'1, diffractive effects become important for scat-
tering in the forward direction.

The scattered energy received from thei th patch is de-
termined by the square of the field given in Eq.~7!; perform-
ing a coherent mode sum gives

E5U(
m

(
n

PmnImnU2. ~9!

This result includes diffractive effects caused by the super-
position of modes scattered within a correlated bottom re-
gion and also includes the constructive and destructive inter-
ference of modes propagating to and from the scattering
region. Retaining finite correlation effects but neglecting co-
herent propagation gives

Einc5(
m

(
n

uPmnImnu2. ~10!

The scattered energy given by Eqs.~9! and~10! will be com-
pared in Sec. II to the values computed in the limit of a zero
spatial correlation length (I mn51).

The expression in Eq.~10! can be separated into two
terms:

Einc5(
m

(
n

uPmnu22(
m

(
n

uPmnu2~12uI mnu2![E02E1 ,

with

E0[(
m

(
n

uPmnu2, ~11a!

E1[(
m

(
n

uPmnu2~12uI mnu2!. ~11b!

FIG. 2. For two modes such thatkM.kN , the azimuthal dependence of:~a!
xmn from Eq. ~8b!; and ~b! I mn from Eq. ~8a!.
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The termE0 represents the average of the received scattered
energy over a single scattering area~i.e., point scattering!
with an incoherent treatment of the propagation. The term
E1 , which also neglects coherent propagation effects, con-
tains the finite correlation phase integralI mn and therefore
introduces diffraction into the expression for the scattered
energy. Because the maximum magnitude ofI mn is unity, the
decomposition ofEinc in terms ofE0 andE1 directly shows
that consideration of a finite spatial correlation length results
in a reduction in the predicted level of received reverberation
from each correlated scattering region.

The expression for the scattered energy given in Eq.~9!
includes both finite correlation and coherent propagation
and, in terms ofE0 andE1 , can also be written

E5E02E11E2 ,

with

E2[(
m

(
sÞm

(
n

(
qÞn

PmnPsq* I mnI sq* . ~12!

For I mn51,

E5E01E25U(
m

(
n

PmnU2, ~13!

which represents the scattered energy computed using coher-
ent propagation in the point-scattering limit.

The effects of finite spatial correlation and coherent
propagation are combined in the termE2 . Because this term
may be either positive or negative, it can either increase or
decrease the scattered energy received from each location
relative to the scattered energy computed using incoherent
propagation.

II. MODEL RESULTS AND DISCUSSION

The normal-mode computations used to calculate the
scattered fields were performed with the ARL:UT model
MODELAB.12 A combination of Lambert’s law and the
MacKenzie scattering coefficient were used to evaluate the
local value of the transition matrix,

tmn~ r̄ i !5m sin qm sin qn ,

where 10 logm5227 dB, andqm is the grazing angle of the
mth mode.5

Model calculations were performed for monostatic and
bistatic scattering geometries in a shallow water and deep
water range-invariant environment. The profiles are shown in
Fig. 3~a! and ~b!. Figure 4~a! shows the modal interference
pattern at 15 Hz for propagation of unscattered energy in the
shallow water environment. There are only two trapped
modes producing a beat pattern with a period of approxi-
mately 1.7 km. The deep water environment has a surface
duct and a convergence zone; propagation of unscattered en-
ergy at 50 Hz is shown in Fig. 4~b!. Because the field com-
putation included only discrete modes~i.e., the continuum
was neglected!, high-angle energy is absent at short ranges.

In the following, scattering results are displayed as an
image of the received scattered energy as a function of the
patch location in the horizontal plane. For a given frequency

and spatial correlation length, the scattered energy received
from each patch was computed using both the coherent mode
sum of Eq. ~9! and the incoherent sum of Eq.~10!. The
source depth is 30 m, and the receiver depth is 90 m. In the
bistatic calculations, the separation between the source and
receiver is 30 km. The level of received reverberation as a
function of time ~using approach 2 of Ref. 1! is also com-
puted using both an incoherent and coherent mode sum, and
comparisons are made with predictions of the point-
scattering limit.

A. Bistatic geometry

Predictions that show the spatial behavior of the re-
ceived scattered energy, computed in the point-scattering
limit at 15 Hz for a bistatic scattering geometry in the shal-
low water environment, are presented in Fig. 5~a! and ~b!.
The received scattered energy computed using an incoherent
mode sum@E0 from Eq.~11a!# is shown in Fig. 5~a!. There is
no spatial interference structure, and the largest contributions

FIG. 3. Sound velocity profiles of environments used in model calculations:
~a! downward refracting shallow water environment, water depth is 160 m;
~b! upward refracting deep water environment, water depth is 2456 m.

270 270J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 J. E. LeMond and R. A. Koch: Bottom reverberation



are received from patches located near the source or receiver.
Contributions to the received scattered energy decrease with
increased separation of the patch from either source or re-
ceiver because of attenuation and spreading loss.

Point-scattering results that include coherent propaga-
tion are presented in Fig. 5~b!. Coherent propagation of the
incoming and outgoing fields imposes an interference struc-
ture on the received scattered energy, as evidenced by the
circular beat patterns centered on both source and receiver.
Scattering areas for which modal interference is destructive,
either in the field incident from the source or the field scat-
tered to the receiver, contribute significantly less scattered
energy than those areas for which the interference is con-
structive. As in the case ofE0 @Fig. 5~a!#, the received scat-
tered energy decreases with increased separation of the patch
from either source or receiver because of spreading and at-
tenuation losses.

The spatial structure of the received scattered energy,
computed using a finite spatial correlation length (a
5250 m) and using incoherent and coherent propagation, is
shown in Fig. 6~a! and~b!, respectively, for the bistatic scat-
tering geometry. The series of bands radiating outward from
the source and receiver locations in Fig. 6~a! represent the
succession of diffractive lobes and nulls discussed in Sec. I.

The dominance of forward scattering, which corresponds to
the central diffractive lobe, is evidenced by the intense band
in the received scattered energy that stretches between the
source and receiver. Contributions to the received scattered
energy decrease with increasing lobe order as predicted by
the sin2(wi/2) term in Eq.~8b!. As expected, the most signifi-
cant reduction occurs for scattering from patches in the back-
scattering direction, which corresponds to the highest-order
diffractive lobe.

The combined effects of coherent propagation and a fi-
nite spatial correlation length on the spatial structure of the
received scattered energy are presented in Fig. 6~b!. These
results show the beat pattern caused by coherent propagation
of the incident and scattered fields superimposed with the
diffractive lobes and nulls induced by the finite spatial cor-
relation length.

The effects of the spatial structure in the scattered fields
on the predicted levels of received reverberation as a func-
tion of time are shown in Fig. 7 for the bistatic scattering
geometry. The upper pair of curves represent the point-
scattering limit, and the lower pair of curves include finite
correlation effects. Each pair of curves gives the level of

FIG. 4. Range and depth dependence of propagation loss in environments
used in model calculations. Source depth is 30 m and receiver depth is 90 m:
~a! shallow water environment of Fig. 3~a! at 15 Hz~interference distance is
approximately 1.7 km!; ~b! deep water environment of Fig. 3~b! at 50 Hz.

FIG. 5. Dependence of received scattered energy on location of scattering
region in the horizontal plane, computed at 15 Hz in the point-scattering
limit for a bistatic scattering geometry. Source range is 10 km and source
depth is 30 m. Receiver range is 40 km and receiver depth is 90 m:~a! using
incoherent propagation,E0 from Eq. ~11a!; ~b! using coherent propagation,
E from Eq. ~13!.
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received reverberation computed with and without coherent
propagation.1 These results indicate that, independent of co-
herent propagation effects, diffraction induced by a finite
spatial correlation length can cause a significant reduction in
the level of received reverberation, as predicted by the addi-
tion of the nonpositive termE1 in Eq. ~13!. The presence of
the diffractive lobes and nulls in the received scattered en-
ergy is apparent in the pattern of peaks and lows observed in
the predicted level of received reverberation computed using
a finite spatial correlation length.

The complicated spatial structure imposed by the com-
bined interference patterns of the incident and scattered fields
for the bistatic scattering geometry@Fig. 6~b!# caused only a
small oscillation in the levels of received reverberation about
those predicted using the incoherent approximation of the
propagating fields. Thus for bistatic scattering geometries
and range-invariant environments, the effects caused by co-
herent propagation of the incident and scattered fields appear
to be negligible.

Computations were performed in the deep water envi-
ronment at 50 Hz for the bistatic scattering geometry, and
predicted levels of received reverberation are presented in
Fig. 8. With the exception of having additional diffractive
lobes and nulls, the spatial behavior of the received scattered
energy for the deep water environment is analogous to that
shown in Fig. 6~a! and~b! for the shallow water environment
and is not shown here. As in the case of the shallow water
environment, results computed using a finite spatial correla-
tion length show a substantial reduction in the levels of re-
ceived reverberation. The increased frequency of peaks and
lows observed in the levels of received reverberation com-
puted using a finite spatial correlation length~lower pair of
curves! is evidence of the increased number of diffractive
lobes and nulls in the spatial structure of the received scat-
tered energy for the deep water environment. Although this
environment exhibited convergent zone propagation, the os-
cillation caused by coherent propagation effects remains
small for the bistatic scattering configuration. This provides

FIG. 6. Dependence of received scattered energy on location of scattering
region in the horizontal plane, computed at 15 Hz for a bistatic scattering
geometry with a finite spatial correlation lengtha5250 m. Source range is
10 km and source depth is 30 m. Receiver range is 40 km and receiver depth
is 90 m: ~a! using incoherent propagation,Einc from Eq. ~10!; ~b! using
coherent propagation,E from Eq. ~9!.

FIG. 7. Temporal dependence of levels of received reverberation for bistatic
scattering geometry in shallow water environment at 15 Hz. Finite correla-
tion results computed usinga5250 m. Source range is 10 km and source
depth is 30 m. Receiver range is 40 km and receiver depth is 90 m.

FIG. 8. Temporal dependence of levels of received reverberation for bistatic
scattering geometry in deep water environment at 50 Hz. Finite correlation
results computed usinga5250 m. Source range is 10 km and source depth
is 30 m. Receiver range is 40 km and receiver depth is 90 m.
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further evidence that the complicated interference pattern
caused by coherent propagation of the incident and scattered
fields tends to average out for bistatic scattering geometries
and produces a small net effect in the levels of received
reverberation for range-invariant environments.

B. Monostatic geometry

The spatial structure imposed by coherent propagation
for a monostatic scattering geometry is shown in Fig. 9.
Computations were performed in the deep water environ-
ment at 50 Hz. The beat patterns of the incident and scattered
fields appear as concentric rings centered on the source and
receiver location. No diffraction pattern is imposed on the
received scattered energy computed including a finite spatial
correlation length because a monostatic scattering geometry
corresponds to scattering in the back direction; thus results
computed including both a finite spatial correlation length
and coherent propagation have the same interference pattern
as shown in Fig. 9 and are not presented. There is however a
large difference between the levels of received scattered en-
ergy predicted by the point-scattering and finite correlation
methods because diffractive effects induced by a finite spa-
tial correlation length are strongest for scattering in the back
direction.

The predicted levels of received reverberation computed
in the shallow water environment at 15 Hz are shown in Fig.
10 for a monostatic scattering geometry. As expected, the
level reduction caused by the finite correlation induced dif-
fraction is much larger for the monostatic~back scattering!
configuration~cf. Fig. 7!. Coherent propagation effects also
show an increased significance for the monostatic scattering
geometry because the interference patterns of the incident
and scattered field propagation are identical and are rein-
forced by their superposition.

Previously published results have shown that coherent
propagation of the incident and scattered fields induces a

rapid oscillation in the predicted level of received reverbera-
tion for a monostatic scattering geometry in a shallow water
environment with little bottom penetration.1 Computations
performed using the present method in shallow water envi-
ronments with hard sediment layers are in agreement with
the prior results and are not presented. However, the results
presented in Fig. 10 show that a relatively slow oscillation in
the received levels of reverberation are introduced by includ-
ing coherent propagation. Therefore, it appears that coherent
propagation effects may be important for monostatic scatter-
ing geometries in shallow water environments that exhibit
significant bottom penetration.

The received levels of reverberation, computed in the
deep water environment at 50 Hz for a monostatic scattering
geometry are presented in Fig. 11. Consistent with the shal-
low water predictions, results computed in the deep water
environment for the monostatic geometry show a greater fi-
nite correlation induced reduction in level~cf. Fig. 8!. Fur-
thermore, the inclusion of coherent propagation has a signifi-
cant effect on predicted levels of received reverberation for
the deep water environment, again in agreement with previ-
ous results.1 At short times, the reverberation levels pre-
dicted assuming coherent propagation show a large null; this
is due to the absence of high-angle energy at short ranges
because the field computations included only discrete modes.

C. Frequency dependence

The magnitude of diffractive effects predicted by Eqs.
~8a!–~8b! increases with increasing ratio of the spatial cor-
relation length to the interference distance,a/Lmn . Because
the minimum value ofLmn decreases with increasing fre-
quency for a discrete wave number spectrum, diffractive ef-
fects for a given correlation length should increase with fre-
quency ~Sec. I!. To illustrate this effect, the received
scattered energy was computed in the shallow water environ-

FIG. 9. Dependence of received scattered energy on location of scattering
region in the horizontal plane, computed in the point-scattering limit at 50
Hz for a monostatic scattering geometry in a deep water environment as-
suming coherent propagation. Source range is 10 km and source depth is 30
m. Receiver range is 40 km and receiver depth is 90 m.

FIG. 10. Temporal dependence of levels of received reverberation for
monostatic scattering geometry in shallow water environment at 15 Hz.
Finite correlation results computed usinga5250 m. Source range is 10 km
and source depth is 30 m. Receiver range is 40 km and receiver depth
is 90 m.
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ment for a bistatic scattering geometry at a frequency of 50
Hz, using the same spatial correlation length of 250 m@cf.
Fig. 6~a!# and is presented in Fig. 12. In comparison with the
calculations performed at 15 Hz, predictions at 50 Hz show a
substantial increase in the number of diffractive lobes and
nulls, which should result in a further reduction in the levels
of received reverberation. The predicted increase in level re-
duction is verified in Fig. 13, which shows the levels of
received reverberation computed at 50 Hz in the shallow
water environment. Coherent propagation effects remain in-
significant for the bistatic scattering geometry.

The dependence of the strength of the diffractive effects
on the ratioa/Lmn also indicates that, for a given spatial
correlation length, there is a minimum frequency below
which diffraction caused by the finite correlation length can
be neglected. This predicted decrease in finite correlation
effects with decreasing frequency is verified in Figs. 14 and
15, which show results computed for a bistatic scattering
geometry in the shallow water environment using a 50-m
spatial correlation length. The received scattered energy
computed at 50 Hz usinga550 m ~Fig. 14! has fewer dif-
fractive lobes and nulls than that computed usinga5250 m
~cf. Fig. 12!. The levels of received reverberation computed
at 50 Hz usinga550 m are shown in Fig. 15~a!. As ex-
pected, the decreased number of diffractive lobes and nulls in
the spatial structure of the received scattered energy results
in a smaller reduction in the level of received reverberation
computed using a finite spatial correlation length. The re-
ceived scattered energy computed at 15 Hz usinga550 m is
shown in Fig. 15~b!. At 15 Hz, no diffractive nulls are ap-
parent as evidenced by the absence of the pattern of peaks
and valleys in the levels of received reverberation computed
using a finite spatial correlation length. Furthermore, the
level reduction caused by finite correlation effects is signifi-
cantly smaller than at 50 Hz, indicating that for a 50-m cor-
relation length in the shallow water environment, 15 Hz is

FIG. 11. Temporal dependence of levels of received reverberation for
monostatic scattering geometry in deep water environment at 50 Hz. Finite
correlation results computed usinga5250 m. Source range is 10 km and
source depth is 30 m. Receiver range is 40 km and receiver depth is 90 m.

FIG. 12. Dependence of received scattered energy on location of scattering
region in the horizontal plane, computed at 50 Hz for a bistatic scattering
geometry in shallow water environment with a finite spatial correlation
lengtha5250 m. Source range is 10 km and source depth is 30 m. Receiver
range is 40 km and receiver depth is 90 m:~a! using incoherent propagation,
Einc from Eq. ~10!; ~b! using coherent propagation,E from Eq. ~9!.

FIG. 13. Temporal dependence of levels of received reverberation for bi-
static scattering geometry in shallow water environment at 50 Hz. Finite
correlation results computed usinga5250 m. Source range is 10 km and
source depth is 30 m. Receiver range is 40 km and receiver depth is 90 m.
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approaching the minimum frequency below which diffrac-
tive effects can be ignored.

D. Environmental dependence

Scattering results for a shallow water environment with
a soft sediment layer were presented in the previous sections,
and the agreement between previously published results1 and
results obtained in this work for a downward refracting shal-
low water environment with a hard sediment layer was dis-
cussed. To investigate the dependence of finite correlation
and coherent propagation effects on the sound velocity pro-
file and sediment properties of shallow water environments,
computations were also performed for bistatic and mono-
static scattering geometries in shallow water environments
with an upward refracting sound velocity profile and either a
hard or soft sediment layer. Model predictions for the up-
ward refracting environment are consistent with those ob-
tained for the downward refracting environment, and will not
be presented.

Model predictions for the upward refracting environ-
ments, computed at 15 and 50 Hz using finite spatial corre-
lation lengthsa5250 m anda550 m show that the inclu-
sion of a finite spatial correlation length produces diffraction

in the scattered field that is not predicted in the point-
scattering limit, and that the details and strength of the dif-
fractive effects are determined by the frequency, spatial cor-
relation length, and interference distances of propagation. In
addition, results that included modal interference in the
propagating fields show that, as in the case of the downward
refracting environment, the spatial structure of the scattered
field in the horizontal plane is determined by a superposition
of the interference patterns of the incident and scattered
fields. The temporal dependence of the reverberated energy
appears largely unaffected by coherent propagation of the
bistatic scattering geometry and for a monostatic geometry;
the reverberated return computed including modal interfer-
ence in the propagating fields oscillates about the levels com-
puted using the incoherent approximation of the propagated
energy. For the hard sediment environment, the oscillation

FIG. 14. Dependence of received scattered energy on location of scattering
region in the horizontal plane, computed at 50 Hz for a bistatic scattering
geometry in shallow water environment with a finite spatial correlation
lengtha550 m. Source range is 10 km and source depth is 30 m. Receiver
range is 40 km and receiver depth is 90 m:~a! using incoherent propagation,
Einc from Eq. ~10!; ~b! using coherent propagation,E from Eq. ~9!.

FIG. 15. Temporal dependence of levels of received reverberation for bi-
static scattering geometry in shallow water environment. Finite correlation
results computed usinga550 m. Source range is 10 km and source depth is
30 m. Receiver range is 40 km and receiver depth is 90 m:~a! f550 Hz; ~b!
f515 Hz.
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induced by coherent propagation is rapid and irregular,
whereas a slow periodicity is observed for the environment
with a soft sediment.

It appears that, although the sound velocity profile is
important to determining the energy incident on the bottom,
scattering predictions which include a finite spatial correla-
tion length can be significantly different from those predicted
in the point-scattering limit and that the strength of the dif-
fractive effects relative to point-scattering predictions are not
highly sensitive to the shape of the water sound velocity
profile. Furthermore, backscattering results show that coher-
ent propagation effects are highly dependent on the sediment
properties. In an environment for which there is little bottom
penetration, the persistence of high-angle energy, even at
long ranges, results in a large number of multipaths and the
temporal dependence of the reverberated return therefore ex-
hibits a rapid oscillation about the return computed using the
incoherent approximation. In an environment which allows
significant bottom penetration, the high-angle energy that is
incident on the bottom is quickly attenuated and reverbera-
tion is dominated beyond short ranges by the scattering of a
relatively small number of low-order modes; thus the tempo-
ral dependence of the reverberated return computed includ-
ing modal interference in the propagating fields exhibits a
slow periodicity which could be important to bottom back-
scattering predictions.

III. CONCLUSIONS

The importance of two independent sources of modal
interference effects in the normal-mode treatment of bottom
scattering have been investigated. Model computations were
performed for monostatic and bistatic scattering geometries
in both a shallow water and deep water range-invariant en-
vironment. The first interference effect involves the superpo-
sition of modes scattered within a region over which the
distribution of bottom scattering elements exhibits a finite
spatial correlation. For the bistatic scattering geometry,
modal superposition over each finite scattering region im-
poses a diffraction pattern on the spatial structure of the re-
ceived scattered energy that is not predicted in the point-
scattering limit. The azimuthal directionality of the
diffractive lobes and nulls for the bistatic geometry strongly
favors forward scattering, which corresponds to the central
diffractive maximum. The least significant diffractive effects
in the forward direction occur for scattering between identi-
cal or adjacent modes. The diffractive order increases with
azimuthal scattering angle, and the strongest diffractive ef-
fects therefore occur for scattering in the back direction, with
scattering between low-order modes the most affected.

The diffraction pattern imposed on the received scat-
tered energy by a finite spatial correlation length causes a net
reduction in the predicted levels of received reverberation. In
addition, the levels computed using a finite spatial correla-
tion length exhibit a pattern of peaks and nulls which corre-
spond to the diffractive lobes and nulls in the spatial struc-
ture of the received scattered field. For a given environment
and frequency, the largest finite correlation induced reduc-
tion in level occurs for monostatic scattering geometries be-

cause finite correlation induced diffractive effects are great-
est for scattering in the back direction.

The significance of the diffractive effects induced by a
finite spatial correlation increases with the ratio of the spatial
correlation length to the interference distance,a/Lmn . The
number of diffractive lobes and nulls in the spatial structure
of the received scattered energy, and the corresponding re-
duction in the levels of received reverberation, increases with
both frequency and spatial correlation length. For a given
spatial correlation length, there exists a minimum frequency
below which diffractive effects can be ignored.

An experimental measurement of finite correlation in-
duced diffractive effects would require a horizontal line array
to observe azimuthal variations in the measured levels of
reverberation. Furthermore, such a measurement would be
required if the correlation length and scattering strength were
to be determined independently. Results presented in this
paper suggest that there may be a significant difference be-
tween point-scattering and finite correlation reverberation
levels; neglecting this difference in a determination of scat-
tering strength from measurements of single receiver time
series could give a significantly smaller result.

The second type of modal interference examined in this
paper is due to the constructive and destructive interference
of modes in the incident and scattered field propagation. Pre-
dictions of the received scattered energy as a function of
scattering location for a bistatic scattering geometry show
that, as expected, there is little contribution from scattering
areas for which there is destructive interference either in the
incident field on the bottom or the scattered field at the re-
ceiver. However, the predicted levels of received reverbera-
tion computed in both the shallow water and deep water
environment indicate that coherent propagation effects are
small for bistatic scattering configurations and range-
invariant environments.

For a monostatic scattering geometry, the inclusion of
modal interference in the propagating fields introduces an
oscillation in the levels of received reverberation about those
predicted using an incoherent approximation of the propagat-
ing fields. Consistent with previously published work,1 co-
herent propagation effects were found to be significant in the
deep water environment and of limited importance for shal-
low water environments with hard sediment layers. How-
ever, coherent effects for monostatic scattering geometries
were found to be substantial for shallow water environments
which exhibit significant bottom penetration.
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Coupled phase theory for sound propagation in emulsions
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The coupled phase approach is extended to model sound propagation in an emulsion of two
compressible, thermoviscous liquids. This provides an alternative to scattering theory for modeling
sound propagation in emulsions in the low-acoustic radius regime. Predictions of the new theory are
compared with predictions of multiple-scattering theory and experimental results for ultrasonic
velocity and attenuation in an emulsion. For the particular set of experimental data used here, the
coupled phase theory gives predictions close to the scattering theory predictions, and a better
prediction of the dependence of the attenuation on volume fraction. A similar difference between the
two theoretical approaches has been found in earlier work on coupled phase models for sound
propagation in suspensions. ©1997 Acoustical Society of America.@S0001-4966~97!06607-1#

PACS numbers: 43.35.Bf@HEB#

LIST OF SYMBOLS

a radius of particles
C, Cp specific heat at constant volume and constant pres-

sure
k complex wave number
k2 thermal wave number
K k/v
p pressure5p01p8 exp@i(kz2vt)#
S, Sh frequency dependent momentum and heat transfer

terms
T temperature5T01T8 exp@i(kz2vt)#
u velocity5u8 exp@i(kz2vt)#
a 12f0

b coefficient of thermal~volume! expansion
g ratio of specific heats
d, dh viscous and thermal boundary layer thickness
f volume fraction5f01f8 exp@i(kz2vt)#
k adiabatic compressibility
m dynamic viscosity
r density5r01r8 exp@i(kz2vt)#
t thermal conductivity
v angular frequency
Subscripts
f continuous phase
s particulate phase

INTRODUCTION

Coupled phase theory has proved successful as an alter-
native to scattering theory for modeling sound propagation in
suspensions in the low-acoustic radius, or continuum, re-
gime. The main difference between the coupled phase and
scattering approaches is that coupled phase theory is self-
consistent. The self-consistency is generated by the use of
volume averaged field variables.1,2 The coupled phase ap-
proach can be extended to model various phenomena which
would be difficult to include in scattering theory, such as:
viscous and thermal wave interactions, particle nonspheric-
ity, chemical reactions, and mass transfer.

Previous coupled phase theories have been of two forms.
The first~Gumerovet al.3 and Margulies and Schwartz1! as-
sumes an incompressible particular phase and allows for heat
transfer between the phases. The second, which has been
derived by Harker and Temple,4 Gibson and Toksoz,5 and
Atkinson and Kytomaa,6 allows for a compressible particu-
late phase but neglects heat transfer. Both include coupling
due to the viscous, inertial, and buoyancy forces.

Urick7 and Hampton8 have measured the ultrasonic at-
tenuation and velocity for suspensions at high-volume frac-
tions and lowkfa. Strout

9 compared coupled phase theory
and multiple-scattering theory predictions with the experi-
mental data of Urick. The coupled phase theory used a mo-

mentum transfer term modified to account for hydrodynamic
interactions between the particles at high-volume fractions.
This theory gave a better prediction of the volume fraction
dependence of the attenuation than the scattering theory.
Gibson and Toksoz5 and Ogushwitz10 compared predictions
of Biot’s porous media theory11 with the Hampton data. The
Biot theory predictions were closer to the experimental data
than predictions of coupled phase theory. However, The Biot
theory requires the use of an adjustable parameter.

To model sound propagation in emulsions at high-
volume fractions, the Harker and Temple theory has been
extended to include irreversible heat transfer between the
phases. This paper outlines the new coupled phase theory,
which includes heat transferand a compressible particulate
phase. The set of equations determining the complex wave
number are solved numerically. Predictions of the new
theory and predictions of scattering theory are compared
with experimental results for sound propagation in an emul-
sion obtained by McClements and Povey.12 For this experi-
ment, heat transfer and compressibility in the particulate
phase are important influences on the sound propagation.
The comparison shows the difference between the predic-
tions of the two theoretical approaches at high-volume frac-
tions.
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I. THEORY

For sound propagation in thez direction, the linearized,
volume averaged equations for conservation of mass, mo-
mentum, and energy for the two liquids are
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Here the superscript zero indicates the constant equilibrium
component of the variable. Equations~1!–~4! are the same as
those of Harker and Temple.4 The energy equations~5! and
~6! are derived from the usual energy equation for a liquid.
This has been volume averaged for the particulate and con-
tinuous phases, respectively, and the heat transfer term
added. The momentum transfer termS is given by4
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and the heat transfer termSh is given by3
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Particle size distributions can be incorporated into the theory
by using momentum and heat transfer terms summed or in-
tegrated over the range of particle radii, weighted with the
volume fraction as a function of radius.1 The more rigorous
approach of Harkeret al.13 included a number of particle
sizes from the beginning, in the conservation equations. A
coupled phase theory extended following this approach will
be subject of a future paper.

The thermodynamic equations of state for the two liq-
uids, in terms of the magnitudes of the fluctuating parts of
the field variables~indicted by a prime! are

rs81rs
0bsTs82gsrs

0ksp850, ~7!

r f81r f
0b fTf82g fr f

0k f p850. ~8!

The fluctuating parts of the field variables vary as exp@i(kz
2vt)#. Replacing the field variables by the sum of their
steady state and fluctuating components in Eqs.~1!–~8! and
using the transformations]/]t/→2 iv and ]/]z→ ik leads
to the matrix equation

Ax50, ~9!

where

x5~r f8rs8uf8us8Tf8Ts8p8f8!T

and

A51
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2 .

In the matrix and the following work the superscript zeros
have been omitted: The equilibrium components of the field
variables are understood.

x has a nontrivial solution if and only if

detA50. ~10!

Equation~10! was solved numerically using Mathematica to

obtain the sound speed and attenuation. The physical con-
stants and the values ofSandSh at a single value ofa andv
are entered in the matrixA, leavingf, andK which is un-
known. Using the ‘‘solve’’ and ‘‘det’’ functions, Eq.~10! is
then solved to give an equation fork in terms of the volume
fractionf. The imaginary part ofk gives the attenuation and
the ratio ofv to the real part ofk gives the sound speed.
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Because intrinsic losses in the liquids have been neglected
here, the attenuation given byk is the excess attenuation.

A. High-frequency limit

Explicit expressions fork can be obtained by neglecting
either momentum transfer or heat transfer.

1. No heat transfer

In the limit v→`, Sh→0, i.e., no heat transfer. Putting
Sh50 in Eq. ~10!, the solution forK is

S kv D 25~kg!va~Srva1rsa!

Sgva1rsar`
, ~11!

where

r`5S g

r D
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5
ag f

r f
1

fgs

rs
.

The subscript va indicates volume averaging, e.g., (x)va
5axf1fxs . If g f5gs51 ~11! is identical to the result ob-
tained by Harker and Temple4 @Eq. ~2.25!#.

2. No momentum transfer

The high-frequency limit of theS term is

S5
112f

2a
,

which is the induced mass term. For simplicity, however, it
is assumed thatS→0 in the high-frequency limit, i.e., there
is no momentum transfer. PuttingS50 in Eq. ~10!, the so-
lution for K is
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This equation is a useful approximation for sound propaga-
tion in emulsions in which irreversible heat transfer is the
dominant loss mechanism. In the limitS→0 Eq. ~11! gives
the ‘‘frozen’’ sound speed3

c`
225

~kg!va
r`

, ~13!

which is also given by Eq.~12! in the limit Sh→0.

B. Low-frequency limit

After assuming harmonic time andz dependence, the
momentum equations~3! and ~4! can be arranged to give

FIG. 1. Excess attenuation in dB m21 and ultrasonic velocity at 1.25 MHz versus oil volume fraction for a sunflower oil in water emulsion with mean particle
radius 0.27mm. Comparison of data of McClements and Povey and predictions of coupled phase theory and multiple-scattering theory. Also shown are the
limiting sound speeds.
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Using Eqs.~14! in ~10! gives
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In the limit v→0, Sh→`, and Eq.~15! gives for the equi-
librium sound speedceq
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Aeq

. ~16!

II. COMPARISON WITH SCATTERING THEORY AND
EXPERIMENT

McClements and Povey12 measured the ultrasonic at-
tenuation and velocity for a sunflower oil in water emulsion.
The frequency range was 1.25–10 MHz, the particle radius
range was 0.14–0.74mm, and the volume fraction range was
0–0.5. Figures 1 and 2 compare the measurements with pre-
dictions of Eq. ~10! and multiple-scattering theory. Also
shown are the frozen sound speed from Eq.~13! and the
equilibrium sound speed from Eq.~16!. The experimental
error was estimated at60.05% for the velocity and630
dB m21 for the attenuation.

The scattering theory uses the Waterman and Truell
equation and the low-frequency limit of the first two Allegra
and Hawley scattering coefficients. The details can be found
in McClements,14 the theory is given by Eqs.~1!, ~2!, ~8!,
and~9! in Ref. 14. Predictions of theS50 theory@Eq. ~12!#
were compared to this experimental data in Ref. 15.

The particle radius values used for the predictions
shown in Figs. 1 and 2 are mean values because the emul-
sions had polydisperse size distributions. As was discussed
in Ref. 12, polydispersity will have a significant effect on the
complex wave number and should be taken account of in
theoretical work. For scattering theory this has been done by
McClements.14,16A coupled phase theory including polydis-
persity is the subject of current work and a future paper will
compare predictions of this theory with experimental data.

FIG. 2. Excess attenuation in dB m21 and ultrasonic velocity at 1.25 MHz versus oil volume fraction for a sunflower oil in water emulsion with mean particle
radius 0.74mm. Comparison of data of McClements and Povey and predictions of coupled phase theory and multiple-scattering theory. Also shown are the
limiting sound speeds.
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The predictions of the two theories and the measurements
agree at low-volume fractions. At the higher-volume frac-
tions the coupled phase theory predicts a smaller attenuation
which agrees more closely with the measurements than the
scattering theory. For the larger particle radius, the velocity
prediction of the coupled phase theory is slightly less close
to the measurements than that of the scattering theory.

The comparison suggests that the coupled phase theory
is a good alternative to scattering theory for modeling sound
propagation in emulsions in the low-acoustic radius regime.
The coupled phase theory may be a better model for the
dependence of the attenuation on volume fraction.

McClements14 compared predictions of multiple-
scattering theory with measurements of sound propagation in
hexadecane emulsions. Here too, scattering theory was found
to overpredict the attenuation at high-volume fractions.

III. CONCLUSIONS

A new coupled phase theory has been derived which
includes heat transfer between the phases and compressibil-
ity in the particulate phase. Predictions of the theory have
been compared with multiple-scattering theory predictions
and measurements of sound propagation in an emulsion of
compressible thermoviscous liquids. At low-volume frac-
tions ~,0.1!, the predictions of the new theory agree well
with the measurements and the scattering theory predictions.
At higher-volume fractions~.0.1!, the coupled phase theory
predicts a lower attenuation than the scattering theory and
agrees more closely with the measured data. The comparison
suggests that the coupled phase theory is a good alternative
to scattering theory for modeling sound propagation in emul-
sions in the low-acoustic radius regime. The coupled phase
theory may be a better model for the dependence of the at-
tenuation on volume fraction, although further comparisons
with a wide range of experimental data will be necessary to
determine which is a satisfactory theory.
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Leaky waves and the elastic wave resonance reflection
on a crystal–thin solid layer interface
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When a Rayleigh wave becomes ‘‘supersonic’’ for a given geometry of propagation, a thin solid
layer coated on the surface of the medium can bring about the transformation of this wave into a
leaky wave. In such a case in the sagittal plane there emerges a narrow interval of angles of
incidence within which the phase of the reflection coefficient suffers abrupt changes, and the
reflection is accompanied by excitation of surface vibrations with amplitudes greatly exceeding the
amplitude of the incident wave. The effect is due to the resonance excitation of the leaky wave. The
critical angle of incidence and the width of the resonance interval are determined by the real and
imaginary parts of the leaky wave speed. Approximate expressions for the leaky wave speed and for
the coefficients of plane wave conversion are derived and analyzed without any assumptions about
the crystallographic symmetry of both the substrate and the layer. ©1997 Acoustical Society of
America.@S0001-4966~97!02107-3#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

Deposition of additional layers as a method of governing
reflection properties of an interface is well-known and
widely applied in many areas of technics. The idea is that the
waves reflected from, or transmitted through, a sequence of
parallel interfaces add up with different phases and ampli-
tudes in the bulk of the medium, so that interference ampli-
fication or extinguishing or specific phase shift dependencies
can occur for certain directions of propagation or frequency
ranges, see, e.g., Refs. 1 and 2.

Accounting for only the aforementioned effect of a
purely interference nature one could suggest that a layer
coated on the surface affects strongly the reflection of elastic
waves, providing its thickness is at least of order of a sound
wavelength. If the thickness-to-wavelength ratio is small, the
difference between the reflection from the crystal–layer in-
terface and from the mechanically free surface should not be
appreciable, unless, of course, material parameters of the
film and the crystal differ significantly. However, this is not
always the case. In this paper, we shall discuss the case in
which a thin layer modifies appreciably the behavior of the
coefficients of mode conversion for a narrow interval of the
angles of incidence.

This phenomenon is related to the resonance excitation
of a leaky wave originating in the presence of a layer from a
‘‘supersonic’’ Rayleigh wave. The latter is a surface wave,
the phase velocity of which appears to be larger than that of
a bulk wave for certain directions of propagation, or even for
any direction, confined to the sagittal plane~the plane
spanned by the normal to the boundary of the medium and
the direction of propagation of this surface wave!. It a simple
matter to realize that such a situation can take place only in
an anisotropic medium. ‘‘Supersonic’’ Rayleigh waves ap-
pear most commonly in the case when the sagittal plane is a

plane of crystallographic symmetry of the medium. A great
deal of examples of crystals where the speed of such ‘‘sym-
metric’’ Rayleigh waves in fact turns out to be larger than
the phase speed of the shear horizontal polarized bulk waves
is listed in Ref. 3. However, examples of ‘‘supersonic’’ sur-
face solutions at generic orientations of the sagittal plane and
the direction of propagation are known too.4,5

A particular case of the problem, the reflection of shear
waves incident in the plane of transverse isotropy of a hex-
agonal crystal, was studied in Ref. 6. In the present work, the
resonance reflection will be investigated without any as-
sumptions about the symmetry of both the crystal and the
layer. We shall obtain approximate expressions for the leaky
wave speed, the real and imaginary parts of which determine
the value of the resonant angle of incidence and the width of
the resonance interval of angles of incidence, respectively, as
well as expressions for the coefficients of mode conversion
themselves.

Note that other situations in which the presence of a thin
layer in a medium leads to the appearance of a leaky wave
and thereby to the reflection of a resonance type were still
under consideration in other papers.7,8 In Ref. 7 a study was
made of the resonance reflection from a thin layer immersed
in a uniform crystal. The leaky wave arises from a bulk wave
with the group velocity parallel to the plane which becomes
later the interface between the halves of the crystal and the
layer. In Ref. 8 the authors investigated the case in which a
thin solid layer is sandwiched between two piezoelectrics
with contrarily directed polar axes. The leaky wave origi-
nates then from the shear interfacial wave which exists in
this ‘‘domain’’ structure in the absence of the layer.9,10

I. PRELIMINARY REMARKS

We discuss briefly some general relations to be fre-
quently used in this paper. Let a half-infinite anisotropic me-
dium be characterized by the elastic constantsCi jkl and thea!Electronic mail: adar@mechan.incr.msk.su
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densityr. We are concerned with solutions of the boundary-
value problem constructed in the form of linear superposi-
tions of plane modes

ua~r ,t !5Aae
ik[x11pax22vt] ~1!

which obey the elastodynamic equation of motion

r
]2ui
]t2

5Ci jkl

]2uk
]xj]xl

. ~2!

In ~1! Aa is the polarization vector of modea, k is the
component of the wave vector along the unit vectorm,
which lies in the surface specified by the unit inner normal
n ~Fig. 1!, andv is the trace speed defined as the ratio of the
frequencyv to k. The parameterpa defines the normal com-
ponent of the wave vector and it can occur either complex
~inhomogeneous mode! or real ~bulk homogeneous mode!
depending on the value ofv. Each of the modes in~1! pro-
duces on the unit area of the surfacex25const a traction with
amplitudeFa52 ikLae

ikpax2, where

La52@~nm!1pa~nn!#Aa , ~3!

where the symbols (nm),(nn), etc. denote 333 real matrices
formed following the convention that for a pair of three-
component vectorsa andb the symbol (ab) designates the
matrix with elements

~ab! ik5ajCi jkl bl , i , j ,k,l51,2,3. ~4!

By substituting~1! into ~2! one can obtain the equation

@pa
2~nn!1pa$~nm!1~mn!%1~mm!2rv2I #Aa50,

~5!

whereÎ is the 333 unit matrix. Combining~3! and~5! yields
the relation11,12

N̂ja5paja , a51, . . . ,6. ~6!

Here N̂ is a 636 real matrix,

N̂52H ~nn!21~nm! ~nn!21

~mn!~nn!21~nm!2~mm!1rv2Î ~mn!~nn!21J, ~7!

ja is a six-component vector,

ja5SAa

La
D . ~8!

Since the matrixN̂ satisfies the equality

~ T̂N̂! t5T̂N̂, ~9!

where the superscriptt means the transposition,

T̂5S Ô Î

Î Ô
D , ~10!

and Ô is the 333 zero matrix, the eigenvectorsja can be
introduced in such a way that

jaT̂jb5AaLb1LaAb5dab , a,b51, . . . ,6. ~11!

Then due to the completeness of the setja , a51, . . . ,6,

(
a51

6

ja ^ T̂ja5S Î Ô

Ô Î
D , ~12!

where^ signifies dyadic multiplication.12 For further use we
write out an identity which follows straightforward from Eq.
~12!,

(
a51

6

La ^La5Ô. ~13!

We shall consider the first intersonic interval,

v̂2
21,v21, v̂1

21 in Fig. 1. The limiting speedv̂1 bounds
from above the velocity interval where all partial modes~1!

occur inhomogeneous. The limiting speedv̂2 is the lower
border of the region in which there are at least four bulk
partial modes. A ‘‘supersonic’’ Rayleigh wave exists only in
the first intersonic interval and normally it involves two in-
homogeneous modes~see Ref. 13 and also Refs. 3–5!. Ex-
clusions, i.e., one-component surface waves, can arise, but
under very specific conditions.14 These special cases demand
a separate discussion which is out of the scope of the present
paper.

Within the rangev̂1,v, v̂2 there are two bulk partial
solutions of Eq.~2! to which we assign the subscriptsa5 i
~incident! and a5r ~reflected! and four inhomogeneous
ones,a52,3,5,6. The parameterspa , a52,3,5,6, occur in
complex conjugate pairs and we set

pa135pa* , Im~pa!.0, ja135ja* , a52,3. ~14!

The asterisk means complex conjugation. All the vectors
ja , a5i ,r ,2,3,5,6, are assumed to satisfy Eq.~11!. The vec-
tors ji andjr turn out then to be purely real and imaginary,
respectively,13

ji5ji* , jr52jr* . ~15!

Consider a number of relations in which the tractions
La can satisfy. Generally only four three-component vectors
La , a5 i ,r ,2,3, are linearly dependent,

(
a5r ,2,3

ba~v !La1 f R~v !L i50, ~16!

f R~v !5@L rL2L3#, ~17!

FIG. 1. Geometry of the problem; 1—crystal, 2—layer. Cross sections~one
fourth! of the slowness surfaces of bulk modes in the crystal are shown.

Dashed lines are vertical tangents to slowness curves;v̂1
21, v̂2

21, andv̂3
21 are

the inverses of the limiting speeds of the slow, intermediate, and fast bulk
waves,vR

21 is the inverse of the Rayleigh wave speed.
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br~v !5@L iL3L2#, b2~v !5@L rL3L i #,
~18!

b3~v !5@L rL iL2#,

and the brackets@ . . .# denote the scalar triple product of the
enclosed vectors. Accordingly, the linear superposition of the
modesa5 i ,r ,2,3 with coefficients~17! and ~18! represents
the general solution of the reflection problem on the free
surface. Meanwhile, employing Eqs.~11!, ~13!–~15! one can
prove that at a real velocityvR , v̂1,vR, v̂2, satisfying the
equation

f R~v !50, ~19!

L2,L3 and L i ,L r become pairwise collinear and then the
relations

L21BSL350, BS56 i , ~20!

L i1BrL r50, Br56 i ~21!

are valid.13 Equations~20! and~21! show that atv5vR there
emerges a ‘‘supersonic’’ Rayleigh solution, which involves
modesa52,3, and that, in parallel, there is a two-partial
solution of the reflection problem~the simple reflection! at
the same speed.13,15The signs ofBS , Br depend on common
signs ofAa , La , which are not determined by the normal-
ization condition~11!, so thatBS andBr need not be equal.

Let us multiply Eq.~13! by the vectorL r3L3* , where
the symbol3 designates the vector product. Due to~14! and
~15! we obtain a useful relation,

(
a5 i ,2,3

da~v !La1 f R* ~v !L2*50, ~22!

da~v !5@L rL3* La#, a5 i ,2,3. ~23!

Note that in view of~21! di(vR)50 while, as can be proved
with the help of Eq.~11!, da(vR), a52,3, are not ever equal
to zero.

In subsequent evaluations the necessity of computing
derivatives of a number of functions, off R(v) ~17! in par-
ticular, with respect to the speedv at the pointv5vR arises.
In deriving the required expressions it is expedient to repre-
sent the derivatives]nja /]v

n and]nLa /]v
n as follows:

]nja

]vn
5D̂ ~n!ja5 (

b51

6

~D̂ ~n!!bajb ,

~24!

]nLa

]vn
5 (

b51

6

~D̂ ~n!!baLb ,

whereD̂ (n) are real matrices~see Appendix A! and, because
of Eq. ~11!,

D̂ ~n!5 (
a,b51

6

~D̂ ~n!!bajb ^ T̂ja ,

~25!

~D̂ ~n!!ba5~jbT̂D̂
~n!ja!.

We remark here that the following notations will be used
henceforth: (Q̂)ab signifies the contraction of a 636 matrix
Q̂ being multiplied from the right-hand side by matrixT̂ ~10!
with vectorsja , jb ; the symbol (Q̂)AB with capital Latin

letters as subscripts denotes the contraction ofT̂Q̂ with vec-
torsA, B,

~Q̂!ab5~jaT̂Q̂jb!, ~Q̂!AB5~AT̂Q̂B!. ~26!

The symbols of type (Q̂)a* b , (Q̂)A* B stand for contractions
~26! in which vectorsja* , A* are involved, respectively.

In view of Eqs. ~24!, ~14!–~23!, and ~A1! the expres-
sions for the derivatives] f R /]vR and]2f R /]vR

2 of function
~17! at the pointv5vR become

] f R
]vR

5d2* ~vR!~D̂ ~1!!S* S , ~27!

]2f R
]vR

2 5d2* ~vR!$J~2!22Br~D̂
~1!! ir ~D̂

~1!!S* S%, ~28!

where

J~2!5~D̂ ~2!!S* S2~D̂ ~2!!SS*10.5@~D̂ ~1!!SR~D̂
~1!!S* P

2~D̂ ~1!!S*R~D̂ ~1!!SP#

2 (
a52,3

@~D̂ ~1!!S* a* ~D̂ ~1!!Sa*

2~D̂ ~1!!S* a~D̂ ~1!!Sa#2u~D̂ ~1!!SRu2. ~29!

VectorsS, R, andP involved in the contractions are intro-
duced as follows:

S5j21BSj35SAS

0 D , R5ji1Brjr5SAR

0 D ,
~30!

P5ji2Brjr .

Here AS and AR are the polarization vectors of the wave
fields associated with the Rayleigh wave and with the simple
reflection at the pointv5vR , respectively. Note that gener-
ally neither the ‘‘polarization’’ nor ‘‘traction’’ parts of vector
P are equal to zero and also that due to Eq.~15! vectorsR,
P are real. Explicit expressions for contractions (D̂ (1))ab and
(D̂ (2))ab as well as for derivatives of some other functions
are given in Appendix A.

II. THE LEAKY WAVE AND RESONANCE FEATURES
OF REFLECTION

We assume that a solid layer is placed on the surface of
a crystal and perfect rigid contact between them is provided
~Fig. 1!. The second face of the layer,x252h, remains me-
chanically free. Both the crystal and the layer are taken to
have arbitrary anisotropy. Bear in mind that on the mechani-
cally free surface of the crystal there exists a ‘‘supersonic’’
Rayleigh wave propagating alongm with speedvR .

As will be seen below, generally a ‘‘supersonic’’ Ray-
leigh wave transforms into a leaky wave in the presence of a
foreign layer on the surface. The wave field associated with
the leaky solution in the crystal is constructed from the in-
homogeneous modesa52,3 and the reflected modea5r .
The energy flux of the latter is directed into the bulk of the
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crystal so that the leaky solution attenuates because of the
radiation and accordingly its speedv l turns out to be com-
plex,

v l5v l82 iv l9 , v l9.0, ~31!

the imaginary componentv l9 and the differencev l82vR be-
ing controlled by the parameterkRh, wherekR5v/vR is the
wave number of the Rayleigh wave.

In what follows, in the course of solving the reflection
problem we shall derive an equation defining the leaky wave
speedv l and, letting the parameterkRh be small,kRh!1,
approximately findv l as well as the amplitudes of the modes
involved in the leaky wave in the crystal. Afterward, we
shall turn back to the reflection problem and analyze the
behavior of the coefficients of mode conversion at the angles
of incidence which provide closeness of the trace speedv of
the incident wave to the real partv l8 of the leaky wave speed.

Consider reflection of the wavea5 i from the crystal–
layer interface. The wave fields in the crystal,u(r ,t), and in
the layer,u( f )(r ,t), are sought in the form

u~r ,t !5 (
a5 i ,r ,2,3

ba8Aae
ik[x11pax22vt] , ~32!

u~ f !~r ,t !5 (
a51

6

ba
~ f !Aa

~ f !eik[x11pa
~ f !x22vt] ~33!

subject to the boundary conditions

(
a51

6

ba
~ f !ja

~ f !5 (
a5 i ,r ,2,3

ba8ja , x250, ~34!

(
a51

6

ba
~ f !La

~ f !e2 ikpa
~ f !h50, x252h, ~35!

whereba8 , ba
( f ) are the coefficients to be found and the su-

perscript (f ) is assigned to the parameters of the partial
modes in the film. Notice that the equation upon the leaky
wave speed is

bi8~v,h!50 ~36!

because~36! is none other than the condition for the incident
wave to be excluded from a solution of the boundary-value
problem. Hence, to findv l , one should first of all derive a
general expression forbi8(v,h).

Equation~35! implies that the ‘‘traction’’ components of
the vector

j~ f !~2h!5 (
a51

6

ba
~ f !ja

~ f !e2 ikpa
~ f !h, ~37!

vanish. Due to Eq.~34! and the relationN̂( f )ja
( f )5pa

( f )ja
( f ) ,

a51, . . . ,6, where N̂( f ) is the matrix ~7! for the layer,
j( f )(2h) is equal to

j~ f !~2h!5e2 ikhN̂~ f !S (
a51

6

ba
~ f !ja

~ f !D 5 (
a5 i ,r ,2,3

ba8ja8 ,

~38!

ja85e2 ikhN̂~ f !
ja , a5 i ,r ,2,3. ~39!

Hence, Eq.~35! reduces to the condition

(
a5 i ,r ,2,3

ba8La850, ~40!

whereLa8 is the traction ‘‘part’’ of the vectorja8 , and we find
to within an ambiguity of a common constantbi8(v,h) and,
in parallel,ba8 (v,h), a5r ,2,3,

bi8~v,h!5@L r8L28L38#, ~41!

br8~v,h!5@L i8L38L28#, b28~v,h!5@L r8L38L i8#,
~42!

b38~v,h!5@L r8L i8L28#.

We now estimate the leaky wave speedv l and let
kRh!1. It is natural to look forv l in the form of an expan-
sion in powers ofkRh, the zero-order term beingvR because
bi8(v,0)[ f R(v). In calculations allowance will be made for
the linear and quadratic terms inkRh since it appears that the
imaginary componentv l9 has the order (kRh)

2.
As a starting point we derive an appropriate approximate

expression forbi8(v,h). Equation~11! enables one to repre-
sent the vectorsja8 in the form

ja85(
b

~e2 ikhN̂~ f !
!bajb5ja2 ikhja

~1!20.5~kh!2ja
~2!

1 . . . , ~43!

ja
~n!5(

b
~$N̂~ f !%n!bajb , n51,2, . . . , ~44!

and then

La85La2 ikhLa
~1!20.5~kh!2La

~2!1 . . . , ~45!

La
~n!5(

b
~$N̂~ f !%n!baLb , n51,2, . . . . ~46!

Summation is carried out overb5 i ,r ,2,3,5,6. The symbol

$N̂( f )%n stands for the matrixN̂( f ) in powern.
After substitution of Eq.~45! in bi8(v,h) ~36! one ob-

tains

bi8~v,h!' f R~v !2 ikh f18~v !2~kRh!2f 28~vR!, ~47!

where f R(v) is the function~17!,

f 18~v !5@L r
~1!L2L3#1@L rL2

~1!L3#1@L rL2L3
~1!#, ~48!

f 28~vR!5@L r
~1!L2

~1!L3#1@L r
~1!L2L3

~1!#1@L rL2
~1!L3

~1!#

10.5$@L rL2
~2!L3#1@L rL2L3

~2!#%. ~49!

The velocity dependence is kept inkh f18(v) while we have
setv5vR in the third term in Eq.~47!.

The function f 18(v) can be simplified by eliminating a
number of terms which yield the contribution of an order
higher than (kRh)

2 in v l . Replacing theLa
(1)’s in ~48! by

~46! and using Eqs.~14!–~23! provides

f 18~v !5 f 1~v !1J8~v ! f R~v !1D~v !. ~50!

In ~50! f 1(v)5(N̂( f ))J* J /d2(v), the vectorJ(v) is defined
in Appendix A,
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J8~v !5 (
a5r ,2,3

~N̂~ f !!aa2
br~v !

f R~v !
~N̂~ f !! ir

1
1

d2~v ! H di* ~v !

f R~v !
~N̂~ f !! iJ1

di~v !

f R~v !

3@a2~v !~N̂~ f !!2* r1a3~v !~N̂~ f !!3* r #J , ~51!

whereaa(v)5@L iLa* L3#, a52,3, and

D~v !5
1

d2~v !
$@~N̂~ f !!3* ra~v !2~N̂~ f !! i3b3* ~v !# f R* ~v !

2~N̂~ f !!2* 3b3* ~v !di~v !1~N̂~ f !!3* 3

3@di
2~v !1@ f R* ~v !#2#% ~52!

with a(v)5@L3L2* L3* #. In view of Eqs. ~20! and ~21!
di(vR)5b3(vR)5a(vR)50 while d2(vR)Þ0 so that near
vR the functionD(v) behaves as (v2vR)

2. Disregarding
D(v) and settingv5vR in J8(v) we obtain

f 18~v !' f 1~v !1J8~vR! f R~v !, ~53!

where, accounting for the relationaa(vR)52Brda* (vR) and
Eq. ~A9!,

J8~vR!5 (
a5r ,2,3

~N̂~ f !!aa2Br~N̂
~ f !! ir

1
1

~D̂ ~1!!S* S
$~D̂ ~1!!S*R~N̂~ f !! iS

2Br~D̂
~1!!SR~N̂

~ f !!S* r%. ~54!

Further, we substitute~53! for f 18(v) in Eq. ~47! and retain in
~47! only the terms which will yield the corrections of order
kRh and (kRh)

2 to vR . The result is

bi8~v,h!'
] f R
]vR

~v2vR!2 ikRh f1~vR!10.5
]2f R
]vR

2

3~v2vR!21 ikRhH f 1~vR!

vR
2

] f 1
]vR

J ~v2vR!

2~kRh!2f 2~vR!, ~55!

where

f 1~vR!5d2* ~vR!~N̂~ f !!S* S , ~56!

since in view of Eqs. ~20!, ~21!, ~23!, and ~30!
J(vR)5d2(vR)S, and f 2(vR) 5 f 28(vR)2 f 1(vR)J8(vR). To
calculatef 2(vR), we evaluate firstf 28(vR) ~49! with the aid
of Eqs.~46!, ~20!, ~21!, and the relations

~N̂~ f !!ab5~N̂~ f !!ba , ~57!

~$N̂~ f !%2!ab5 (
g5 i ,r ,2,3,5,6

~N̂~ f !!ag~N̂~ f !!gb ~58!

which follow from ~9! and ~12!. Taking into account Eqs.
~54! and ~56! and grouping addends lead then to

f 2~vR!50.5d2* ~vR!H u~N̂~ f !!SRu2

10.5@~N̂~ f !!S*R~N̂~ f !!SP2~N̂~ f !!SR~N̂
~ f !!S* P#

2
2~N̂~ f !!S* S

~D̂ ~1!!S* S
$~D̂ ~1!!S*R~N̂~ f !! iS

2Br~D̂
~1!!SR~N̂

~ f !!S* r%1 (
a52,3

@~N̂~ f !!S* a*

3~N̂~ f !!Sa*2~N̂~ f !!S* a~N̂~ f !!Sa#J . ~59!

Thus one has an approximate equation, Eq.~55!, which al-
lows the root of Eq. ~36! to be found with accuracy
(kRh)

2. We substitute

v5v l'vR1~kRh!v11~kRh!2v2 ~60!

into ~55! and, on equating the coefficients atkRh and
(kRh)

2 to zero, we get

v15 i
f 1~vR!

] f R /]vR
, ~61!

v25
1

] f R /]vR
H iv1 ] f 1

]vR
2v1

2F0.5]2f R]vR
2 1

1

vR

] f R
]vR

G
1 f 2~vR!J . ~62!

It remains to introduce Eqs.~27!, ~28!, ~56!, ~59!, and~A10!
into ~61! and ~62! and again group addends. Manipulations
yield

v15
i ~N̂~ f !!S* S

~D̂ ~1!!S* S
, v25J1

u~N̂g!SRu2

2~D̂ ~1!!S* S
, ~63!

where

J52
v1
2

vR
1

1

2~D̂ ~1!!S* S
H v1@~D̂g!S* S2~D̂g* !SS*

24ir~ f !vRuASu2#10.5@~N̂g* !S*R~N̂g!SP

2~N̂g!SR~N̂g* !S* P#1 (
a52,3

@~N̂g* !S* a* ~N̂g* !a* S

2~N̂g!Sa~N̂g!aS* #J , ~64!

and N̂g5N̂( f )2 iv1D̂
(1), D̂g5 iN̂ ( f )D̂ (1)2v1D̂

(2), the matri-
ces N̂g* , D̂g* are complex conjugates of the matricesN̂g ,
D̂g respectively,r

( f ) is the density of the layer, andAS is the
‘‘polarization’’ part of the vectorS ~30!.

To separate the real and imaginary parts ofv l , we use
Eqs.~A6! and~57!. By ~A6! the value of (D̂ (1))S* S is purely
imaginary while due to~57! (N̂( f ))S* S has a purely real
value. Therefore the linear correctionv1 is purely real. In
contrast,v2 occurs complex. The first term inv2 is real and
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the second one is imaginary. To summarize, the real part
v l8 and the imaginary componentv l9 of the leaky wave speed
v l ~31! take on the form

v l8'vR1~kRh!v11~kRh!2J, v l9'
i u~N̂g!SRu2

2~D̂ ~1!!S* S
~kRh!2.

~65!

Using ~A6!, the value ofi /(D̂ (1))S* S is positive definite and,
hence, as it should be,v l9Þ0 always occurs positive.

From Eq.~30! it follows that the contraction (N̂g)SR is
of the form

~N̂g!SR5~ASX̂
~ f !AR!2 iv1~ASD̂21

~1!AR!, ~66!

whereX̂( f ) is the 333 bottom left-hand block of the matrix
~7! of the layer andD̂21

(1) is the 333 bottom left-hand block
of the matrixD̂ (1). Accordingly, with regard to~66! one can
say that the leakage,v l9 Þ 0, arises owing to the ‘‘mixing’’ of
the displacements associated with the Rayleigh wave,AS ,
and with the simple reflection,AR , see~30!. The examina-
tion of Eq. ~66! allows one to conjecture that if the plane
(n,m) has a generic orientation~the case of a ‘‘non-
symmetric’’ Rayleigh wave!, then the presence of any for-
eign layer, whether anisotropic or isotropic, generally should
result in the transformation of a purely surface wave into a
leaky one.

A different situation takes place if the plane (n,m) is a
plane of symmetry of the crystal. In this case the inhomoge-
neous modesa52,3 from which the ‘‘supersonic’’ surface
wave is constructed are in-plane polarized while the bulk
modesa5 i ,r are out-of-plane polarized~shear horizontal
polarized modes!, i.e.A2, A3'A i , Ar . From~A2! it follows
that (D̂ (1))SR50 and then (N̂g)SR5(ASX̂

( f )AR) so that the
magnitude ofv l9 is determined only by those elements of
N̂( f ) which couple in-plane and out-of -plane vibrations in
the film. Therefore we conclude that a ‘‘symmetric’’ Ray-
leigh wave transforms into a leaky wave, providing the layer
first is anisotropic and second is positioned such that its
plane of symmetry does not coincide with the sagittal plane
of the Rayleigh wave. Note also that if the layer and the
crystal are identical,N̂( f )[N̂, i.e. the boundary of the crystal
is ‘‘moved’’ to the distanceh, then via Eq.~11! we naturally
obtainv15v250.

Let us find the amplitudes of modesa5r ,2,3 with
which they are incorporated in the leaky wave. It can be
shown~see Appendix B! that functionbr8(v,h) ~42! vanishes
at v5v l* . Therefore, due to~27!

br8~v,h!'
]br8

]v
~v2v l* !'

]br
]vR

~v2v l* !

5d2* ~vR!Br~D̂
~1!!S* S~v2v l* !, ~67!

since by virtue of~17! and ~21! ]br /]vR5Br] f R /]vR , and
then

br8~v l ,h!'22iv l9d2* ~vR!Br~D̂
~1!!S* S

'd2* ~vR!Br u~N̂~ f !!SRu2~kRh!2. ~68!

Note that Eq.~67! can also be derived through calculations
of types ~47!–~63!. Further, one can approximateba8 (v,h),
a52,3, ~42! in the neighborhood ofvR of orderkRh as

ba8 ~v,h!'
]ba8

]vR
~v2vR!1

]ba8

]~kRh!
kRh, a52,3. ~69!

Using Eqs.~24! and ~45! to find derivatives ofba8 (v,h) we
obtain

]b28

]vR
52BS

]b38

]vR
52d2* ~vR!~D̂ ~1!!S*R ,

~70!
]b28

]~kRh!
52BS

]b38

]~kRh!
52d2* ~vR!~N̂~ f !!S*R ,

so that

b28~v,h!'2BSb38~v,h!

'2d2* ~vR!$~D̂ ~1!!S*R~v2vR!1~N̂~ f !!S*RkRh%

'2d2* ~vR!$~D̂ ~1!!S*R~v2v l !1~N̂g!S*RkRh%. ~71!

Accordingly, atv5v l

b28~v l ,h!'2BSb38~v l ,h!'2d2* ~vR!~N̂g!S*RkRh ~72!

and omitting a common multiplier in~68! and ~72! we have

b28~v l ,h!'1, b38~v l ,h!'BS ,
~73!

br8~v l ,h!'2Br~N̂g!SRkRh.

It is seen that within the accuracy used the leaky wave rep-
resents the Rayleigh wave to which the reflected mode
a5r is added with small amplitude.

Consider now the behavior of the reflection coefficient
R(v,h) and the coefficients of excitation of modesa52,3,
Ta(v,h) at v close to the real partv l8 of the leaky wave
speed. Sincebi8(v l ,h)50,

bi8~v,h!'
]bi8

]v
~v2v l !'

] f R
]vR

~v2v l !

5d2* ~vR!~D̂ ~1!!S* S~v2v l !. ~74!

Correspondingly, by virtue of~67! and ~71! in the region of
our concern

R~v,h!5
br8~v,h!

bi8~v,h!
'Br

v2v l*

v2v l
,

T2~v,h!5
b28~v,h!

bi8~v,h!
'2

~D̂ ~1!!S*R

~D̂ ~1!!S* S
2TR~v,h!, ~75!

T3~v,h!5
b38~v,h!

bi8~v,h!
'BST2~v,h!,

where
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TR~v,h!'
~N̂g!S*RkRh

~D̂ ~1!!S* S~v2v l !
. ~76!

One sees that the phase

c r~v !52 cotan21S v2v l8

v l9
D ~77!

of coefficientR(v,h) changes by 2p within the interval

uv2v l8u}v l9 . ~78!

The alternating part of the phase of the coefficients
Ta(v,h), i.e. the phase ofTR(v,h) equal to 0.5c r(v),
changes byp and, besides, the magnitude ofTa(v,h) in-
creases abruptly and atv5v l8 reaches the maximum

uTa~v l8 ,h!u'uTR~v l8 ,h!u'
2

u~N̂g!SRukRh
@1, ~79!

whereasuTa(v,h)u}1 outside the velocity range~78!. The
value ofuR(v,h)u is equal to unity independent ofv which is
consistent with the law of energy conservation. The latter
results in such an identity provided the vectorsji , jr obey
Eq. ~11!, see Appendix B.

Accounting for~75! and~76! one can represent the wave
field u(r ,t) in the crystal, which corresponds to the reflection
of the wavea5 i incident with a given amplitudeC, as
follows:

u~r ,t !'C$u0~r ,t !2TR~v,h!ul~r ,t !%, ~80!

where

u0~r ,t !5u0
B~r ,t !2

~D̂ ~1!!S*R

~D̂ ~1!!S* S
u0
S~r ,t ! ~81!

with

u0
B~r ,t !5ui~r ,t !1Brur~r ,t !,

~82!
u0
S~r ,t !5u2~r ,t !1BSu3~r ,t !

corresponds to the reflection from the free surface of the
crystal in the vicinity ofvR and

ul~r ,t !5 (
a5r ,2,3

ba8 ~v l ,h!ua~r ,t !, ~83!

whereba8 (v l ,h) are the partial amplitudes~73!, almost ex-
actly reproduces the leaky wave and entersu(r ,t) with co-
efficient TR(v,h) ~76! which exhibits the dependence of a
resonance type onv. Hence, a strong difference between, on
the one hand, reflection on the free surface as well as on the
interface crystal-thin layer outside interval~78! and, on the
other hand, reflection within region~78! can be interpreted as
a consequence of the resonance excitation of the leaky wave.

Note that the waveu0(r ,t) is an exact solution of the
reflection problem on the free surface atv5vR . It incorpo-
rates two-partial combinations,u0

B(r ,t) andu0
S(r ,t), both sat-

isfying the boundary conditions, see~20! and ~21!. In prin-
ciple any superposition ofu0

B(r ,t) andu0
S(r ,t) can be treated

as a solution of the reflection problem atv5vR but it is the
combination~81! which provides the continuity ofu0(r ,t) at
the point v5vR . It should be underlined that in spite of

u0
S(r ,t) describing the Rayleigh wave the reflection on the
free surface of the crystal atv5vR is not of a resonance type
and the modesa52,3 just play a role of so-called accompa-
nied surface vibrations as it takes place at an arbitraryv, see,
e.g., Ref. 16.

From physical reasons it follows that the interval of val-
ues ofkRh within which Eqs.~75! and~76! are applicable is
bounded from below by conditionv l9@vR9 , wherevR9 is the
imaginary component of the speed of the Rayleigh wave
which describes its dissipative attenuation. To allow for such
losses, it is possible to replace the real quantityvR by the
complex onevR5vR82 ivR9 in Eqs. ~75! and ~76!; note that
v l* in the numerator of R(v,h) becomes v l*5v l8
2 i (vR92v l9). Then it is seen in particular that because of the
absorption of surface vibrations the modulusuR(v,h)u can
have a deep narrow minimum and even vanish atv5v l8
provided v l95vR9 . Besides, withkRh decreasing, the reso-
nance magnitude of the coefficientsTa(v,h), uTa(v l8 ,h)u in-
creases not up to infinity but up to@ u(D̂ (1))S* Su/2vR9 #1/2 at
v l95vR9 and afterward it goes down to zero atkRh50. Ap-
parently, on the condition thatvR9@v l9 the resonance phe-
nomena do not show up.

III. CONCLUSION

The presence of a thin solid layer on the surface of an
anisotropic medium can result in the transformation of a
‘‘supersonic’’ Rayleigh wave, which exists on the free sur-
face of this medium in the absence of the coating, into a
leaky wave. Then in the sagittal plane of such a Rayleigh
solution a narrow interval of angles of incidence emerges in
which the phase of the reflection coefficient changes
abruptly. Moreover, reflection is accompanied by excitation
of surface vibrations with amplitudes greatly exceeding the
amplitude of the incident wave. The phenomenon appears to
be of a resonance nature and is related to the excitation of a
leaky intrinsic solution in the crystal–layer structure. The
resonant value of the angle of incidence is found from the
condition of the equality of the trace speed of the incident
wave to the real partv l8 of the leaky wave speedv l . The
width of the resonance interval of the angles of incidence is
determined by the value of the imaginary partv l9 of v l , v l9
being small as long as (kRh)

2 is small. WithkRh diminish-
ing, the resonance peculiarities of the coefficients of mode
conversion become more pronounced but the range of per-
missible values ofkRh is bounded from below by the dissi-
pative damping of surface modes. At the same time, weak
dissipation results in additional features in the behavior of
the coefficients of mode conversion.

Similar resonance effects can also occur on the free sur-
face of the anisotropic media, providing the plane of inci-
dence is deflected from the sagittal plane of the Rayleigh
wave.13,17The leaky wave arises due to the coupling between
inhomogeneous and bulk modes brought about by the char-
acteristic anisotropy of the crystal as long as the angle of
deviation is small. Besides, one should mention a well-
known situation, which is the reflection of a sound wave
incident on an interface liquid–solid from the liquid at the
so-called Rayleigh angle, see, e.g., Refs. 1 and 18. However,
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the latter is not a complete analog because in this case sur-
face vibrations cannot be excited with amplitudes much
greater than the amplitude of the incident wave due to the
requirement of continuity of the normal components of the
displacements and the law of energy conservation.

Expressions deduced in the present paper allow one to
find the leaky wave speed with accuracy (kRh)

2 in terms of
parameters of the modes in the crystal and elastic moduli of
the coating. Their employment becomes especially conve-
nient for ‘‘symmetric’’ Rayleigh waves in crystals of sym-
metry m3m, 432, m3, 6mm, 6/m, 4/mmm, 4/m, mmm,
since then there are fairly concise analytical expressions for
all involved physical quantities. At the same time the leakage
appears only if the layer is elastically anisotropic and ori-
ented ‘‘non-symmetrically.’’ If the plane of symmetry of the
layer coincides with the sagittal plane of the Rayleigh wave,
the latter remains purely localized solution but now its phase
speed turns out to be frequency dependent. Equation~65!
enables one to find then the surface wave speed to within
second-order corrections. As to ‘‘supersonic’’ Rayleigh
waves of the generic type, generally they should transform
into leaky waves in the presence of an arbitrary coating.

The dependence of the resonant angle of incidence on
frequency allows one to control the effect by varying the
frequency of the incident wave. In particular an acoustic
pulse incident on the interface can suffer a significant distor-
tion. The peculiarities of the coefficients of mode conversion
result also in strong nonspecular reflection of an acoustic
bounded beam. Under resonance conditions there emerges a
lateral shift of the reflected beam over a distance of the same
order as its width accompanied by considerable distortion of
the shape and by a specific distribution of the amplitude of
the wave field on the surface.18–20Meanwhile the fact that in
practice one always deals not with plane waves but with
acoustic bounded beams implies one more constraint on the
values ofkRh. It is simple to understand that the relative
width of the resonance interval,v l9/v l8 , should not be much
smaller than the angle of divergence of the incident beam,
i.e., than 1/kRW, whereW is the beam width. Otherwise the
wave will not ‘‘feel’’ the peculiarities of the coefficients of
mode conversion, since then only a small portion of the
peckium of incident plane waves is discovered to be under
resonance conditions.
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APPENDIX A

Let us prove that matricesD̂ (n) ~25! are real. As the
complex eigenvectors of matrixN̂ ~7! occur in complex con-
jugate pairs, by Eq.~24! D̂ (n)ja5D̂ (n)* ja for any of the six
vectorsja . Let D̂

(n) Þ D̂ (n)* . Multiplying both sides of Eq.
~12! by D̂ (n)2D̂ (n)* yields thenÔ5D̂ (n)2D̂ (n)* ; hereÔ is
the 636 zero matrix. Hence,D̂ (n)5D̂ (n)* .

Consider a number of properties of matricesD̂ (1) and
D̂ (2). In view of ~11! these matrices obey the equalities

~ T̂D̂ ~1!! t52T̂D̂ ~1!, ~ T̂D̂ ~2!! t1T̂D̂ ~2!5T̂$D̂ ~1!%2. ~A1!

The symbol $D̂ (1)%2 designates the square of the matrix
D̂ (1). Applying the perturbation theory to the eigenvalue
problem~6! results in the following expressions for the con-
tractions (D̂ (1))ab , (D̂

(2))ab :

~D̂ ~1!!ab52rv
AaAb

pa2pb
, bÞa, ~D̂ ~1!!aa50; ~A2!

~D̂ ~2!!ab5
2rv

pa2pb
H(

g
AaAg~D̂ ~1!!gb2Ab

2~D̂ ~1!!abJ
1

~D̂ ~1!!ab

v
, bÞa,

~A3!

~D̂ ~2!!aa520.5(
g

~D̂ ~1!!ag
2 .

By virtue of ~A2! and~30! the contraction (D̂ (1))S* S takes on
the form

~D̂ ~1!!S* S52rvRH uA2u2

p2*2p2
1

uA3u2

p3*2p3
1BSF A2*A3

p2*2p3

2
A3*A2

p3*2p2
G J . ~A4!

On the other hand, Eq.~A4! can be written as

~D̂ ~1!!S* S52
2rv

i E
0

`

uA2e
ikp2x21BSA3e

ikp3x2u2 dx2 ,

~A5!

where it is seen that (D̂ (1))S* S is a purely imaginary quan-
tity, its imaginary part being positive definite,

@~D̂ ~1!!S* S#*52~D̂ ~1!!S* S , ~A6!

Im@~D̂ ~1!!S* S#5
~D̂ ~1!!S* S

i
.0.

One can make use of Eqs.~24! and~14!–~23! to find the fist
derivatives of functionsda(v) ~23! at v5vR ,

]di
]vR

5d2~vR!~D̂ ~1!!SR, ~A7!

]da

]vR
5da~vR!$BS@~D̂

~1!!2* 3*2~D̂ ~1!!23#

2Br~D̂
~1!! ir %, a52,3. ~A8!

In deriving Eq.~55! it is necessary to compute the values of
the functionsbr(v)/ f R(v), dr(v)/ f R(v), anddr* (v)/ f R(v) at
v5vR . Sincebr(vR)5dr(vR)5 f R(vR)50, due to Eqs.~A7!
and ~27! and the relation]br /]vR5Br] f R /]vR we obtain

290 290J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 A. N. Darinskii: Leaky waves and the elastic wave resonance



br~vR!

f R~vR!
5Br ,

di~vR!

f R~vR!
5
d2~vR!

d2* ~vR!

~D̂ ~1!!SR

~D̂ ~1!!S* S
,

~A9!

di* ~vR!

f R~vR!
5

~D̂ ~1!!S*R

~D̂ ~1!!S* S
.

Let us write out an expression for the derivative
]J/]vR the vectorJ(v)5d2(v)j2(v)1d3(v)j3(v). Taking
into account~A8! and the relationJ(vR)5d2(vR)S yields
]J/]vR5(]d2 /]vR)S1d2(vR)D̂

(1)S. Then, employing Eqs.
~A8! and ~7!, ~30!, ~A1!, one can represent the derivative
] f 1 /]vR of the functionf 1(v) in ~50! as follows:

] f 1
]vR

5
]d2*

]vR
~N̂~ f !!S* S1d2* ~vR!$~N̂~ f !D̂ ~1!!S* S

1~N̂~ f !D̂ ~1!!SS*22r~ f !vRuASu2%. ~A10!

APPENDIX B

Here we prove thatbr8(v l* ,h)50. To this end we intro-

duce vectorsja8 ~39! and ja95eikhN̂
( f )

ja , a5 i ,r ,2,3,5,6. It
follows from ~12! that

(
a5 i ,r ,2,3,5,6

ja8 ^ T̂ja95S Î Ô

Ô Î
D ~B1!

and, hence, identity~13! is replaced by

(
a5 i ,r ,2,3,5,6

La8 ^La95Ô, ~B2!

whereLa9 is the traction part of the vectorja9 . Due to ~14!
and ~15! for real v

~La9 !*5La138 , ~La8 !*5La139 , a52,3,
~B3!

~L i8!*5L i9 , ~L r8!*52L r9 .

Multiplying ~B2! by the vectorL r83L38 from the left we ob-
tain atv5v l

(
a5 i ,5,6

@L r8L38La8 #La950. ~B4!

Since @L r8L38La8 #, a55,6, at kRh50, v5vR are equal to
2da* (vR), a52,3, Eq.~23!, and accordingly do not vanish,
by virtue of the continuity of the vectorsLa8 as functions of
kRh and v, these determinants cannot turn into zero at
v5v l which slightly differs fromvR as long askRh is small.
ThereforeLa9 , a5 i ,5,6, are linearly dependent atv5v l and
then, by~B3!, the vectorsLa8 , a5 i ,2,3, fall into linear de-
pendence atv5v l* , i.e. v l* is a root of the equation
br8(v,h)50. Note that in fact@L r8L38L i8# in ~B4! cannot also
be equal to zero ifv l is known to be complex. One can show
that its vanishing would entail the value ofv l be real and
then v l would correspond not to a leaky but to a purely
localized interfacial wave.

Consider thatv is real. We can multiply~B2! from the
left by the vectorL283L38 and from the right byL593L69 to
obtain

@L r8L28L38#@L r9L59L69#1@L i8L28L38#@L i9L59L69#50. ~B5!

Accounting for~B3!, ~41!, and~42! we conclude that

ubi8~v,h!u5ubr8~v,h!u ~B6!

and, hence, the magnitude of the coefficient of reflection is
identically equal to unity. The same takes place on the me-
chanically free surface.13 It is of interest to note that~B6!
also follows from the law of energy conservation. Indeed, the
time averaged normal componentEna of the energy flux of a
bulk mode with amplitudeba8 is expressed in terms of vec-
tors ~8! asEna52vkuba8 u2jaT̂ja* /4. Due to Eqs.~11! and
~15! the equalityEni1Enr50 yields relation~B6!.
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This paper presents a theoretical investigation of the generation of Lamb waves inside an immersed
plate by complex harmonic inhomogeneous plane waves. Whereas free modes of a fluid-loaded
plate are classically assumed to be formed by inhomogeneous plane waves with real frequency
~leaky waves!, the nature of Lamb waves is searched in this study in terms of combinations of
transient inhomogeneous plane waves characterized by a complex slowness vector and a complex
frequency. It is shown that dispersion curves of transient Lamb waves~only the frequency is
complex! can be very different from the dispersion curves of permanent leaky waves~only the
slowness is complex!, especially for theA0 andS0 modes for which there exists a cut-off frequency
beyond which these modes do not exist. In the general case, when both the frequency and the
slowness are complex, connections between modes clearly appear from the calculation of dispersion
curves. ©1997 Acoustical Society of America.@S0001-4966~97!03006-3#

PACS numbers: 43.35.Cg@HEB#

INTRODUCTION

Study of guided elastic waves in layered media is of
fundamental importance in many areas. The associated basic
problem is the plate in vacuum, first inspected by Lamb.1

Free modes are then characterized by the dispersion curves
relating phase velocity of waves within the plate to the fre-
quency. In such a case, the solutions deriving from the reso-
lution of the dispersion equation are real. However, for a
plate bounded by media on both sides, the dispersion equa-
tion generally exhibits complex solutions.

Free-modes properties of fluid-loaded plates have been
studied theoretically in terms of plane waves2–4 and also in
the context of reflection and transmission of bounded
beams.5–7 In those problems, frequency is assumed to be real
and wave number to be complex. Resolution of the disper-
sion equation requires Lamb modes to be a combination of
inhomogeneous plane waves. Consequently, the Lamb waves
inside a fluid-loaded plate are necessarily generated by an
inhomogeneous plane wave if the frequency is real. For an
inhomogeneous plane wave incident on an immersed plate,
the reflection and transmission coefficients are then infinite
for the conditions of Lamb wave generation.7,8 In acoustics,
most investigations on Lamb waves have been carried out
considering real frequency and complex wave number, in
order to account for attenuating wave modes during their
propagation. This decision was often taken in accordance
with specific ultrasonics applications9 inherent in a space
leakage of energy. A good review and ample references to
this choice and generally to the literature on Lamb waves
may be found in Ref. 10.

In a general way, Lamb wave generation is not only due
to spatial effects. In geophysics many problems are related to
excitation of free modes in stratified waveguides owing to a
point-source explosion. In this case, leaky modes can be also
transient modes because of the shortness of the source. Then
two approaches have been considered on the structure of

plane waves forming free modes11–13 according to whether
spatial or time effects must be investigated. On the one hand,
when attenuation of leaky modes is seen as a function of
distance of propagation, the velocity is assumed to be com-
plex and the frequency to be real. On the other hand, when
interest is focused on time solution rather than on space,
complex frequency must be considered even though the ve-
locity is real. This is a transient approach in the time domain
of the problem of free modes propagation in waveguides.
Those transient states have been studied in detail by Burvingt
et al.14,15 for the acoustic responses backscattered by cylin-
ders.

In acoustics it seems that particular attention has been
paid to the spatial problem whereas the time problem has not
been treated in detail, in terms of propagating plane waves.
The purpose of this paper is then to analyze all the different
physical natures of Lamb waves that can propagate along
immersed plates by finding the solutions of the dispersion
equation of Lamb waves for inhomogeneous plane waves
with complex frequency.

First the structure of the inhomogeneous plane wave
with complex frequency, which is the most general represen-
tation of a plane wave, is presented within the context of
propagation in an infinite medium. Next the dispersion equa-
tions of Lamb waves are analyzed in terms of homogeneous
plane waves with complex frequency. The dispersion curves
are calculated and the structure of this type of Lamb waves is
discussed. Particular attention will be paid to theA0 andS0
modes for which the behavior of their dispersion curves is
absolutely different from the case of a plate in vacuum. Af-
terward, the most general Lamb waves are presented. Then
both the slowness vector and the frequency are assumed to
be complex, which includes space and time phenomena at
the same time. Finally, influence of the fluid loading on dis-
persion curve is inspected when the Lamb modes are tran-
sient.
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I. THE COMPLEX HARMONIC INHOMOGENEOUS
PLANE WAVE

The solution of the linear wave equation for an absorb-
ing solid is searched for the complex harmonic inhomoge-
neous plane wave. This more general plane wave is defined,
at any point spaceM , and timet by the following acoustic
displacement:16–20

d5Re$* a*P exp i ~*vt2*K–M !%. ~1!

In the above expression,* a is the complex amplitude,
*K5K 82iK 9 denotes the complex wave vector that is the
so-called wave bivector,21 *P represents the normalized po-
larization vector, and*v5v81 iv9 is the complex angular
frequency. The notation Re$ % stands for the real part. The
superscript indexes* on the left-hand side indicate that the
quantities are complex. All the others parameters will be
real.

The propagation vector is notedK 8 and the attenuation
~or damping! vector is represented byK 9. The real positive
scalarv8 stands for the angular frequency. The parameterv9
is the extinction coefficient~with v9.0! or the switching on
of the source coefficient~with v9,0!. This coefficient de-
scribes the time dependent exponentially transient part of the
wave.

In a recent paper,20 for complex harmonic inhomoge-
neous plane waves, it was shown that it is necessary to dif-
ferentiate both the slowness and the wave bivectors. As a
matter of fact, the energy velocity of these waves is oriented
following the real part of the slowness bivector*S, which is
really the propagation direction of these waves, while the
real part of the wave bivector*K does not always represent
this direction. These two bivectors are related by

*K5*v*S, ~2!

where*S5S82 iS9.
Although the computation of Lamb wave dispersion

curves does not make use of any assumption about media,
for simplicity they are assumed to be nonabsorbing. The dis-
persion equation for an infinite medium is then given by the
following relation:

*S–*S5S2, ~3!

whereS5c0
21 in which c0 is the homogeneous wave veloc-

ity for an ideal medium.
From a given slowness bivector*S, the real and imagi-

nary parts of*K are expressed, respectively, by

K 85v8S81v9S9, ~4!

K 95v8S92v9S8. ~5!

Let us now give more details concerning the complex slow-
ness vector*S. Figure 1 shows the relation between*S and
*K for nonabsorbing medium. The solid and dashed lines
correspond to the complex wave vector associated tov9,0
andv9.0, respectively. Notice that for nonabsorbing media
@cf. Eq. ~3!# the vectorS9 is, if it is nonzero, necessarily
orthogonal to the vectorS8. Depending on the complex fre-
quency, the damping and propagation vectors,K 9 and K 8,
are not necessarily orthogonal. For transient plane waves, the

relative directions of these two vectors are not directly re-
lated to the wave structural behavior. Indeed, for real har-
monic plane waves, i.e.,v950, S8 andS9 are, respectively,
colinear toK 8 andK 9. A more detailed discussion regarding
this result should be found in Refs. 21 and 22.

II. DISPERSION EQUATION OF LAMB WAVES

It is the purpose of this chapter to write briefly the dis-
persion equation of Lamb waves. Consider an inhomoge-
neous complex harmonic plane wave incident on an im-
mersed solid layer. Suppose that the solid is an isotropic
medium. Consequently, there is no loss of generality in as-
suming all vectors to be expressed in the two-dimensional
coordinate system~x,y!. The y axis is normal to the inter-
faces, which are located aty56d/2, where d is the thick-
ness of the plate.

The characteristic equation for the vibrations of a plate
in vacuum, which can be solved for the dispersion curves of
the phase velocities of the Lamb modesAn andSn , is given
in textbooks such as Ref. 23. For the more general case of a
plate immersed in a fluid, it is given by the transcendental
equation of the implicit form:24

S~*v,*Sx!A~*v,*Sx!50, ~6!

with

S~*v,*Sx!54*Sx
2*w*c cotan~*v*wh!

1~ST
222*Sx

2!2 cotan~*v*ch!1 i * t, ~7!

where

*c5ASL22*Sx
2, *w5AST22*Sx

2,

* t5
r f*cST

4

rs*Siy
, and h5

d

2
.

The functionA(*v,*Sx) originates fromS(*v,*Sx) by re-
placing every cotan by tan and by changing the sign of*t.
The variablesr f andrs represent the densities of fluid and
solid, respectively. The dispersion equations of each longitu-
dinal (n5L) and transversal (n5T) modes in the plate and
of each wave in the fluid (n5 i ) are such that*Sn•*Sn
5Sn

25cn
22, wherecL andcT are the elastic-wave velocities

in the solid andci is the bulk wave velocity in the fluid. The
quantity *Sx stands for thex component of the complex
slowness vector of each wave, in agreement with the gener-

FIG. 1. Relation between the bivectors*S and *K for nonabsorbing me-
dium: v9,0 ~solid lines!; v9.0 ~dashed lines!.
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alized Snell’s laws.25 These laws are given by:*vn5*v and
*Sxn5*Sx , for n5L,T,i , and consequently*Siy

2 5ci
22

2*Sx
2.
Solving the characteristic equation~6! is complicated

and generally requires numerical analysis. The solutions
classically give the symmetric and antisymmertric modes
for, respectively,S(*v,*Sx)50 andA(*v,*Sx)50. Note
that owing to the fluid coupling the resulting solutions are
complex. As a consequence, this equation can be satisfied
either if the incident wave is inhomogeneous and harmonic
~only *Sx is complex! or if it is transient and homogeneous
~only *v is complex! or if, of course, it is transient and
inhomogeneous.

The interest of the formulation~2! lies in the fact that
both the frequency and the slowness are two independent
quantities, contrary to*v and*K . Accordingly, the solutions
for *Sx cannota priori provide the solutions for*v, andvice
versa. Thus there exists an infinite number of dispersion
curves for a fixedAn ~or Sn! mode. It is then immediately
apparent that the problem can be solved by two different
approaches. On the one hand, by setting the frequency, one
can search the slowness, on the other hand, by setting the
slowness the solution may be obtained for frequency. In
view of these results it is made clear that the way for obtain-
ing the dispersion curves of Lamb waves has an important
physical consequence that will be explored fully in the re-
mainder of this paper.

III. RESULTS AND DISCUSSION

This chapter reports numerical results for the prediction
of the dispersion curves for plate waves. From a theoretical
point of view, any point on the dispersion curves represents
conditions of complex frequency and complex slowness
couples for which the characteristic equation yields a zero
value. From a numerical point of view, such a point is found
by using a Newton–Raphson method that simultaneously
provides a good value of zeros of the dispersion equation and
a robust search algorithm.

The characteristics of the material and the fluid are cho-
sen as:ci51.5 mm/ms, cL56.37 mm/ms, cT53.1 mm/ms,
r f51, andrs52.8. The corresponding Rayleigh wave ve-
locity is cR52.908 mm/ms for a fluid/solid interface and
cR52.896 mm/ms for a vacuum/solid interface. This veloc-
ity difference is due to the attenuation along the interface
issued from the leakage.

As pointed out above, the transcendental equation~6! for
any fixed values of the complex frequency*v ~or complex
slowness*Sx! yields an infinite number of solutions for the
complex slowness*Sx ~or complex frequency*v!. In other
words, by changing, for instance, the complex slowness,
there exists an infinite number of each givenSn and An

modes.
With loss of generality, both the complex frequency and

the slownessx component can be associated to an incident
inhomogeneous plane wave with complex frequency. It is
then immediately apparent that both the reflection and refrac-
tion coefficients tend to infinity simultaneously, revealing the
generation of leaky Lamb waves.7,8,26This link, although not

absolutely necessary, is made to orient further discussions on
the specific case of the generation of a Lamb wave by an
acoustic beam incident on a plate, without loss of generality
on the dispersion curves presented. To fix ideas, three typical
situations are analyzed in comparison with the usual case.
First, the incident wave is assumed to be homogeneous
(*Sx is real! and the solutions are searched for complex fre-
quencies*v. Second, the spatial incident field is a fixed in-
homogenous wave~*Sx is complex! and the generation of
dispersion curves is otained for complex frequencies*v. Fi-
nally, the incident wave is a fixed transient wave~v9/v8 is
constant! and the solutions are, in this case, searched in terms
of complex slowness*Sx . In what follows, calculations are
limited to Lamb wave velocities greater than the sound ve-
locity in water. Stoneley waves are therefore not inspected.

The velocitiesV5@Re$*Sx%#
21 of the full set of Lamb

modes are plotted versus the product real frequency thick-
nessf d5(v8/2p)d. Depending on the incident wave, either
the dimensionless factorV5v9/v8 or the dimensionless fac-
tor S56uSi9u/uSi8u, which correspond to the imaginary part
of solutions, is plotted versus the productf d as well. The
choice of the sign ofS is such that, forS.0, the damping
vectorS9 of the incident wave is oriented toward the inter-
face and forS,0 the reverse.

In order to compare with the classical dispersion
curves,3 the results obtained by searching the complex slow-
ness*Sx with a real frequency are shown in Fig. 2~a!. From
these curves, it can be drawn that the fluid loading does not
sensibly affect the shape of the curves. For instance, the two
S0 andA0 modes exist at all frequencies and, at very high
frequency, their phase velocities converge towards the leaky

FIG. 2. Dispersion curves for complex slowness solutions*Sx . ~a! Anti-
symmetric modes~solid lines!; symmetric modes~dashed lines!. ~b! Asso-
ciated incident plane wave for Lamb modes with real frequency.

294 294J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 O. Poncelet and M. Deschamps: Lamb waves generated by plane waves



Rayleigh wave velocity. The full set of the Lamb modes are
leaky waves, for which the amplitude decreases when they
propagate along the plate.4 The incident wave associated is
then such that bothx components ofSi8 andSi9 have the same
sign and consequentlyK i8 andK i9 , see Fig. 2~b!. This result
is in agreement with the classical Lamb wave solution~see,
for example, Refs. 4 and 5!. Owing to the nature of the
incident wave, the following results presented in this paper
will be different.

A. Incident homogeneous plane wave with complex
frequency

In the first instance, the solutions are searched in terms
of complex frequencies and the slowness*Sx is assume to be
real. There are some new observations that can be drawn by
comparing Figs. 2 and 3.

Beyond the evident difference due to the different nature
of the incident wave, it is made clear that the Lamb wave

dispersion curves are different when the solutions are
searched for complex frequencies or for complex slownesses.
The greater the angle of incidence is, the greater the differ-
ence between both approaches. Accordingly, the largest dif-
ferences are visible on bothS0 and A0 modes and on the
other modes in the vicinity of the shear velocity. On the
other hand, the dispersion curves ofAn andSn modes, for
nÞ0, are not strongly affected, except close to the shear
velocity.

Another interesting result is the observation of the limit
behavior of the velocity of these two modes. In fact, these
velocities do not tend to the Rayleigh wave velocity as the
frequency increases. Mathematically, for large values of the
real frequency the transcendental equation~6! tends to the
Rayleigh equation.3 For the fluid–solid interface, it is well
known that only complex solutions*Sx satisfy this equation.
Setting *Sx strictly real and searching complex frequency
solutions for Lamb waves, logically these solutions cannot
tend to the Rayleigh wave solution. This is because the Ray-
leigh wave generation at a plane interface is a purely spatial
phenomenon. However, when searching complex solutions
*Sx the velocities of theS0 andA0 modes tend to the Ray-
leigh wave velocity as the frequency increases; refer to Fig.
2. Consequently, if the value of the complex slowness com-
ponent*Sx of the incident wave corresponds approximately
to the condition of Rayleigh wave generation, the solutions
exhibit this asymptotic behavior for large real values of the
complex frequency, as will be seen later on~see Figs. 7 and
8!.

The major consequence is that, for incident homoge-
neous plane waves, there exists a cut-off frequency beyond
which theS0 andA0 modes disappear simultaneously. More-
over, in contrast to the case of the evanescent plane wave
incident ~cf. Fig. 2! theA0 mode exists for velocities larger
than the Rayleigh wave velocity and lower than the shear
wave velocity. Similarly, theS0 mode can be excited with
velocities lower than that of the Rayleigh wave. The differ-
ent behavior of the solutions searched for complex frequen-
cies or complex slownesses shows the nonduality between
time and space.

In addition to these remarks, it should be mentioned that
the dispersion curves for complex frequencies correspond
very well to the minima of the reflection coefficient calcu-
lated for an incident harmonic homogeneous plane wave, in
contrast to the dispersion curves calculated for the solutions
with complex slownesses. A detailed discussion concerning
the difference between the reflection coefficients and the dis-
persion curves of Lamb waves for immersed layers is pre-
sented in Ref. 27. From this point of view, since no sensible
difference is visible, the use of complex frequencies is con-
siderably more attractive.

We now turn our attention to the limit behavior of the
A0 mode, as illustrated by Fig. 4. Numerically, it can be
observed that this mode tends sinusoidally to the shear ve-
locity with a quasi-period which tends to zero as the limit is
reached. It seems therefore that the solution exhibits the
same behavior as the function sin(1/x) whenx tends to zero.

At this stage it is instructive to examine in detail the
structure of the incident waves that generate the Lamb

FIG. 3. Dispersion curves for complex frequency solutions*v: antisymmet-
ric modes~solid lines!; symmetric modes~dashed lines!. ~a! Real partf d.
~b! Imaginary partV. ~c! Imaginary partV for theS0 andA0 modes only.
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modes. To this end, let us inspect the imaginary part of the
solutions. The resulting Lamb waves are issued from two
types of source. Apart from theA0 mode~V,0!, the enve-
lope of the incident waveform decreases exponentially with
time in accordance withV.0. The associated wave bivector
is shown in Fig. 5~a!, where, in agreement with Eq.~2!, it
can be seen that the wave amplitude increases exponentially
with increasing distance in the propagation directionK 8. At
first sight this result seems surprising but it must be remem-
bered that the damping vectorK i9 is, in this case, given by
K i952v9Si8 . Hence, the amplitude increase corresponds
only to a time effect. An opposite behavior, i.e., temporal
increase and spatial decay, is observed for theA0 since
V,0; see Fig. 5~b!. Particular attention will be then focused
on this mode.

In addition, it is important to note that although the
imaginaryx componentKx9 of the wave bivector is nonzero,
the Lamb wave generated is not a leaky Lamb wave, in the
sense that its amplitude does not decrease along the plate

when following its propagation. This comes from the fact
that the imaginaryx componentSx9 of the slowness bivector
is always zero, which was not the case for the wave shown in
Fig. 2~b!. This amplitude decay cannot then be associated to
spatial re-emission of these Lamb waves. Here is an example
of the nonduality between time and space for the inhomoge-
neous plane wave with complex frequency. On the contrary,
for an elastic plate in vacuum since the solutions of Lamb
waves are real the time approach and the space approach are
dual.

In the resonance scattering theory~RST!24,28 the fre-
quency resonances of sound reflection and transmission from
a fluid-loaded elastic plate are defined by a frequency posi-
tion and a width. Even if in the RST the frequency width of
resonance can be related to the time exponential decay of the
final transient state of the back scattered signal, it seems to
be incorrect to physically link up this width with a spatial
leakage of energy of Lamb waves during their propagation.
However, from a numerical point of view, subject to some
hypotheses, there exists relationships between time and
space decays associated to the resonances.29 From a physical
point of view, it is made clear from the present study that
care must be exercised in the interpretation of the link be-
tween a frequency resonance and the spatial re-emission of
the associated Lamb wave. In other words, the damping vec-
tor K 9 cannot be, at the same time, issued fromS9 and from
v9.

In this context the question naturally arises as to what is
the signification of different solutions of eachAn and Sn
modes. The answer appears when remarking that the Lamb
waves can be generated in immersed plate only by spatial or
temporal limited beams. For any experimental situations, i.e.,
any transducer apertures~symbolized bySx9! or any time de-
pendence of the source~described byv9!, it is then not sur-
prising that different possibilities exist to generate these
waves. Accordingly, there is no difficulty in interpreting
these different dispersion curves of Lamb waves, so long as
the physical meaning of the evanescent plane wave with
complex frequency is kept clearly in mind. In other words, in
the same manner that bounded beam effects can generate
Lamb waves,6,7 temporal limited sources may contribute to
excite these waves,11 which, of course, exhibit in such a
circumstance different dispersion curves.

B. Incident inhomogeneous plane wave with complex
frequency

It should be emphasized that between these two limit
cases, corresponding to harmonic inhomogeneous plane
waves or transient homogeneous plane waves, there exists an
infinite amount of Lamb wave dispersion curves. All that
remains to be done is then to investigate the network of the
solutions for some specific modes when the spatial form of
the excitation has been fixed~as seen on the intermediate
situations presented in Figs. 7 and 8!.

Before turning to an investigation of an incident evanes-
cent plane wave, let us attempt to obtain an exact idea as to
the number of the solutions below the shear velocity for the
case presented in Fig. 3 where the incident wave is assumed
to be homogeneous. In this area, both the shear and the lon-

FIG. 4. Dispersion curve for complex frequency solutions*v: limit behav-
iour of theA0 mode near the shear velocity.

FIG. 5. Relation between the bivectors*Si and*K i for different solutions
V. ~a! V.0. ~b! V,0.
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gitudinal waves within the plate are evanescent surface
waves and the functionsS(*v,*Sx) and A(*v,*Sx) are
quasi-periodic in terms ofv9 since *c and *w are purely
imaginary. As a result, in addition to theS0 andA0 modes
there exists in fact an infinity of other modes identified by
S0
n andA0

n , for which the real frequency isalmostthe same
as for theS0 andA0 modes. Figure 6 shows the dispersion
curves of these additional modes for the anti symmetric
cases. For convenience, the imaginary part of the solution is
not plotted. To label it the sign ofn is chosen identical to the
sign ofV andn50 corresponds to the lowest absolute value
of V. Note that the greater value ofn corresponds to the
greater imaginary part of frequency. Consequently, these ad-
ditional modes will be particularly difficult to excite.

Return now to the problem of incident evanescent plane
waves characterized by the relative heterogeneity coefficient
S56uSi9u/uSi8u. The solutions are searched for complex fre-
quencies. Comparisons between homogeneous and inhomo-
geneous incident waves reveal that the Lamb wave number-
ing does not hold good for inhomogeneous incident waves,
as outlined in Figs. 7 and 8.

Let us first of all inspect the example illustrated in Fig.
7~a!. It is clear that the mode, classically labeledS3 for ho-
mogeneous waves with complex frequency~or inhomoge-
neous with real frequency!, becomes theS0 mode, as the
Lamb wave velocities decrease. TheS1 mode is transformed
in theS0

1 mode. Similar and more complex connections can
be visible on the other modes. For instance, theS4 mode
becomes theS3 mode to finally finish as theS0

3 mode beyond
the Rayleigh velocity. The same relation subsists between
(S7 ,S6 ,S0

6), between (S8 ,S7 ,S0
7). Examination of bothS6

andS9 modes reveals other kinds of properties. Starting from
specific modes they vary continuously, without following a
particular classic dispersion curve, to solutions with a nega-
tive real part of the frequency. In this area these modes are
connected to the periodic additional modes presented in Fig.
6 that exist also for negative frequencies.

These paths depend, of course, on the heterogeneity of
the incident wave. For a different value of this, the mode
connection can be different. For instance, the link between
theS7 andS6 modes previously observed does not hold for a
negative relative heterogeneity coefficientS, as shown in
Fig. 7~b!.

Comparison of symmetric and antisymmetric dispersion

FIG. 7. Dispersion curves of the symmetric modes for complex frequency
solutions*v: inhomogeneous incident plane wave~solid lines!; homoge-
neous incident plane wave~dashed lines!. ~a! S52/331023. ~b! S
522/331023.

FIG. 8. Dispersion curves of the antisymmetric modes for complex fre-
quency solutions*v: inhomogeneous incident plane wave~solid lines!; ho-
mogeneous incident plane wave~dashed lines!. ~a! S52/331023. ~b! S
522/331023.

FIG. 6. Dispersion curves for complex frequency solutions*v when*Sx is
real. Multisolutions of theA0 mode.
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curves indicates that no special dependence exists between
both sets of connections for an identical incident wave. As an
example, theS3 mode and theA3 mode are differently trans-
formed; compare Figs. 7 and 8.

Moreover from a general point of view, theS0 mode
does not tend, as usual, to the limit velocity of the nondis-
persive mode issued from plane stress boundary conditions,
i.e., v* d→0. This is consistent with the fact that this limit
velocity is real. From a zeroth-order approximation of Eq.
~6!, it is easy to show that the solution ofA(0,*Sx)
5A(0,Sx)50, in terms of slowness, is purely real. In a
sense, the complex solutions cannot tend to a limit which is
real. Similar properties have previously been observed on the
Rayleigh wave velocity, which was not attained as expected.

For brevity the imaginary parts of solutions are not sys-
tematically plotted. For inspection purpose the observation
are only reported in Fig. 9 for theS0 andA0 modes. Let us
examine the sign of the relative parameterV. If for a homo-
geneous incident wave this parameter is systematically posi-
tive for all modes, except for theA0 mode for which it is
negative, for an inhomogeneous incident wave, depending on
the value of the heterogeneityS and on the angle of inci-
dence, this parameter may be either positive or negative. Ac-
cordingly, the corresponding bivectors*Si and *K i of the
incident wave, are visualized graphically in Fig. 10, for four
different situations which can exist. As a matter of fact, de-
pending on relative values between the heterogeneityS and
the parameterV the full set of Lamb waves can be one of
them. At the first sight, these solutions seem to be not all
physically acceptable. First, the phase velocity direction can
change considerably for different complex frequencies, and
consequently, the generated wave inside the plate. Second,
since for S,0 the energy of the incident wave increases
toward the interface. Nevertheless, it has been shown in Ref.
20 that the energy velocity of the inhomogeneous plane wave
with a complex frequency is not oriented following the phase
velocity direction but always following the real slowness di-
rection. On the other hand, for both positive and negative
heterogeneities, for real frequencies, a very good agreement
between the theoretically calculated coefficients of the plate
and the measurements has been obtained in Refs. 25 and 26.

C. Incident inhomogeneous plane wave with complex
frequency: Solution for complex slownesses

An investigation of complex slowness search at various
fixed complex frequencies is now conducted. Particular at-
tention is paid on theA0 andS0 modes for which peculiar
behaviors of their dispersion curves has been already ob-
served.

For a fixed transient incident wave~i.e., V fixed!, the
dispersion equation is solved for*Sx . Figures 11 and 12
show the real and imaginary parts of complex slowness ver-
sus real frequency~productf d!. Concerning theA0 mode, as
the frequency increases, both the real and imaginary parts of
slowness tend to the values corresponding to the complex
Rayleigh wave velocity predicted by the theory when two
semi-infinite media are considered~see Fig. 11!. Moreover it
can be observed that, depending on the value ofV, the dis-
persion curves can be quite different from each other at low
frequency, however they have the same shape.

As regards the symmetric mode, it seems that the trajec-
tory of theS0 mode, defined forV50 ~long-dashed line in
Fig. 12!, can be followed by two different modes having the
sameV. For instance, let us inspect this forV520.2. First,
at low frequencies, this trajectory is followed by a mode
which finally tends to constant values of velocity andS.
Second, at higher frequencies, it is another mode that de-
scribes the end of this trajectory up to the Rayleigh wave
properties. Depending on the imaginary partV of the com-
plex frequency, this path can be more or less well-described,
see the curves forV510.2. From a general point of view, it
is noticeable that these two different branches exist only
above a limit value of the imaginary part of the complex
frequency and that analysis of the solution becomes difficult
when all the variables are complex.

FIG. 9. Imaginary partV of theS0 andA0 modes for the cases presented in
Figs. 7 and 8:S50 ~solid lines!; S522/331023 ~dotted lines!; S52/3
31023 ~dashed lines!; thick line A0 ; thin line S0 .

FIG. 10. Relation between the bivectors*Si and *K i for different hetero-
geneitiesS. ~a! S.0. ~b! S,0. V,0 ~solid lines!; V.0 ~dashed lines!.

298 298J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 O. Poncelet and M. Deschamps: Lamb waves generated by plane waves



D. Influence of the fluid density

Before closing this section, a final set of predictions
shows the influence of the fluid density on the dispersion
curves. The interest is more specifically focused on theA0

mode, since as has already been seen the effects under inves-
tigation are greater for this mode that usually exists at low
frequencies.

Considering a homogeneous incident plane wave, the
dispersion equation is solved for complex frequencies~Fig.
13!. As pointed out before, the dispersion curve of theA0

mode does not tend to the Rayleigh wave velocity at high
frequencies which is the main consequence of the fluid load-
ing when complex frequencies of transient Lamb waves are
searched. Figure 13 shows that when the fluid densityr f

approaches zero, the velocity~and heterogeneity! of the A0

mode tends, as expected, to the velocity~and heterogeneity!
of the Rayleigh wave that propagates along the vacuum/solid
interface. This result appears to be quite natural. However,
note that the part of the curves located between the shear
velocity and the Rayleigh wave velocity exists even for the
limit case: r f50. For a free plate, these solutions are not
usually calculated in view of large values of the imaginary
part of frequencies, for which any physical meaning is lost.

IV. CONCLUSION

Two different basic ways to solve the dispersion equa-
tion of Lamb waves in an immersed plate have been ana-
lyzed in this paper. From this study different interesting ob-
servations may be drawn.

Among these, one may mention first the case when only
a dependence in space is assumed for Lamb waves. Those
waves are permanent waves, i.e., real frequency, and are de-
scribed by complex slownesses related to the decreasing of
their amplitude during their propagation, i.e., the well-known
leaky Lamb waves.

In another way, Lamb waves can be transient waves. In
this case, the slownesses are real and the time dependence is
described by complex frequencies. The dispersion curves of
transient Lamb waves are different from the case of a plate in
vacuum especially for theA0 and S0 modes. For these
modes, which are usually defined as Rayleigh-type waves,
there is a cut-off frequency beyond which they do not propa-
gate. Then branches associated to theA0 andS0 modes do
not tend to the Rayleigh wave velocity as in the case of plate
in vacuum. Furthermore the imaginary part of the complex

FIG. 11. Dispersion curves for complex slowness solutions*Sx of the A0

mode for various complex frequencies.~a! Real part~velocityV!. ~b! Imagi-
nary partS.

FIG. 12. Dispersion curves for complex slowness solutions*Sx of the S0
mode for various complex frequencies.V520.2 ~solid line!; V510.2
~dashed line!; V50 ~long-dashed line!; ~a! Real part~velocityV!. ~b! Imagi-
nary partS.

FIG. 13. Dispersion curves for complex frequency solutions*v of theA0

mode for various densities: real part in the main plot and imaginary part in
the second plot.
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frequency of theA0 mode is negative, contrary to all the
other ones, which corresponds to an exponential increasing
signal with respect to time.

Between these two basic points of view~either the slow-
ness is complex or the frequency! there exists an infinite
number of possibility for those quantities. Both of them can
be complex and then free modes, which are transient leaky
Lamb waves, are related to temporal and spatial effects at
once. In this case many specific behaviors can exist as the
connection of branches ofAn andSn with the ones ofA0 and
S0 .

All the cases treated in this paper illustrate clearly that it
is difficult to separate an analysis on the structure of Lamb
waves from the way they have been generated. Then one
must keep in mind that limiting oneself to the extreme cases,
Lamb waves are excited either by bounded beams or by tran-
sient sources and there is no physical relation between those
two types of Lamb waves since they represent two different
phenomena. For example, when analyzing the reflection co-
efficient in the specular direction the temporal complexity
dominates the Lamb wave generation. Nevertheless, when
inspecting the reflected field along the plate by scanning the
receiver, the spatial complexity dominates the Lamb wave
generation, since in such a case the emitter must necessary
be considered as limited.

Several studies are under consideration at present, such
as the asymptotic behavior of Lamb waves for subsonic plate
waves. Moreover, influence of plate anisotropy on Lamb
waves propagation will be investigated, as well as multi-
layered immersed structures. It is clear that the phenomena
described in this paper will be present in these situations.
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Wave propagation in a pyroelectric cylinder of inner and outer
arbitrary shape
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The wave propagation in a long pyroelectric cylinder of crystal class 6 with inner and outer irregular
shape is considered. The frequency equation has been derived for the traction free, earth connected,
and thermally insulated surfaces. The boundary conditions at the arbitrarily shaped boundaries are
satisfied using the Fourier series expansion collocation method. The longitudinal and flexural
vibrations of barium titanate ceramic, which belongs to the~6 mm! class, have been analyzed
numerically. The numerical results in the case of elliptical and cardioidal cross sections with an
elliptical cavity are tabulated and are presented graphically. ©1997 Acoustical Society of
America.@S0001-4966~97!03906-4#

PACS numbers: 43.38.Ar, 43.38.Fx@SLE#

LIST OF SYMBOLS

r ,u,z cylindrical polar coordinates
(Tqq) i
(Tqs) i
(Tqz) i normal and shearing stresses at thei th segment of

curved boundaries of arbitrary shape
( ) i denotes the value at thei th segment of the boundary
q,s coordinate normal and tangential at thei th bound-

ary ~Fig. 1!
g i angle between the normal toi th segment and the

reference axis~Fig. 1!
u,v,w radial, circumferential, and axial displacements

emn piezoelectric constants;ci j elastic constants
ekl
s dielectric constants;pm

s pyroelectric constants
ũ0 reference temperature;ũ temperature
r mass density;t time
k wave number;v angular frequency
V electric potential
cv specific heat capacity constants
b j thermal stress coefficients
ki j heat conduction coefficients
Jn Bessel function of first kind and ordern
Yn Bessel function of second kind and ordern

INTRODUCTION

Wave propagation in long piezoelectric and pyroelectric
cylinders with circular cross section have been reported in
the literature.1–7 Nagaya8–11 has developed the Fourier ex-
pansion collocation method to study the vibrations of mem-
branes, plates, and cylinders. This method has been extended
by Paul and Venkatesan12–14 to study some wave propaga-
tion problems of piezoelectric cylinders with inner regular
and outer arbitrary or both inner and outer arbitrary cross
sections. Paul and Raman15 have considered the vibration of
a pyroelectric cylinder with an irregular outer boundary. In
most of the engineering applications, piezoelectric or pyro-
electric materials are used. Hence the study of pyroelectric
materials with regular and irregular shape and size are re-
quired in instrumentation. The pyroelectric materials are
used in vidicons, thermal imaging instruments, hydrophones,
and infrared detectors. Sullivan and Powers16 and Ricketts17

have used PVF2 polymers in the construction of the flexural
disk hydrophones and cylindrical hydrophones, respectively.
BaTiO3 ceramic dosimeters are used in the detection of high-

intensity, short-duration bremsstrahlung pulses. In review ar-
ticles, Dokmeci18 and Lang19,20 have discussed the applica-
tions of piezoelectric and pyroelectric materials in the area of
defense and space research.

In this paper, wave propagation in a piezoelectric bone
of arbitrary cross section14 is extended to a pyroelectric cyl-
inder of both inner and outer arbitrary cross sections. The
frequency equations obtained for traction free, earth con-
nected, and thermally insulated surfaces of the infinite cylin-
der are applicable for any general cross sections. As all the
material constants of crystal class 6 are not available, the
material constants of barium titanate, which belongs to the~6
mm! class, are taken for numerical computation. Numerical
calculations are carried out for a BaTiO3 ceramic cylinder of
elliptical cavity with elliptical and cardioidal outer boundary.
Results for both symmetric and antisymmetric modes of vi-
bration are tabulated and are also presented graphically.

I. METHOD OF ANALYSIS

The governing equations for pyroelectric materials of
class 6 are given by Mindlin.21 The equations of motion,
Gauss’s equation, and the entropy equation in cylindrical po-
lar coordinates (r ,u,z) for class 6 are given in Ref. 15 as

a!Present address: 47/20 First Main Road, Gandhi Nagar, Adyar, Chennai-
600 020, India.

b!Present address: Department of Mathematics, Government College of En-
gineering, Salem-636 011, India.
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c11~u,rr1r21u,r2r22u!1c66r
22u,uu1c44u,zz

1~c661c12!r
21v ,ru2~c661c11!r

22v ,u

1~c441c13!w,rz1~e311e15!V,rz

2e14r
21V,uz2b1ũ ,r5ru,tt , ~1.1!

~c661c12!r
21u,ru1~c661c11!r

22u,u1c66~v ,rr1r21v ,r

2r22v !1c11r
22v

,uu
1c44v ,zz

1~c441c13!r
21w,uz1e14V,rz1~e311e15!r

21V,uz

2r21b1ũ ,u5rv ,tt , ~1.2!

~c441c13!~u,rz1r21u,z1r21v ,uz!1c44~w,rr1r21w,r

1r22w,uu!1c33w,zz1e15~V,rr1r21V,r

1r22V,uu!1e33V,zz2b3ũ ,z5rw,tt , ~1.3!

e11
s ~V,rr1r21V,r1r22V,uu!1e33

s V,zz2~e311e15!~u,rz

1r21u,z1r21v ,uz!1e14@r
21~u,uz2v ,z!2v ,rz#

2e15~w,rr1r21w,r1r22w,uu!2e33w,zz2p3
sũ ,z50,

~1.4!

k11~ ũ ,rr1r21ũ ,r1r22ũ ,uu!1k33ũ ,zz2 ũ0d̃ũ ,t

5 ũ0@b1~u,rt1r21~u,t1v ,ut!1b3w,zt2p3
sV,zt#, ~1.5!

where d̃5 rcv / ũ0 .
With z axis as the axis of symmetry, the solutions of

Eqs.~1! can be taken for an infinitely long cylinder as

u~r ,u,z,t !5 (
n50

`

en~fn,r1r21cn,u!ei ~kz1vt !, ~2.1!

v~r ,u,z,t !5 (
n50

`

en~r
21fn,u2cn,r !e

i ~kz1vt !, ~2.2!

w~r ,u,z,t !5S idD (n50

`

enWne
i ~kz1vt !, ~2.3!

V~r ,u,z,t !5 i S c44
e33d

D (
n50

`

enVne
i ~kz1vt !, ~2.4!

ũ~r ,u,z,t !5S c44
b3d

2D (
n50

`

enũne
i ~kz1vt !. ~2.5!

Herei 5 A21 and

en5 H1/2 for n50
1 for n>1,

wherefn , cn , Wn , Vn , and ũn are functions ofr and u
only, k is the wave number, andv is the angular frequency.
The inner radiusd of the circular cross section in Ref. 15 is
defined here as a characteristic length and is suitably modi-
fied for the particular shape of the cross section.

Substituting Eqs.~2! in Eqs. ~1!, the transformed equa-
tions can be written as15

S ]

] r̄
D $@ c̄ 11¹

21~cd!22e2#Fn2~11 c̄ 13!eWn

2~ ē311 ē15!eVn2b̄ũn%1S 1
r̄
D S ]

]u D $~ c̄ 66¹
21~cd!2

2e2!Cn1 ē14eVn%50, ~3.1!

S 1r̄ D S ]

]u D $@ c̄11¹
21~cd!22e2#Fn2~11 c̄13!eWn

2~ ē311ē15!eVn2b̄ũn%2S ]

] r̄ D $~ c̄66¹
21~cd!22e2!

3Cn1ē14eVn%50, ~3.2!

~11 c̄13!e¹2Fn1@¹22 c̄33e
21~cd!2#Wn

1~ ē15¹
22e2!Vn2eũn50, ~3.3!

~ ē311ē15!e¹2Fn1~ ē15¹
22e2!Wn2~k13

22¹22k33
22e2!Vn

2ē14e¹2Cn1 p̄eũn50. ~3.4!

b̄¹2Fn2eWn1 p̄eVn1~ d̄2 i k̄3e
21 i k̄1¹

2!ũn50, ~3.5!

where

¹25~]2/] r̄ 22!1 r̄ 21~]/] r̄ !1 r̄ 22~]2/]u2!,

r̄5r /d, c̄i j5ci j /c44,

ēi j5ei j /e33, d̄5~rcVc44!/~b3
2ũ0!, b̄5b1 /b3 ,

p̄5~p3
sc44!/~e33b3!,

ki3
2 5e33

2 /~e i i
s c44!, e5kd, c25rv2/c44,

and

k̄i5Arc44kii /~b2cd2ũ0!.

Equations~3.1! and ~3.2! can be expressed as

@ c̄11¹
21~cd!22e2#Fn2~11 c̄13!eWn2~ ē311ē15!eVn

2b̄ũn50, ~4.1!

@ c̄66¹
21~cd!22e2#Cn1ē14eVn50. ~4.2!

In assuming the solutions of Eqs.~1! in the form of Eqs.
~2!, the order of the differential equations in Eqs.~1! is in-
creased. Taking Eqs.~3.1! and~3.2! in the form of Eqs.~4.1!
and~4.2!, the order of the differential equations in Eqs.~1! is
decreased. Therefore additional boundary conditions are not
required. Hence the system is consistent. The above assump-
tions for displacements are superior to the Helmholtz
function22 (ū 5 ¹f̄ 1 ¹̄ 3 c̄) as these do not require the ad-
ditional equation (¹̄•c̄50). The present choice of displace-
ments is valid for isotropic and transversely isotropic mate-
rials whereas the Helmholtz function is valid only for
isotropic material. It is also observed that solutions, obtained
by the Helmholtz function method cannot be derived from
present method, as the present method does not use¹̄•c̄
50. However, the two solutions of a problem in isotropic
material are numerically equal.
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The solutions of Eqs.~3.3!–~3.5! and the transformed
Eqs.~4.1! and ~4.2! can be taken as

Fn5(
l51

5

~AlnJn~a l r !1BlnYn~a l r !!e~ inu!,

Cn52 i(
l51

5

cl~AlnJn~a l r !1BlnYn~a l r !!e~ inu!,

Wn5(
l51

5

dl~AlnJn~a l r !1BlnYn~a l r !!e~ inQ!,

Vn5(
l51

5

el~AlnJn~a l r !1BlnYn~a l r !!e~ inu!,

ũn5(
l51

5

hl~AlnJn~a l r !1BlnYn~a l r !!e~ inu!,

where (a ld)
2 are the five nonzero roots of the equation

uD~ i , j !u50, i , j51,2,3,4,5. ~5!

The elements ofD( i , j ), (i , j 5 1,2,3,4,5) are given by

D~1,1!5 c̄11~a ld!21e22~cd!2,

D~1,3!5~11 c̄13!e,

D~1,4!5~ ē311ē15!e, D~1,5!5b̄,

D~2,2!5 c̄66~a ld!21e22~cd!2, D~2,4!52ē14e,

D~3,1!5~11 c̄13!e~a ld!2,

D~3,3!5~a ld!21 c̄33e
22~cd!2,

D~3,4!5ē15~a ld!21e2, D~3,5!5e,

D~4,1!5~ ē151ē31!e~a ld!2, D~4,2!52ē14e~a ld!2,

D~4,3!5ē15~a ld!21e2,

D~4,4!52@k13
22~a ld!21k33

22e2#,

D~4,5!52 p̄e, D~5,1!5b̄~a ld!2,

D~5,3!5e, D~5,4!52 p̄e,

D~5,5!5 i k̄1~a ld!21 i k̄3e
22d̄

and

D~1,2!5D~2,1!5D~2,3!5D~2,5!5D~3,2!5D~5,2!50.

The constantscl , dl , el , hl can be obtained from the
following relations:

@ c̄11~a ld!21e22~cd!2#1~11 c̄13!edl1~ ē311ē15!eel1b̄hl

50,

@ c̄66~a ld!21e22~cd!2#cl2ē14eel50,

~11 c̄13!e~a ld!21@~a ld!21 c̄33e
22~cd!2#dl

1@ ē15~a ld!21e2#el1ehl50

2~ ē151ē31!e~a ld!21ē14e~a ld!2cl

2@ ē15~a ld!21e2#dl1@k13
22~a ld!21k33

22e2#el

1 p̄ehl50.

II. BOUNDARY CONDITIONS

The inner and outer irregular surfaces of the infinite cyl-
inder are traction free, earth connected, and thermally insu-
lated. Hence the boundary conditions at thei th segment of
the curved boundaries of arbitrary shape are

~i! Mechanical boundary conditions:
~Tqq!i5~Tqs!i5~Tqz!i50.

~i! Electrical boundary condition:
~V!i50.

~i! Thermal boundary condition:

~ũ,q!i50.

Since both the inner and outer boundary are arbitrary
surfaces, it is difficult to satisfy boundary conditions as in
Ref. 15. To satisfy boundary conditions, the Fourier expan-
sion is performed on the inner and outer boundary lines of
the cross section. For this purpose the assumptions made by
Nagaya8–11 are extended to the pyroelectric case. Taking the
angleg i ~Fig. 1! between the normal to be the segment and
the reference axis to be constant, the transformed expressions
of the stresses are

Tqq5~c11 cos
2 ū1c12 sin

2 ū !u,r1~c11 sin
2 ū

1c12 cos
2 ū !r21~u1v ,u!2c66@v ,r1r21

3~u,u2v !#sin 2ū1c13w,z1e31V,z2b1T, ~6.1!

Tqs5c66$@~u,r2r21~u1v ,u!#sin 2ū1@v ,r1r21

3~u,u2v !#cos 2ū%, ~6.2!

Tqz5c44@~u,z1w,r !cos ū2~v ,z1r21w,u!sin ū #

1e15@V,r cos ū2r21V,u sin ū #2e14@V,r sin ū

1r21V,u cos ū #, ~6.3!

FIG. 1. Geometry of thei th segment of curved boundaries of arbitrary
shape.
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whereū 5 (u 2 g i).
Substituting Eqs.~2! in Eqs. ~6! and nondimensionaliz-

ing, we get

(
n50

`

(
l51

5

~Alnc1n
l 1Blnc2n

l !50,

(
n50

`

(
l51

5

~Alnd1n
l 1Blnd2n

l !50,

(
n50

`

(
l51

5

~Alne1n
l 1Blne2n

l !50,

(
n50

`

(
l51

5

~Aln f 1n
l 1Bln f 2n

l !50,

(
n50

`

(
l51

5

~Alng1n
l 1Blng2n

l !50,

whereAln andBln are arbitrary constants and

c1n
l 5elJn~a l r !e~ inu!,

d1n
l 5~$2c̄66 cos 2ū@~a l r !~12ncl ! j n11~a l r !1~11cl !n~n21!Jn~a l r !#2@~a l r !2~ c̄11 cos

2 ū1 c̄12 sin
2 ū !

1e~ c̄13dl1ē31el !1b̄hl #Jn~a l r !%1 i c̄66 sin 2ū$2~a l r !~n2cl !Jn11~a l r !1@cl~~a l r !222n~n21!!

22n~n21!#Jn~a l r !%!e~ inu!,

e1n
l 5~$2~a l r !~12ncl !Jn11~a l r !2@~a l r !222n~n21!~11cl !#Jn~a l r !%sin 2ū2 i $2~a l r !~n2cl !Jn11~a l r !

1@cl~~a l r !222n~n21!!22n~n21!#Jn~a l r !%cos 2ū !e~ inu!,

f 1n
l 5@e1dl1ē15el #@nJn~a l r !ei ~nu2 ū !2~a l r !Jn11~a l r !e~ inu! cos ū #1ecl@nJn~a l r !ei ~nu2 ū !

1 i ~a l r !Jn11~a l r !e~ inu! sin ū #1ē14el@2 inJn~a l r !ei ~nu2 ū !1~a l r !Jn11~a l r !e~ inu! sin ū #,

g1n
l 5hl@nJn~a l r !2~a l r !Jn11~a l r !#cos 2ūe~ inu!.

The expressions forc2n
l , d2n

l , e2n
l , f 2n

l , andg2n
l can be obtained from the above expressions by replacingJn , Jn11 by

Yn , Yn11 , respectively.
The boundary conditions along the whole range of inner and outer boundary lines cannot be satisfied directly. Hence, to

satisfy boundary conditions, the Fourier series expansion is performed on the boundary conditions along the inner as well as
the outer boundary lines. Here one straight line is considered to be one segment and one curved line is divided into many
segments according to the convergence of the solutions.8–15 The Fourier coefficients are therefore obtained by additions of
these for separately considered boundaries. When the cross section is symmetric about an axis, the analysis can be separated
into symmetric and antisymmetric cases. Hence choosing the coordinateu from an axis of symmetry, the boundary conditions
are expanded into the following Fourier series:
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Here l takes values 1–5,j takes values 1 and 2,em51/2 for
m50, and em51 for m>1. I is the number of segments
including the straight line boundaries andRi is the coordi-
nater at thei th segment which is expressed as a function of
u. The frequency equations can be obtained by equating the
determinant of the coefficients of the amplitudesAln and
Bln to zero from Eqs.~7!.

III. NUMERICAL RESULTS

Since the heat conduction coefficient and specific heat
capacity of crystal class 6 are not available, the frequency
equation for crystal class~6 mm! are analyzed numerically.
An infinite cylindrical bar of barium titanate ceramic is con-
sidered with an elliptical cavity and outer elliptical as well as
cardioidal cross sections. The convergence of the solution is
good when each of the inner and outer irregular boundaries
is divided into 20 segments. The numerical computation is
proceeded with four Fourier components. The elastic, piezo-
electric, and pyroelectric constants of BaTiO3 ceramic23

~class 6 mm! are

c11515.031010 N/m2, c1256.6031010 N/m2,

c1356.6031010 N/m2, c33514.631010 N/m2,

c4454.4031010 N/m2, c6654.2031010 N/m2,

e31524.35 C/m2, e33517.50 C/m2,

e15511.40 C/m2, p352.13531024 C/~m2 °C!,

e11
s 5128.325310210 F/m, e33

s 5111.51310210 F/m,

r55700 kg/m3.

The geometric relation for elliptic cross section9 is

R1 /b25~b1 /b2!~a1 /b1!/@cos
2 u1~a1 /b1!

2 sin2 u#1/2,

R2 /b25~a2 /b2!/@cos
2 u1~a2 /b2!

2 sin2 u#1/2,

g i5p/22tan21@~b1 /a1!
2/tan u i* # for u*,p/2,

g i5p/2 for u*5p/2,

g i5p/21tan21@~b1 /a1!
2/utan u i* u# for p/2,u,p,

whereu i* 5 (u i21 1 u i)/2 and the angleu i is chosen from the
major axis and the lengths of semimajor and minor axis of
inner and outer elliptical boundary are taken asa1 , a2 and
b1 , b2 . The numerical calculations are carried out for the
longitudinal and the flexural mode. The characteristic length

TABLE I. Values of e for different values of dimensionless frequency
(cb2) for elliptical cross section with elliptical cavity for longitudinal vibra-
tionwith aspect ratioa1 /b1 5 a2 /b2 5 1 andb1 /b2 5 0.5.

cb2

Nondimensional wave no.~e!
Symmetric case

0.50 0.075001 i0.250E-02
1.00 0.188721 i0.510E-02
1.50 0.270321 i0.525E-02
2.00 0.433541 i0.255E-03
2.50 0.576561 i0.510E-04
3.00 0.732451 i0.151E-03
3.50 0.944551 i0.424E-03
4.00 1.025351 i0.252E-04
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d is taken as the length of the semiminor axisb2 of the outer
elliptical cross section.

The displacements due to longitudinal vibrations are
symmetrical about both thex and they axis. The frequency
equation for this set of modes is obtained from Eqs.~7! by
taking n,m 5 0,2,4,6,... . Theresults are evaluated for the
aspect ratioa1 /b1 5 a2 /b2 5 1.5 andb1 /b2 5 0.5 and are
presented in Table I.

For flexural motion, the displacements are symmetrical
about they axis and antisymmetrical about thex axis. By
taking n,m 5 1,3,5,..., thefrequency equation is obtained
from Eqs. ~7!. The results are given in Table II for both
symmetrical and antisymmetrical modes of vibration for
a1 /b1 5 a2 /b2 5 1.5 andb1 /b2 5 0.5. The dispersion curves
are drawn by fixing the eigenfrequency and varying wave
number for the aspect ratioa1 /b1 5 a2 /b2 5 1.2 andb1 /b2
5 0.5. In Fig. 2 the dispersion curves are drawn for both
longitudinal and flexural motion. In Fig. 3 the curves in both
symmetric and asymmetric modes are compared. Comparing
the corresponding dispersion curves in Figs. 1 and 2 of Ref.
15, the curves in Figs. 2 and 3 are more oscillatory in nature.

The geometric relations for a cardioidal cross section10

are:

R2 /b25~11s212s cosu* !1/2/~11s!,

G~u* !5~cosu*12s cosu* !/~sin u*12s sin u* !,

g i5p/22tan21@G~u i* !# for G~u i* !,0,

g i5p/2 for G~u i* !50,

g i5p/21tan21@G~u i* !# for G~u i* !.0.

Here the characteristic lengthd 5 b2 is the radius of the cir-
cumscribing circle for the cardioid andu i* 5 (u i21 1 u i)/2. In
the case of a cardioidal cross section the displacements are
antisymmetrical about they axis. The frequency equation is
obtained by choosingn,m 5 1,2,3,... . Theresults evaluated
at a1 /b1 5 1.5 ands 5 0.3 are presented in Table III. The
dispersion curves in Fig. 4 are drawn for the ratioa1 /b1
51.2 ands5 0.3.

IV. CONCLUSION

The frequency equation for an infinitely long pyroelec-
tric cylinder of inner and outer arbitrary cross section of class
6 is obtained by using a Fourier expansion collocation
method. The frequency equation in the case of an elliptical

FIG. 2. Dispersion curves for the inner and outer elliptical cross sections for
the symmetric case with aspect ratios ofa1 /b1 5 a2 /b2 5 1.2 andb1 /b2
5 0.5; —, longitudinal mode; -----, flexural mode.

FIG. 3. Dispersion curves for the inner and outer elliptical cross sections for
both the symmetric and antisymmetric cases with aspect ratios ofa1 /b1
5 a2 /b2 5 1.2 andb1 /b2 5 0.5; —, symmetric case; -----, antisymmetric
case.

TABLE II. Values of e for different values of dimensionless frequency (cb2) for elliptical cross section with
elliptical cavity for flexural vibration with aspect ratioa1 /b1 5 a2 /b2 5 1.5 andb1 /b2 5 0.5.

cb2

Nondimensional wave number~e!

Symmetric case Antisymmetric case

0.50 0.073951 i0.408E-03 0.075851 i0.404E-02
1.00 0.176751 i0.101E-02 0.157601 i0.204E-01
1.50 0.280571 i0.000E-00 0.284091 i0.204E-03
2.00 0.423851 i0.612E-03 0.402481 i0.404E-03
2.50 0.681751 i0.404E-04 0.685281 i0.252E-02
3.00 0.871121 i0.505E-03 0.886971 i0.102E-02
3.50 0.934251 i0.505E-03 0.936771 i0.252E-03
4.00 1.022501 i0.500E-03 1.035501 i0.450E-03
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cavity with elliptical and cardioidal outer boundary has been
analyzed numerically. Analysis provided in the present paper
can be extended to nonconvex boundaries like star shape.
The same problem in piezoelectric material has been studied
by Paul and Venkatesan.14 In the present case, besides the
thermal field, the entropy equation comes into play which
makes the problem more complicated to solve analytically.

Results presented for symmetric and antisymmetric modes
are the lowest modes of vibration. As the lowest mode gives
the maximum resonance, the other modes of vibration from
the transcendental frequency equation are not provided.
However, tables are different from dispersion curves drawn
in figures as the aspect ratio is not the same. It may not be
out of point to state again that the limiting case of this prob-
lem is not applicable to either the piezoelectric case or the
elastic case as there are additional governing equations. For
the same reason, solutions of the Helmholtz function method
cannot be derived from our method. When the segment is
divided into 20 parts, four Fourier components are sufficient
to get good convergence of the series.
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cb2 Nondimensional wave no.~e!

0.50 0.074231 i0.121E-02
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1.50 0.287341 i0.202E-04
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A low-frequency directional flextensional transducer
and line arraya)
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A unique low-frequency~900 Hz! class IV flextensional transducer that produces an enhanced
far-field pressure on one side and canceled far-field pressure on the other side has been developed.
The transducer radiating surface consists of a thick-walled elliptical aluminum shell and a U.S.
Navy type III piezoelectric stack along its major axis with two active sections and one inactive
section. The directionality is achieved by simultaneously exciting the shell into an omnidirectional
and dipole operation by driving stack into both extensional and bending modes. Both measurements
and modeling on this device show a front to back pressure ratio of more than 30 dB, producing
cardioid-type radiation patterns over an octave band, for a single transducer element. The
transducers measured mechanicalQ is 8, coupling coefficient is 0.25, and electroacoustic efficiency
is 80% and produced a source level of 215 dBre: 1 mPa at 1 m when driven at a field limit of 394
kV/m ~10 kV/in.! at resonance. The uniqueness of this transducer is its directional beam patterns
~directivity index53.4 dB! and high acoustic output power from a small~less than a third of a
wavelength! single element. Six of these transducers were placed in a closely packed line array
two-wavelengths long. The array successfully produced narrow directional sound beams~directivity
index58.7 dB! with a front to back ratio greater than 30 dB and a source level of 225 dBre: 1 mPa
at 1 m. © 1997 Acoustical Society of America.@S0001-4966~97!03806-X#

PACS numbers: 43.38.Fx, 43.30.Yj, 43.30.Yj@SLE#

INTRODUCTION

Flextensional transducers are used for low-frequency,
high-power sound sources in underwater applications. Stan-
dard class IV flextensional transducers1 contain an elliptical
shell of inert material such as aluminum or fiberglass, with a
drive motor stack of piezoelectric ceramics mounted along
the major axis. When the motor is driven the displacement of
the sides of the shell are typically much larger than the dis-
placement of the ceramic stack itself, thus producing the
large amplitudes necessary for high-power, low-frequency,
underwater sound generation.

Since flextensional transducers are small compared to
the wavelength of sound at resonance, and because the ma-
jority of the surface area of the shell moves in phase, the
acoustic radiating patterns from the transducers are nearly
omnidirectional. This creates a significant problem in design-
ing arrays that are to radiate in only one direction. At the
present time, such arrays must be fabricated utilizing large
baffles or rows of transducers spaced and phased to give
directional patterns. This requirement for massive, expensive
baffles or multiple lines can be eliminated by using a flex-
tensional transducer which radiates in only one direction.

This development is an extension of the previous work
on a 3.25-kHz directional flextensional transducer.2 The
original directional flextensional transducer was designed so
that the frequencies of both the omnidirectional mode of vi-
bration, which is also called the quadrupole mode, and the
bending mode of vibration exist close to each other.~Here
the quadrupole mode refers to the four nodes of a class IV
flextensional transducer shell, rather than the radiation beam
pattern type. The quadrupole mode produces a nearly omni-
directional radiation beam pattern since the majority of the
surface area of the shell moves in phase and also these trans-
ducers are generally smaller than a half wavelength.! During
operation, both of these modes were excited simultaneously,
resulting in one side of the shell remaining relatively station-
ary, while the other side moves in and out, thus producing a
flextensional transducer operating in a directional mode.3

During this development, the method of driving the
transducer was improved thereby allowing higher sound
power levels and an optimized front to back ratio. Lower-
frequency 900-Hz transducers were fabricated,4 tested, and
installed into a six-element line array. Both measurements
and modeling on this device show a front to back pressure
ratio of more than 30 dB, producing cardioid type radiation
patterns for a single element and narrow-beam radiation pat-
terns for the six-element line array~see Fig. 1! of over an
octave frequency bandwidth.

a!Portions of this paper were presented at the 3rd Joint~132nd! Meeting of
the Acoustical Societies of America and Japan, Honolulu, HI@J. Acoust.
Soc. Am.100, 2730~A! ~1996!#.
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I. THEORY OF OPERATION AND MODELING

We present here the theory of operation of two methods
of drive which can be used to achieve directionality in class
IV flextensional transducers under either array or single-
element applications, respectively.4 We first review the con-
dition for displacement drive directionality and then intro-
duce the condition for pressure field directionality.

The directional flextensional transducer achieves direc-
tionality by simultaneously combining the shell quadrupole
mode with a shell/stack dipole mode. In one means of exci-
tation the two modes are driven together to create a displace-
ment reduction on one surface and enhancement on the op-
posite surface. This case allows potentially unidirectional
operation from planar arrays and modest directional opera-
tion for a single element. In the second means of excitation
the two modes are driven to create a pressure reduction in
one direction and a pressure enhancement in the other direc-
tion. This second case allows unidirectional operation from a
single element or a line array of elements.

The unidirectional mode is achieved by simultaneously
exciting the flextensional transducer into its fundamental
quadrupole mode~which is essentially omnidirectional! and
also into its fundamental dipole mode. The excitation of the
dipole mode is accomplished by driving the piezoelectric
stack into a bending mode which causes the shell to move in
an oscillatory way as a reaction to the stack bending motion.
The stack bending mode is excited by dividing the stack into
two separate electrical parts and driving them out of phase to
cause bending. The conventional omnidirectional quadrupole
mode is excited by driving the two sides of the stack in
phase. The combined directional results are canceled motion
on one side and enhanced motion on the other side.3

The drive scheme is illustrated in Fig. 2 showing two
halves of a drive stack assembly. To excite the quadrupole
mode we put equal polarity values1Eq on side A and
1Eq on side B of the stack. To excite the dipole mode we
put opposite polarity values such as1Ed on the left and
2Ed on the right side. We sum both of these modes to obtain
the directional mode. In this case withEA the total voltage
on side A andEB the total voltage on side B we would have

EA5Eq1Ed and EB5Eq2Ed . ~1!

For the simple case whereEd is set equal toEq we have
EA52Eq andEB50. In this case only one half of the ce-
ramic stack would be driven. This assumes that equal drives
yield equal displacement amplitudes. If the displacement of
the dipole mode were twice as much at resonance due to a
higher mechanicalQ, the dipole drive voltage should be re-
duced to Ed5Eq/2 yielding the drive conditionEA

5(3/2)Eq andEB5Eq/2 or the ratio conditionEA /EB53.
For the most effective operation the directional flexten-

sional transducer is designed so that the transducer dipole
mode resonates in the vicinity of the transducer quadrupole
mode resonances. Since the dipole and quadrupole ampli-
tudes and phase may not be the same at the desired operating
frequency, the dipole mode may require a different ampli-
tude and phase drive condition to attain reduced motion on
one surface. Moreover, if the desire is to attain a deep pres-
sure null on one side an additional 90° phase shift may be
required to compensate for the quadrature related radiation
characteristics of the dipole and monopole sources.

If planar array operation is desired, then the cancellation
of the displacement on one surface~say the back surface!
should be the goal. However, for a single element or line
array stationary motion on one surface may not be sufficient
for directionality since the front surface radiation may be
diffracted around to the back as a result of the small size of
the element. In this case the goal should be the cancellation
of the pressure in the back direction.

The cancellation of the pressure in one direction can be
understood by considering the case of an ideal spherical ra-
diator, of radiusa, operating in both an omnidirectional~pul-
sating! and a dipole~oscillating! mode of vibration. First let
po andvo be the pressure and velocity in the omnidirectional
mode andpd and vd be the pressure and velocity in the
dipole mode. Then withk the wave number, 2p/l, it can be
shown that the dipole pressure can be written in terms of the
omnidirectional pressure as

pd5po cos~u!~vd /vo! jka/~11 jka!, ~2!

FIG. 1. Photograph of the 900-Hz directional flextensional six-element two-
wavelength long line array prior to testing, showing side A.

FIG. 2. Example of an electrical drive arrangement for the simultaneous
excitation of the quadrupole and dipole modes leading to the creation of the
directional mode.
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where u is the angle from the direction of the maximum
output of the dipole mode andj5A(21). With the sphere
operating in both modes with corresponding modal velocities
vo andvd the total pressurept5po1pd is then

pt5po@11cos~u!~vd /vo! jka/~11 jka!#. ~3!

In the high-frequency range we get the approximation

pt>po@11cos~u!~vd /vo!#, ka@1 ~4!

while in the low-frequency range we get

pt>po@11 jka cos~u!~vd /vo!#, ka!1. ~5!

The intermediate frequency range is generally located just
above the quadrupole resonance for a class IV transducer.

We see that in the high-frequency range we get a car-
dioid type@11cos(u)# condition for velocity cancellation on
one side. This condition should also apply to the case of an
array that is large compared to wavelength of sound. In the
lower frequency range it can be seen that there must also be
a 90° phase shift and frequency dependence between the
velocities in order to arrive atjka(vd /vo)51 and achieve
the cardioid pressure function@11cos(u)#. That is, for a car-
dioid function we would need to electrically drive the dipole
mode so that the dipole velocityvd5vo / jka.

The cardioid function may be obtained over a broad fre-
quency range if the dipole velocity follows the relation

vd5vo~111/jka!, ~6!

as may be seen from Eq.~3!. The 90° phase difference at low
frequency and the zero phase difference at high frequencies
between the two modes can be generalized and applied to
most transducers including the class IV flextensional. The
combined use of monopole and dipole operation of a spheri-
cal transducer has been described by Ehrlich.5

At high frequencies we would not expect to need a
phase shift between the quadrupole and dipole modes while
at low frequencies an additional 90° phase shift on the dipole
mode would be needed to accomplish the desired results. If
in addition to this, the dipole mode operates with twice the
output at resonance~e.g., due to a higher mechanicalQ as a
result of the lower radiation loading! the drive condition for
pressure cancellation would beEd5 jEq/2 yielding EA

5Eq(11 j /2) and EB5Eq(12 j /2) or EA /EB53/51 j4/5
yielding an amplitude ratio of unity and phase angle differ-
ence between stack sides A and B given by 53°. The corre-
sponding condition for displacement cancellation was shown
earlier to be a less favorable amplitude ratio of three with no
phase difference between the two sides.

The transducer was modeled using the ANSYS6 finite
element program which contains structural, piezoelectric,
and acoustical fluid elements. Our ANSYS results were lim-
ited to a 2-D model which under fluid loading conditions
corresponds to the results for a long line array rather than a
short single element.

In Fig. 3 we show computed ANSYS results for both
displacement and pressure cancellation for the 900-Hz de-
sign. The top figure is for the case of displacement cancella-
tion showing a smaller front to back ratio below resonance
due to back diffraction. However, because of self-baffling,

there is an improved ratio above resonance. Here the quad-
rupole is driven at one volt and the dipole mode is driven at
one-half volt to compensate for the higherQ of this mode.
One part of the stack is driven at 1.5 V and the other part is
driven at 0.5 V. The lower illustration is for the same me-
chanicalQ conditions but with the dipole additionally phase
shifted by 90°. This yields identical stack sectional voltage
magnitudes and a phase shift of 53° as discussed earlier. This
condition yields greater output and an improved front to back
ratio below resonance. A reduction in phase difference above
resonance yields improved front to back ratios above reso-
nance.

The ANSYS theoretical predictions for velocity or pres-
sure cancellation were based on a given drive condition be-
tween the quadrupole and dipole modes. One would expect
that an optimized frequency-dependent amplitude and phase
drive condition could yield a large front to back ratio over a
broad range of frequencies. From the above discussion of the
ideal spherical radiator we would expect that the required
wideband dipole velocity response should follow Eq.~6!,
with vo replaced byvq yielding

vd>vq~111/jka!. ~7!

However, because the two modes may have different reso-
nant frequencies and a class IV flextensional is not an ideal
sphere, this relation betweenvd andvo is an over simplifi-
cation.

In practice we usually have direct control of the input
voltages rather than the modal velocities. Accordingly, an
accurate model of the transducer in both the nearly omnidi-
rectional quadrupole and dipole modes is needed. Although
ANSYS yields reasonably good predictions, it is not accurate
enough to predict deep nulls in the back radiation where a
near exact prediction of the separate omnidirectional and di-
pole pressure amplitudes and phases are needed. Another
approach is to separately measure the on-axis omnidirec-
tional ~quadrupole! and dipole amplitude and phase re-
sponses of the transducer or array of transducers for a given
voltage input. From this information the dipole input voltage
amplitude may be adjusted so that the on-axis pressure am-
plitudes and phases match that of the quadrupole mode.
Since the dipole mode has two lobes of opposite phase, one
lobe will add to the quadrupole~omnidirectional! mode and
the other will cancel yielding a null on one side and a pres-
sure increase on the other side.

This method may be described mathematically through
Eq. ~1! written as

EB /EA5~12R!/~11R!, where R5Ed /Eq . ~8!

Thus given the desired complex ratioR of dipole and quad-
rupole drives we can determine the corresponding complex
voltage ratio for sides A and B of the piezoelectric stack.

In order to relate this to the pressure response levels let
the transmitting voltage response~TVR! for the dipolepd
and quadrupolepq mode pressures be

TVRd5pd /Ed and TVRq5pq /Eq . ~9!

For a null in one direction the pressures should be equal; i.e.,
pd5pq , leading to the required conditionEd5pq /TVRd so
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that for this caseR, which is equal toEd /Eq , is given by

R5TVRq /TVRd . ~10!

Thus, the complex quantityR is determined by the com-
plex ratio of the quadrupole and dipole constant voltage
transmitting responses yielding the desired complex ratio of
the voltages on each side of the stack through the equation

EB /EA5~12R!/~11R!. ~11!

This expression, which is written in complex quantities, may
also be written in terms of amplitude and phase quantities for
ease in measured data reduction and voltage drive applica-
tion.

II. THE PHYSICAL MODEL AND MEASURED RESULTS

The transducer is composed of two elliptical aluminum
shells each 7.5-in.~19.05-cm! high, a wall thickness of 1.2
in. ~3.05 cm!, and semimajor and semiminor axes radii of 8.1
in. ~20.57 cm! and 3.1 in.~7.87 cm!, respectively. A piezo-
electric ceramic stack is inserted along the major axis of the
shell. Each ceramic stack is 13-in.~33.02-cm! long, 6-in.
~15.24-cm! high, 3-in. ~7.62-cm! thick, and composed of 52
U.S. Navy type III 1/4-in.~6.35-mm! thick ceramic plates
stacked in series. The ceramic plates were manufactured with
an inactive central margin, by removing 1/4 in.~6.35-mm! of
silver electrodes from the surface on both the top and bottom
of the plates. All of the electrodes on each side of the stack

FIG. 3. ANSYS finite-element modeled transmitting voltage response operating in the directional~a! displacement mode,EA51.5 andEB50.5 (Eq51,
Ed50.5) and~b! pressure mode,EA51 andEB51 at 53°~Eq51, Ed50.5 at 90°!.

311 311J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Butler et al.: Directional flextensional transducer



are electrically connected in parallel permitting each side of
the stack to be independently driven for the excitation of the
stack bending modes. The shells were pinned together to
form the complete transducer and enclosed with a bonded
rubber boot banded to two aluminum end plates separated by
four stainless-steel rods, giving the transducer overall dimen-
sions of 19.4-in.~49.3-cm! long, 9.5-in. ~24.1-cm! wide,
20.3-in~51.6-cm! high, and an in-air weight of 350 lb~147.4
kg!. Six of these transducers were fabricated and separately
acoustically tested then assembled into a six-element hori-
zontal line array~see Fig. 1! two-wavelengths long with a
20-in. ~50.8-cm! center to center spacing. The testing was
conducted in a free-field open-water environment at a depth
of 308 feet~94 m! to avoid unwanted reflections and cavita-
tion.

The method in Sec. I which describes a mathematical
procedure to determine the electrical drive condition for ob-
taining a large front to back ratio, was used during the testing
of the transducer in order to create directional beams. This
method requires the measurement of the complex pressure
response~magnitude and phase! of the transducer or array in
the omnidirectional and dipole modes@see Eq.~9!#. For a
pressure null on one side to exist the omnidirectional and
dipole pressures must be equal, leading to Eq.~10!. This
complex quantityR was calculated for both the single trans-
ducer element and the array, so that complex drive ratios of
EB /EA of Eq. ~11! could be determined. Table I lists the
results at 900 Hz for both the single element and array. This
method was used over a wide frequency band and fine ad-
justments were made with hydrophones placed on opposite
sides A and B to obtain the largest front to back ratio as
possible.

Each element was tested in the omnidirectional, dipole,
and directional mode. In the single element omnidirectional
mode, the transducer elements produced a sound-pressure
level ~SPL! of 211 dBre: 1 mPa at 1 m referenced to the flat
side of the transducer. The directional mode yielded an in-
creased SPL of approximately 215 dBre: 1 mPa at 1 m when
driven at the full power field limit of 394 kV/m~10 kV/in!.
The power based electroacoustic efficiency, measured during
the tests, was approximately 80% in both modes. The mea-
sured directivity index~DI! of the directional mode at 900
Hz is 3.4 dB and21.8 dB for omnidirectional mode when
referenced to the sides of the shell. The omnidirectional
mode mechanicalQ is 4 ~typical for flextensional transduc-
ers!, the mechanicalQ in the dipole mode is 13 and in the
directional mode the mechanicalQ is 8. Figure 4 shows the
measured omnidirectional, dipole, and directional~cardioid!
beam patterns. In Fig. 5 we show the single-element trans-
ducer measured transmitting voltage response driven in the

fundamental omnidirectional mode~both stack sections A
and B driven electrically in phase with the same amplitude!,
the dipole mode~A and B driven electrically 180° out of
phase from each other with the same amplitude!, and the
directional mode of operation with the phase and amplitude
adjusted to obtain a maximum front to back ratio over that
frequency band. It is interesting to note that the mechanical
Q and transmitting voltage response of the directional mode
is approximately the average of the omnidirectional and di-
pole modes.

In the array configuration all of the side A drive leads
were connected in parallel and all of side B drive leads were
connected in parallel with each side driven by separate wave-
form generators and power amplifiers. The six-element line
array produced a SPL of 225 dBre: 1 mPa at 1 m in the
directional mode with a measured operating electroacoustic
efficiency of over 80% and a mechanicalQ of 4. Radiation
patterns yielded back reductions of 53 to 75 dB between 600
and 1400 Hz in a single line of six elements. The array
maximum response axis is easily changed by reversing the
drive signals producing an array capable of projecting in ei-
ther the forward or backward directions. The radiation pat-

FIG. 4. Measured single-element 900-Hz radiation patterns operating in the
~a! quadrupole mode,EA5EB , ~b! dipole modeEA52EB , ~c! directional
modeEA /EB50.73 at 31.6°, and~d! directional mode drive leads reversed.

TABLE I. Measured transmit response of omnidirectional and dipole mode used to determine the drive con-
dition for a directional mode at 900 Hz.

TVRq TVRd R EB /EA ~volts! Measured
Level Phase Level Phase Level Phase Magnitude Phase Front/Back

Single element 141.4 dB 70.6° 151.2 dB267.8° 29.8 dB 238.4° 0.728 231.6° 55 dB

Array 154.4 dB 274.4° 161.9 dB 2123.9° 27.5 dB 49.5° 1.66 38.0° 62 dB
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terns for the six-element line array are shown in Fig. 6 for
the array steered in both the forward and backward directions
at 900 Hz. The measured beamwidth is 27.4° which is close
to that of an ideal two-wavelength line with a calculated
beamwidth of 27.8°. Another method of presenting direc-
tional array performance is through a plot of the TVR across
the operating band in the forward and backward direction. In
the upper plot of Fig. 7, the top trace is the TVR measured
on side A of the array, while the lower trace is the B side or
back side TVR. The vertical scale is 20 dB/division to allow
the significant front to back ratios to be displayed. The lower
plot of Fig. 7 is identical to the upper plot, but the A and B

drive leads of the array have been reversed, thereby reversing
the direction of radiation.

III. SUMMARY AND CONCLUSIONS

We have presented a directional class IV flextensional
transducer which can be operated in either displacement or
field pressure canceling modes. The transducer uses both the
conventional quadrupole mode which is excited by the ex-
tensional motion of the piezoelectric stack and a body dipole
mode which is excited by the inextensional bending mode of
the stack. The piezoelectric stack is separated into two sides
so that both sides may be separately energized to excite both
modes. The displacement drive condition is the preferred
choice for unidirectional planar array applications. The phase
shifted pressure drive condition is the choice for single-
element or line array applications. This choice yields not
only a large front to back ratio but also an increase in source
level and greater power capacity since both sides of the stack
are simultaneously driven. This method also allows the opti-
mization of the front to back ratio at all frequencies by use of
the phase and amplitude transmitting voltage response values
of the quadrupole and dipole mode to obtain the required
input voltage amplitude and phase for each side of the piezo-
electric stack.

The phase shifted pressure drive condition significantly
improves operation by providing increased SPL and back
reductions of up to 75 dB with both single elements or line
arrays. Measured results revealed a directional transducer
which operated efficiently in both the normal~omnidirec-
tional! and directional mode. A six-element line array of di-
rectional flextensional transducers produced a SPL of over
225 dBre: 1 mPa at 1 m with an operating efficiency of over
80%.

FIG. 5. Measured single-element transmitting voltage response driven in quadrupole, dipole, and directional modes.

FIG. 6. Measured 900-Hz radiation patterns for the six-element line array
operating in the directional mode~—! and with the drive leads reversed
~------!.
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This paper deals with the prediction of the dynamic response and vibrational power flow in general
three-dimensional coupled beam structures. An arbitrary loading condition is assumed and flexural
waves in two perpendicular planes and longitudinal and torsional waves, may be excited
simultaneously in each beam. The interaction of different wave types at the coupling boundaries is
therefore expected. Suitable for the low- and medium-frequency range, the modal receptance
method used here allows the prediction of the detailed structural response and power flow
components carried by the different wave types through joint boundaries and at any cross section of
the beam structure. The mathematical description of the three-dimensional beam structure and the
manipulation of receptance matrices are presented in such a form that the vibration of any complex
beam structure may be described systematically and with clear physical interpretations. The
prediction of the input and output power for each component beam quantifies the energy dissipation
in the beam, which may be taken as a measure of the spatial average response level of the beam.
Computational examples of the power flow components at the joint boundaries of the component
beams in coupled three-dimensional structures are used to illustrate the significance of the
theoretical results. ©1997 Acoustical Society of America.@S0001-4966~97!02806-3#

PACS numbers: 43.40.Cw@CBB#

INTRODUCTION

The prediction of the dynamic response and vibrational
power flow characteristics of three-dimensional coupled
beam structures is the concern of this paper. In their previous
work,1 the authors presented a method to predict the power
flow in coupled beam structures. However, their formulation
was limited to the case of in-plane structures under in-plane
loads and as a consequence only longitudinal and in-plane
flexural vibrations were considered.

The present work is a natural extension to the previous
one. It presents a formulation describing the dynamic re-
sponse of general multiple beam structures in the three-
dimensional space under general loading conditions. Within
this type of structure, flexural waves in two perpendicular
planes, and longitudinal and torsional waves, can be excited
simultaneously. The prediction of dynamic response includes
the calculation of vibrational velocities, internal forces, and
then power flow at any location of the beam structure.

Two methods are now widely used for the prediction of
the dynamic response of coupled structures. They are finite
element analysis~FEA! and the statistical energy analysis
~SEA!. Other methods have also been developed to encoun-
ter the problem, especially in the medium-frequency range
where both FEA and SEA have their own limitations. It is
observed that the majority of these methods employed the
wave solution to the basic equations of vibration in their
formulation and little work can be found in the literature that
adopts the modal analysis approach. Yong and Lin2 used a
wave scattering matrix formulation for the dynamic response
of truss-type structural networks. Langley3 used a dynamic
stiffness approach to analyze power flow in beams and
frameworks. Mead4 used wave receptance functions in his

analysis of the free and forced response of the periodic struc-
tures. Miller and Flotow5 used a transfer matrix approach
and recently Beale and Accorsi6 used a matrix method and
the wave approach to solve the problem of two- and three-
dimensional frame structures. Their model can accept only
forces at the joints and they investigated the total power flow
rather than the components.

Among the researchers using the modal solutions,
Cuschieri7,8 used a mobility approach for periodic structures
and L-shaped plates. Guyaderet al.9 developed a modal for-
mulation for coupled plates~which can be equally adapted to
coupled beams! but in their formulation they used the modal
properties of the coupled structure rather than that of the
components. Very recently Miccoliet al.10 presented a
modal receptance approach to the case of beam-stiffened
plates representing an idealized aircraft wing. It should also
be stated in this quick survey that Bishop and Johnson11

discussed the use of receptance approach in single and
coupled beam structures. Also Soedel12 applied the recep-
tance technique to the coupled structures of shells and plates.

In the present analysis, the modal receptance approach is
adopted because it allows convenient estimation of band-
limited power flow as demonstrated for acoustical–structural
coupling problems by Pope and Wilby.13 Because the bound-
ary conditions of the component beams are included when
the resonance frequencies and mode shapes are selected in
the first stages of the solution, the approach presented in this
paper leads to simplification of the subsequent mathematical
manipulation. Furthermore, the modal properties of the com-
ponent beams are already available in the literature and they
are used directly to obtain the characteristics of the coupled
structure. Different damping values for different modes or
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for different frequency bands can be conveniently used in the
model for the estimation of the response of real structures.
As will be shown, the receptance matrix for a component
beam is a 636 matrix for general loading conditions. It can
be easily used as the building block for modeling the re-
sponse of complex three-dimensional beam structures. This
leads, in the very general case, to a maximum number of
degrees of freedom which is six times the number of beam
ends terminating at intermediate joints of the coupled beam
structure. Consequently, the size of the characteristic matrix
to be inverted for the response can be determined. The com-
putational effort may be easily assessed from the size of the
characteristic matrix and the number of modes participating
in synthesising the coupled response.

In the previous work,1 the modal receptance approach
was defined and explained and the basic relations were de-
rived for the special case of in-plane coupled beams under
in-plane loading where only in-plane flexural and longitudi-
nal vibrations were considered. In this paper, the basic rela-
tions are written for the general case of loading of the three-
dimensional structures of coupled beams, the receptance
matrix is developed for the general case of loading. The ba-
sic equations for multibeam, multijoint structures are derived
and their practical applications discussed. The formulation is
also extended to the prediction of the internal forces, the
displacement vector, and the power flow total and compo-
nents at an arbitrary cross section. Computational examples
are used to illustrate the results of the analysis. In a compan-
ion paper,14 experimental measurements are used to compare
with the computational results from the present method and
from the finite element method for assessing and verifying
the accuracy of the method.

I. POWER FLOW IN COUPLED BEAMS CARRYING
FOUR WAVE TYPES

Three-dimensional coupled beam structures under the
general case of loading will carry flexural waves in two per-
pendicular planes, longitudinal and torsional waves. The
force and displacement components at a cross section of the
i th component beam at positionx of the local beam coordi-
nates (Xi ,Yi ,Zi) are presented in Fig. 1. The force vector at
x is defined as

Fi~x!5@Nx ,Ny ,Nz ,Mx ,My ,Mz#
T, ~1!

whereT denotes the transpose of the matrix. The elements of
the force vector are, respectively, longitudinal force in the
Xi direction, shear in theYi direction, shear in theZi direc-
tion, moment aboutXi axis ~torsion!, bending moment about
the Yi axis, and bending moment about theZi axis. The
displacement vector is defined as

Si~x!5@u,v,w,ux ,uy ,uz#
T. ~2!

The elements of this displacement vector are respectively the
linear displacements along theXi , Yi , andZi axes and the
angular rotations about theXi , Yi , andZi axes.

For steady-state harmonic vibrations, the numerical val-
ues of the components of the force and displacement vectors
are the complex amplitudes, and the time variation takes the
form e2 jvt, wherev is the angular frequency. The velocity
vector at positionx can be written as

Ṡi~x!52 jvSi~x!. ~3!

The time-averaged total power flow at positionx is given by

Pt~x!5 1
2 Re@Fi

T~x!Ṡi* ~x!#, ~4!

where* denotes the complex conjugate. If we define a diag-
onal force matrixFd

( i )(x), where the components of the force
vector are the main diagonal elements and all the off-
diagonal elements are zeros, the components of the power
flow can be obtained:

Pc~x!5@PNx
,PNy

,PNz
,PMx

,PMy
,PMz

#

5 1
2 Re@Fd

~ i !~x!Ṡi* ~x!#. ~5!

II. FORCE-DISPLACEMENT RELATIONSHIPS FOR
COMPONENT BEAMS

For coupled beam structures under general loading con-
dition, each component beam will carry four wave types
~flexural waves in two perpendicular planes, longitudinal and
torsional waves!. To describe the four wave types, six de-
grees of freedom have to be considered at each cross section
of a beam. The displacement vectorSi(x1) at positionx1 is
related to the force vectorFi(x2) at positionx2 of beami via
a receptance matrixRi(x1 ,x2) by the relation

Si~x1!5Ri~x1 ,x2!Fi~x2!, ~6!

where

R~x1 ,x2!53
RuNx

~x1 ,x2! 0 0 0 0 0

0 RvNy
~x1 ,x2! 0 0 0 RvMz

~x1 ,x2!

0 0 RwNz
~x1 ,x2! 0 RwMy

~x1 ,x2! 0

0 0 0 RuxMx
~x1 ,x2! 0 0

0 0 RuyNz
~x1 ,x2! 0 RuyMy

~x1 ,x2! 0

0 RuzNy
~x1 ,x2! 0 0 0 RuzMz

~x1 ,x2!

4 . ~7!
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The above receptance matrix may be partitioned as follows:

R~x1 ,x2!5FR11~x1x,2! R12~x1 ,x2!

R21~x1 ,x2! R22~x1 ,x2!
G , ~8!

where R11(x1 ,x2), R12(x1 ,x2), R21(x1 ,x2), and
R22(x1 ,x2) are 333 matrices representing, respectively,
translational displacements due to forces and moments, an-
gular displacements due to forces, and moments. The ele-
ments of the receptance matrix are the receptance functions
where the first subscript refers to the displacement compo-
nent ~translation or rotation!, the second subscript refers to
the component force~or moment!, and the two coordinates
(x1 ,x2) are, respectively, the positions of the response dis-
placement and the excitation force components in the local
coordinates of the beam. General expressions for the recep-
tance functions constituting the receptance matrixR(x1 ,x2)
are listed in Ref. 1 for flexural vibration in one plane and
longitudinal vibration. The flexural receptance can be
adapted to the flexural vibration in the perpendicular plane.
The torsional receptance can be obtained in a similar way to
that for the longitudinal receptance functions shown in Ref. 1
and expressed as

RuxMx
~x1 ,x2!5

1

rJ (
t51

`
w t~x1!w t~x2!

~v̄ t
22v2!

,

whereJ is the polar moment of inertia of the cross section,
and v̄ t5(tp/L)AD/rJ is the complex eigenfrequency of a
free–free component beam for torsional vibrations.D is the
complex torsional rigidity (D5D0(12 jh t), whereh t is the
structural damping coefficient for torsional vibration, andL
is the length of the component beam. The mode shape
w t(x) used for the torsional receptance is identical to that for
the longitudinal receptance for the same boundary condi-
tions.

Three observations on the receptance matrix@Eq. ~7!#
are worth mentioning. First, the reciprocity principle usually
leads to reduction in the number of receptance functions to
be computed. Second, the zero elements in the receptance
matrix are due to the assumption that the only coupling be-
tween the forces and displacements at a specific cross section
are between the two components of flexural vibration~shear

and moment! about a specific axis~Yi or Zi!. Should any
other type of coupling occurs, the relevant element of the
receptance matrix will be nonzero. Third, the present model
is based on the Euler–Bernoulli beam theory which implies
an upper frequency limit to its accurate predictions.

Damping is introduced in the receptance functions by
using the complex resonance frequencies for all the wave
types in the beam structure. It is possible to introduce differ-
ent values for the structural damping loss factor for the dif-
ferent vibrational modes and for the different frequency
bands.

In general the grounding supports may be located at cou-
pling joints or at the ends of some component beams. There-
fore, the component beams may be classified into two
groups:
~1! Component beams terminating at a joint from one end

and at a support from the other are shown in Fig. 2~a!.
By superposition, a force-displacement relation can be
written for thei th beam as

Si~0!5Ri~0,0!Fi~0!1Ri~0,xe!Fei~xe!. ~9!

~2! Component beams terminating at joints from both ends
are shown in Fig. 2~b!. Similar relations for thekth
beam are

Sk~0!5Rk~0,0!Fk~0!1Rk~0,l k!Fk~ l k!

1Rk~0,xe!Fek~xe!, ~10a!

FIG. 1. Positive directions of force and displacement components in the
general case of loading.

FIG. 2. ~a! Component beam connecting a joint to an end support.~b!
Component beam connecting two joints.
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Sk~ l k!5Rk~ l k,0!Fk~0!1Rk~ l k ,l k!Fk~ l k!

1Rk~ l k ,xe!Fek~xe!, ~10b!

wherexe is the position of the excitation vectorFe in
the local beam coordinates. Multiple excitation vectors
may be included in the force-displacement expressions
of any component beam.

The force and displacement vectors at any beam cross
section can be transformed from the beam local coordinate
system (XiYiZi) to a global coordinate system for the
coupled structure (X0 ,Y0 ,Z0) via a transformation matrix
Ti . For the component beami , the transformations are

S05TiSi, ~11a!

F05TiFi. ~11b!

The transformation matrix is an orthogonal matrix15 with the
property of

T i
215T i

T . ~12!

This property is used in Eqs.~11! to transform the force and
displacement vectors from the global back to the local coor-
dinates without any need for matrix inversion, i.e.,

Si5T i
TS0 , ~13a!

Fi5T i
TF0. ~13b!

For details of the transformation matrix, see Ref. 6 or 15.

III. DYNAMIC RESPONSE OF 3-D COUPLED BEAM
STRUCTURES

A. Rigid joint of m beams

In this section, a coupled structure withm beams rigidly
connected at one joint is considered. The other ends of the
beams may be described by any standard support condition
such as simply supported, clamped, or free boundary condi-
tions. The force and displacement vectors at the joint end of
each beam are transformed from the local coordinates of
each beam to the global frame of reference as per Eqs.~11!.
The force equilibrium at the joint~in the global coordinate
system! is expressed as

(
i51

m

T iFi50631 , ~14!

where0631 is a 631 vector of zero elements. The displace-
ment compatibility at the joint are:

TiSi5Ti11Si11 , i51,2,...,~m21!. ~15!

The force-displacement relations of Eq.~9! are written for
the component beams to form, together with Eqs.~14! and
~15!, 2m sets of equations in the force and displacement
vectors at the rigid joint of the component beams. A solution
of these equations for the displacement vector at the joint in
the global coordinates can be obtained using the orthogonal-
ity property of the transformation matrix@Eq. ~12!# as de-
tailed in the previous work:1

S0~0!5F(
i51

m

TiRi
21~0,0!Ti

TG21H(
i51

m

@TiRi
21~0,0!Ti

T#

3@TiRi~0,xe!Fei~xe!#J . ~16!

Equation~13a! can now be used to transform the displace-
ment vector from the global to the local coordinates of each
beam. Substituting the resulting local displacement vector
into Eq. ~9! leads to the determination of the force vector at
the joint boundary in the local coordinates of each compo-
nent beam. Having determinedSi andFi for each component
beam, the power flow can be computed using Eqs.~4! and
~5!. The physical and mathematical explanations of Eq.~16!
were given in a previous paper.1

B. Coupled structures with multiple beam/multiple
joint

The coupled structure with multiple beam/multiple joint
in three-dimensional space and under general loading condi-
tions is considered here. The coupled structure is consisted
of n component beams. Ifn1 is the number of beams con-
nected to boundary supports as shown in Fig. 2~a!, andn2 is
the number of beams connecting two intermediate joints as
shown in Fig. 2~b!, then n5n11n2 . The number of un-
known force vectors at the intermediate joints of the compo-
nent beams isn112n2 . At each joint, it is possible to write
one force equilibrium equation and a number of compatibil-
ity relations which is less by one than the number of beams
connected at this specific joint. It follows that for a coupled
structure withJ joints, J force equilibrium equations and
n112n22J compatibility relations can be written leading to
a total number of equations equal to the total number of
unknown force vectors. It should be noted here that each of
these equations is a matrix equation including six equations
for the six degrees of freedom at the joint of a component
beam. We now consider thegth joint connecting two beams

FIG. 3. Coupled beam structure of ‘‘n’’ beams connected at ‘‘J’’ joints.
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ckg and cgq which terminate in their other ends at jointsk
andq, respectively, as shown in Fig. 3. The joint ‘‘g’’ is also
connected to beambi which terminates at an end support.
The force equilibrium at ‘‘g’’ is

Tbi
Fbi~0!1TgqFgq~0!1TkgFkg~Lkg!50631 , ~17!

and the displacement compatibility relations may be written
as follows:

TkgSkg~Lkg!5Tbi
Sbi~0!, ~18!

Tbi
Sbi~0!5TgqSgq~0!. ~19!

Expressions forSgq(0) andSkg(Lkg) as functions of the ex-
ternal excitation vectors and boundary force vectors~not
shown in Fig. 3! are obtained utilizing Eq.~10!. Similarly,
expression forSbi(0) is obtained from Eq.~9!. Repeating the
same procedure for jointsk andq of Fig. 3 and considering
only the beams drawn in solid lines, the resulting equations
may be written in the following matrix form:

3
Tb1

Tkg

2Tb1
Rb1

~0,0! TkgRkg~0,0! TkgRkg~0,1!

Tkg Tbi
Tgq

TkgRkg~1,0! TkgRkg~1,1! 2Tbi
Rbi

~0,0!

2Tbi
Rbi

~0,0! TgqRgq~0,0! TgqRgq~0,1!

Tgq Tbn

TgqRgq~1,0! TgqRgq~1,1! 2Tbn
Rbn

~0,0!

4 3
Fb1~0!

Fkg~0!

Fkg~1!

Fbi~0!

Fgq~0!

Fgq~1!

Fbn~0!

4
53

0631

Tb1
Rb1

~0,xe!Feb12TkgRkg~0,xe!Fekg

0631

Tbi
Rbi

~0,xe!Febi2TkgRkg~1,xe!Fekg

Tbi
Rbi

~0,xe!Febi2TgqRgq~0,xe!Fegq

0631

Tbn
Rbn

~0,xe!Febn2TgqRgq~1,xe!Fegq

4 , ~20!

or briefly,

@RG#@FG#5@SG#, ~21!

where each nonfilled element of@RG# is a 636 matrix with
zero elements.

Equation~20! presents the governing equations for the
three-dimensional coupled beam structure drawn in solid
lines in Fig. 3. This matrix equation can be solved for the
force vectors at the joint boundaries of the component
beams, and consequently the displacement vectors and
power flow can be determined as detailed in the previous
section. The solution of these equations involves the inver-
sion of one sparse matrix of the order 6(n112n2) which
equals the total number of force components at the interme-
diate joints of all the component beams of the coupled struc-
ture. It is a straight forward exercise to expand Eq.~20! for a
more general case of multiple beam/multiple joint and of
arbitrary number of beams connected at each joint. More
than one excitation force vector may be considered for each
beam.

The modal receptance solution for the dynamic response
of coupled beam structures, as represented by Eqs.~20! and
~21! has the following characteristics:

~1! @RG# is a ‘‘global receptance matrix’’ including the
transformation matrices of the component beams and
their receptance matrices relating the displacement and
the force vectors at the joint boundaries. The matrix is
divided into groups of rows separated by dashed lines.
Each group is related to one joint. Each element in
@RG# is a 636 matrix. The nonzero elements are con-
centrated in the main diagonal band. Elements related to
one joint are mainly occupying a square submatrix in the
main diagonal band. The few elements outside that sub-
matrix represent the remote ends of the beams coupled to
other joints.

~2! @FG# is a ‘‘total force vector’’ including all the force
vectors at the joint boundaries of the component beams.

~3! @SG# is a ‘‘global vector of joint displacements due to
external excitations.’’ Those displacements are resolved
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into the global frame of reference as it is clear from
examining the nonzero terms in this matrix. It is clear
that more than one excitation vector at different posi-
tions may apply to any component beam.

~4! Equation ~20! may be read as follows: Each group of
lines represents the governing equations for one joint.
The first equation in a group is the force equilibrium
relation. The subsequent equations in the group are the
displacement compatibility relations written for each
pair of beams at a time. All the forces and displacements
are resolved into the global axes.

~5! It follows from the abovementioned characteristics that
Eq. ~20! can be written directly for any coupled beam
structure under general loading conditions.

C. Components of power flow at arbitrary cross
section

The components of the force vector@see Eq.~1! and Fig.
1# at a cross sectionx along any component beam may be
computed from the spatial derivatives of the components of
the displacement vector—Eq.~2!—using the relations:

Nx52EA
]u

]x
, ~22a!

Ny5EIz
]3v
]x3

, ~22b!

Nz5EIy
]3w

]x3
, ~22c!

Mx52GJ
]ux
]x

, ~22d!

My5EIy
]2w

]x2
, ~22e!

Mz52EIz
]2v
]x2

. ~22f!

The above equations may be written in a matrix form:

F~x!5@P#D~x!, ~23!

where@P# is a 636 diagonal matrix of the material and cross
sectional properties appearing in the right-hand sides of Eqs.
~22!. D(x) is the vector whose components are, respectively,
the derivatives of the displacement components.

For linear vibration, the displacement vector at a cross
sectionx along a component beamk connecting two joints
@see Fig. 2~b!# may be expressed as:

Sk~x!5Rk~x,0!Fk~0!1Rk~x,1k!Fk~1k!

1Rk~x,xe!Fek~xe!. ~24!

Consequently, the vector of the displacement derivatives is:

Dk~x!5Rk
D~x,0!Fk~0!1Rk

D~x,1k!Fk~1k!

1Rk
D~x,xe!Fek~xe!, ~25!

where Rk
D(x,xl) is a 636 ‘‘matrix of receptance deriva-

tives’’ at x of beamk due to unit loads atxl :

Rk
D~x,xl !53

2
]

]x
RuNx

0 0 0 0 0

0
]3

]x3
RvNy

0 0 0
]3

]x3
RvMz

0 0
]3

]x3
RwNz

0 2
]3

]x3
RwMy

0

0 0 0 2
]

]x
RuxMx

0 0

0 0
]2

]x2
RwNz

0 2
]2

]x2
RwMy

0

0 2
]2

]x2
RvNy

0 0 0 2
]2

]x2
RvMz

4 , ~26!

where the response and excitation positions (x,xl) are re-
moved from the nonzero elements of the matrix. It is worth
mentioning that the signs in Eqs.~22! and ~26! are adjusted
to be compatible with the sign convention of Fig. 1 and
that the derivatives are always evaluated at the response po-
sition x.

Having obtained the displacement vector at positionx
from Eq. ~24! and the internal force vector at the same cross
section from combining Eqs.~25! and ~23!, the total power
flow and its components at positionx can be obtained em-
ploying Eqs.~4! and ~5!. The input power at an excitation
point can be estimated in a similar way by first estimating the
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response displacement vector at the excitation position em-
ploying Eq. ~24! and the appropriate receptance functions.
The response displacement vector and the excitation vector
are then used to compute the total and components of the
input power using Eqs.~4! and ~5!. The prediction of the
spectrum of the components of the input power due to the
corresponding components of the excitation force vector
leads directly to an evaluation of the capability of the differ-
ent components of the excitation force vector to inject power
into the structure. As a consequence, manufacturing and as-
sembly tolerances may be used at the design stage to prevent
some force components from injecting excessive power into
the structure in some frequency bands.

The evaluation of the internal force vectors employing
the receptance derivatives as formulated in this section is
usually not causing numerical or convergence problems as
long as the number of flexural modes are within about 100
modes for the practical beams’ configurations. This number
of modes is sufficient for accurate results. If higher number
of modes are used, some special numerical manipulation will
be required to avoid numerical over flow. However, it was
observed from the numerical examples that the predictions of
the internal forces in the vicinity of the boundaries are less
accurate due to the spatial fluctuations in the modal predic-
tions near the boundaries as demonstrated in Ref. 16. Away
from the boundaries and discontinuity the predictions are
accurate as shown in the second example~and Fig. 6 in the
next section!.

D. Summary of the general procedure

It is useful at this stage to summarize a general proce-
dure for the dynamic response prediction of any three-
dimensional coupled beam structure. The dimensional and
material properties of the constituent beams as well as the
idealized supporting conditions have to first be defined.
Modal properties of each component beam have to be ob-
tained. Orientations of the local coordinate axes of each
beam with respect to a global frame of reference have to be
defined and the transformation matrix has to be calculated
for each component beam. The excitation force vectors have
to be defined.

Having completed the above preparatory work, the gov-
erning equations can now be written similar to Eq.~20! and
solved for the force vectors at the coupling joints. The dis-
placement vectors at the joints can then be obtained using
one of the force displacement relations described by Eqs.~9!
and~10!. The force and displacement vectors at the coupling
joints of each beam will be sufficient to define completely
the dynamic response at each frequency and to subsequently
calculate any response quantity at any cross section as de-
tailed before.

IV. COMPUTATIONAL EXAMPLES

A. Power flow through a rigid joint of six beams

Six beams connected rigidly at one joint and clamped at
the other ends are shown schematically in Fig. 4. The beams
are chosen to be in the positive and negative directions of the

FIG. 4. Power flow at the rigid joint of six coupled beams in the frequency band of torsional resonance.
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global system of axes so that the interpretation of the wave
interactions at the joint becomes obvious. The coupled beam
structure is assumed to be manufactured from steel of
Young’s modulus 2103109 N/m2, density 7800 kg/m3,
Poisson ratio 0.28, and a structural damping coefficient of
0.001. The cross sections are 0.00530.04 m2 in the direc-
tions indicated in Fig. 4 and the length is 1.0 m for all beams.
Beam 1 is excited at positionxe50.37 m by a force vector
Fe 5 @1, 1, 1, 0.01, 0.0, 0.0# where the components are, re-
spectively, the three force components along the directions
of the global axes in Newtons and the moments about these
axes in Nm. This loading is representative of a practical case
where, for example, a force is transmitted through a machine
mount to one of the supporting beams in such a direction that
three force components are created and the components of
moment are due to the eccentricity from the center of the
cross section. Zero moment components aboutY andZ axes
are considered in this specific loading for simplicity and due
to the fact that the linear force components are sufficient to
excite the flexural modes in the two perpendicular directions
~when the excitation position does not coincide with a node!.
It is also found from the computational results that the com-
ponents of input power due to these moment components
exhibit the same pattern of behavior as the input power com-
ponents due to the linear forces, although at different levels
according to the excitation position relative to the neighbor-
ing nodes or antinodes of the dominating modes.

The modal receptance method described in the previous
sections for three-dimensional coupled beams was used to
predict the spectrum of the total input power and the com-
ponents of input power due to the different components of
the excitation force as presented in Fig. 5 for the frequency
band 0–2000 Hz. It can be seen from these plots that the
relative contributions of the different components of the ex-
citation force vector to the input power are frequency depen-
dant. The predictions show clearly the components of the
excitation force vector which must be reduced to the mini-
mum possible should the vibration excitation be controlled to
a minimum.

In the input power spectrums the peaks correspond to
the resonance frequencies of the different modes of vibra-
tion. At any resonance frequency, the corresponding input
power is at a peak value. One can classify the modes accord-
ing to the type of vibration which dominates the input power.
Some modes, such as the mode at 146 Hz in the example
shown in Fig. 5, are characterized by peaks, although at dif-
ferent levels, in the input power spectrums for all wave
types. This type of vibrational mode is expected to happen
more frequently as the flexural stiffness of the cross section
of the excited beam in the two perpendicular planes become
close to each other. Other modes are dominated by only one
wave type like the mode at 801 Hz.

The input power spectrums at only one point are suffi-

FIG. 5. Total and components of input power to six rigidly coupled beams due to an excitation force vector@1, 1, 1, 0.01, 0, 0#.
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cient to identify all the resonance frequencies of the coupled
structure as long as the excitation force vector used in the
prediction consists of all six components~three force and
three moment components!. If the excitation point coincides
with a nodal point for a flexural wave, the input power spec-

trum due to the moment component will still show a peak
due to the fact that the rotational velocity component is a
maximum although the linear velocity component at the
node is zero. When the structure is excited at a nodal point of
longitudinal or torsional wave, the flexural waves will still

FIG. 6. Predictions of total power flow at different cross sections of a three-beam/two-joint structure excited by an out-of-plane force of 1 N in three frequency
bands:~a! 73–89,~b! 715–745, and~c! 1715–1765 Hz.
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show a peak at resonance due to the coupling of waves in the
three-dimensional structure.

Figure 5 also shows a very strong torsional resonance at
1638 Hz in which the input power is at the highest level as
compared to other peaks in the frequency range 50–2000 Hz.
At this resonance, the power input is mainly due to the 0.01
Nm twisting moment which may arise from a 10 N resultant
linear force shifted by 1 mm from the shear center of the
cross section in any practical structure. In this situation, very
tight tolerances may be necessary to avoid the creation of
such a moment component if excessive input power is to be
avoided. The input power due to the axial force component is
always at very low levels in this frequency range. It is also
evident from Fig. 5 that although the input power due to the
force component in theZ direction is very low at off reso-
nances, which may be attributed to the higher stiffness of the
structure in this direction, it is still very high at the resonance
frequencies.

The distribution of the vibrational power at the joint of
the six beams in the frequency band including a torsional
resonance~1625–1800 Hz! is shown in Fig. 4. Although
most of the power leaving beam 1 goes to beam 3 in the two
resonances at 1633 and 1638 Hz, which may intuitively be
expected, the distribution of power is completely different at
1703, 1710, and 1775 Hz where the input power is domi-
nated respectively byFZ

(e) , FMx
(e) , andFY

(e) components of the
excitation force as demonstrated by Fig. 5. It is also possible
to examine the components of the input power to each beam
at the joint or at any cross section away from the boundaries.
This will be presented in the companion paper.14

B. Power flow at different cross sections in three
coupled beams

The structure presented schematically in Fig. 6~a! con-
sists of three in-plane beams connected rigidly at two joints
and clamped at the remote ends. The beams are, respectively,
1.65, 0.985, and 1.65 m in length, 0.01630.016 m2 cross
sections, and of the same material properties as that in the
previous example. Beam 1 is excited by a force component
of 1 N in adirection perpendicular to the plane of the beams
at 0.555 m from the clamped end. Thus flexural waves in
planes perpendicular to the plane of the beams in addition to
torsional and longitudinal waves are excited and coupled at
the excitation position and at the joints. The modal recep-
tance method was used to predict the input power and the
total power flow through the joints. Power flow through three
intermediate cross sections~0.5 m from the joints! is also
computed using the receptance derivatives formulation. The
predictions are presented in Fig. 6~a!–~c! for three different
frequency bands. The resonance locations and magnitudes in
all the calculated power flows clearly show the consistency
of the predictions.

V. CONCLUSIONS

A mathematical model is presented for the prediction of
the dynamic response of three-dimensional coupled beam
structures using a modal receptance formulation. It is shown
that matrix equation~21! governing the dynamic behavior of

the coupled structure has a clear physical meaning and may
be written directly for any multiple beam/multiple joint
structure given the physical and modal characteristics of the
component beams and the excitations of the structure. The
formulation is such that the force vectors at the intermediate
joints are obtained directly from the solution of the govern-
ing equations. Displacement vectors at the joints are subse-
quently computed employing the force-displacement rela-
tions. The internal force vectors and displacement vectors
may also be computed at any cross section of a component
beam. Components of input power due to different compo-
nents of the excitation force vector and components of power
flow at the joints or at any cross section may also be pre-
dicted. The difference between the input and the output
power for any given beam can be used as a measure of the
average response level at any frequency.

This model fills the gap between the FEA and SEA in
the medium-frequency range where each method has its own
limitations. The model is based only on the basics of struc-
tural and vibrational analysis. It is computationally efficient
in the prediction of the resonant behavior of coupled beam
structures in the medium-frequency range. It can be further
developed for more general case of arbitrary beam’s cross
sections, nonrigidly connected beams or nonstandard end
conditions for the component beams.

Assessment of the accuracy of predictions from the
present method and its limitations are the subject of part 3 of
the present series of papers.14 It is shown by comparing the
measured and predicted values of power that the best agree-
ment can be achieved in the medium-frequency range. At
low frequencies~below;100 Hz!, although the predictions
are accurate, measurement of power flow is usually difficult,
if not impossible, not accurate and time consuming. On the
other hand, at high frequencies~above;1000 Hz!, the accu-
racy of the predictions starts to decline due to the effect of
shear deformation and rotary inertia neglected by Euler–
Bernoulli beam theory, the limited number of modes used in
synthesizing the coupled response, and due to uncertainties
in material properties.
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Flexural vibration of an infinite wedge
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A new solution to the problem of flexural vibration of an infinite wedge excited by a point harmonic
load is obtained via a superposition of the geometric and diffraction fields, for simply supported and
roller boundary conditions along the edges. The diffraction integrals are evaluated both in closed
form in terms of the Faddeeva function and also as an asymptotic series using the steepest descent
method. An eigensolution is also derived by expanding eigenfunctions in the angular direction and
propagation terms in the radial direction. These two representations of the solution are compared
numerically for accuracy and spatial distribution in different frequency regimes. The relative
contribution of the geometric and diffraction fields to the overall solution is examined. This result
is then compared to the second-order Helmholtz wave equation solution in order to demonstrate the
near-field effects arising due to the fourth-order biharmonic formulation. The authors’ motivation
for obtaining the solution for a wedge-shaped infinite plate is that it is an essential step toward
devising numerical models for the vibration of arbitrary polygonal plates. By combining the
contribution from diffraction at the vertices of a polygonal plate with the geometrical solution
obtained by the method of images, the authors expect to obtain better predictions at mid and high
frequencies than is possible by other available methods. ©1997 Acoustical Society of America.
@S0001-4966~97!00406-2#

PACS numbers: 43.40.Dx, 43.40.At@CBB#

INTRODUCTION

The diffraction effects arising from wedge-shaped ge-
ometries are of interest in several disciplines including
acoustics, optics, geophysics, and electromagnetics.1–7 For
those wedge anglesb which are submultiples ofp, any pro-
cess of isotropic symmetry can be solved by applying the
method of images.8 This technique was generalized by
Bromwich2 for noninteger wedge indices by using a complex
integral representation of the image series.9 For instance,
Bowman and Senior4 have generated solutions forE andH
polarized electric fields in noninteger wedges with various
source excitations. The diffraction effects for the flexural vi-
bration of thin wedge-shaped plates have not been analyzed
before to the best of our knowledge. Previous investigations
have been confined to phenomena governed by the classical
wave equation, where as in plate vibrations a biharmonic
formulation is required. In this article, the arbitrary structural
wedge problem is formulated and the diffraction integral is
evaluated in closed form by using an asymptotic expansion
of Hankel functions for large arguments. The diffraction in-
tegral is also evaluated by the method of steepest descent, a
high-frequency approximation, that is equivalent to the geo-
metric theory of diffraction as introduced by Keller.10

The region enclosed by the wedge of Fig. 1 is given in
cylindrical polar coordinates as

r[~r,f!P@0,̀ !3@0,b#. ~1!

The wedge index~n! is defined in terms of wedge angle~b!
as n5p/b. The thickness of the plate is denoted byh.

Wedges are classified as integer wedges ifn is an integer and
as noninteger wedges ifn is not an integer.

According to the classical thin plate theory,11 the equa-
tion governing the flexural motion of an isotropic, homoge-
neous plate of constant thicknessh is expressed in terms of
transverse displacementw(r ,t) as

D¹4w~r ,t !1rmh
]2w~r ,t !

]t2
5p~r ,t !, ~2!

where D5Eh3/12(12n2) is the flexural rigidity of the
plate; further,¹4, t, E, rm , p, and n are the biharmonic
operator, time, Young’s modulus, density, lateral force per
unit area, and Poisson’s ratio, respectively. For harmonic ex-
citation at a frequencyv, p(r ,t)5F(r )exp(2ivt), the re-
sponsew is given by w(r ,t)5u(r )exp(2ivt). From this
point on, the analysis is carried out in spectral domain in
terms ofu(r ) andF(r ), and the exp(2ivt) time dependence
is dropped from expressions for the sake of brevity. The
governing equation is expressed in terms of the bending
wave numberg as

~¹42g4!u~r !5F~r !/D, g45rmhv2/D. ~3!

Structural damping behavior is incorporated in the formula-
tion by replacingD in Eq. ~3! with D̄5D(11 ih) whereh is
the material loss factor. We consider a unit harmonic point
load at the source pointS(rs ,fs) as depicted in Fig. 1. The
force distribution, for this case, is the Dirac delta function,
d(r2r s).a!Corresponding author.
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I. BOUNDARY CONDITIONS AND FUNDAMENTAL
SOLUTION

In addition to satisfying the Eq.~3! inside the domain,
the solution to the wedge vibration problem must satisfy cer-
tain boundary conditions. Assume that along the edgesf50
andf5b, either of the following conditions are satisfied.

Simple supports: Mn~u!50, u50,

~4!

‘ ‘Roller’ ’: Vn~u!50,
]u

]f
50.

Far away from the vertex alongr, the Sommerfeld radiation
or free-field condition must be satisfied, i.e., only outward
propagating waves are assumed to exist:

lim
r→`

H r1/2S ]u

]r
2 iguD J 50. ~5!

The fundamental solution to Eq.~3!, U„R(f2fs);g…, rep-
resents the transverse deflection at a pointr in an infinite
plate due to a unit point load of frequencyv at r s . Let R1

5R(f2fs)5ur2r su be the distance between the source
and observation points. The fundamental solution is given
from12,13 as

U„R~f2fs!;g…52
i

8g2D
@H0

~1!~gR1!2H0
~1!~ igR1!#, ~6!

whereH0
(1) is the zeroth-order Hankel function of the first

kind. Since we use the Hankel function of the first kind only,
the superscript~1! is dropped from now on. For high-
frequency excitation (gR1@1), a simplified form of Eq.~6!
is obtained by using an asymptotic expansion of Hankel
functions for large argument:14

H0~z!'A 2

pz
expH i S z2

p

4 D J , 2p,arg~z!,2p. ~7!

Hence, the fundamental solution~6! is simplified for gR1

@1 as

U~R~f2fs!;g!'2
i

8g2D
A 2

pgR1

3FexpH i S gR12
p

4 D J 1 i exp~2gR1!G
5KpFexpH i S gR12

p

4 D J G
1Kp@ i exp~2gR1!#, ~8!

where

Kp52
i

8g2D
A 2

pgR1
.

II. ARBITRARY WEDGES

A. Integer wedges

In Fig. 1,S(rs ,fs) is the location of the excitation point
andO(r,f) is the observation point. For an integer wedge
index, the solution atO can be constructed using the method
of images.8,15 The solution has contributions from the source
at S and 2n21 images suitably placed to ensure the bound-
ary conditions are satisfied:

u~r !5 (
m50

n21

UFRS 2mp

n
1fs2f D ;gG

7UFRS 2mp

n
2fs2f D ;gG . ~9!

Each term in the series represents an ‘‘image’’ seen at the
observation pointO. Each image simulates waves reflected
from boundaries and represents a ray path connectingS and
O. It should be noted that, in this particular case of integer
wedges, all the images are visible at any observation point,
irrespective of its location within the domain. In Eq.~9!, the
negative sign gives the solution for simply supported bound-
ary conditions while the positive sign is the solution for
roller boundary conditions, as defined earlier by Eq.~4!.

B. Noninteger wedges

A function R(s) representing the distance between the
observation and source/image points as a function of their
relative angular positions is given byR(s)5$r21rs

2

22rrs cos(s)%
1/2. For real s, we take the positive square

root ofR(s). In order to solve the arbitrary wedge problem,
it is convenient to let the arguments of the functionR(s) to
become complex valued.2,15 For complexs, we need to stay
on the branch of the square root which has a positive real
part. If we want to evaluate the contour integrals in thes
plane, the contours should not cross a branch cut that is
appropriately defined. The location of the branch points is
given by

s52lp6 iq

where l50,61,62,..., q5cosh21
r21rs

2

2rrs
.

~10!

FIG. 1. The infinite wedge geometry with source atS, response or observa-
tion atO.
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The branch cuts forR(s) are vertical lines passing through
the branch points and extending to6`. We like to replace
Eq. ~9! which is valid for integern by one of the form.

u~r !5
1

2p i R
c
U„R~s!;g…@h~s1f2fs!

7h~s1f1fs!#ds. ~11!

The functionh(s)5n/2 cot(ns/2) is periodic ins with a pe-
riod 2p, has poles ats52mp/n with a residue of unity at
each pole. Note thatU(R(s);g) has no poles in thes plane.
The contourc is any simple loop which cuts theR(s) axis at
two points, 2p apart, as shown in Fig. 2. The representations
for u as given by Eqs.~9! and ~11! are equivalent from
Cauchy’s residue theorem. Thus, we have replaced Eq.~9!
which is valid only for integern by Eq.~11! which holds for
anyn.2 Adjacent poles ofh(s) are 2p/n apart. Therefore, for
integern, the contourc always enclosesn poles each of both
h(s1f2fs) andh(s1f1fs). Hence, the solution given
by Eq. ~11! is continuous. For nonintegern, the number of
poles enclosed by the contourc is no longer fixed but varies
depending on the location of the source and observation
points. Hence, Eq.~11! gives a solution which is a discon-
tinuous function of the position of the observation point.
Therefore, the contourc has to be replaced by an equivalent
contour which does not intersect theR(s) axis. After a series
of simplifications using contour deformations, symmetry and
asymmetry properties of the integrand,15 one arrives at the
following representation foru:

u~r !5
1

2p i Ec11ca1cp

U„R~s!;g…( h ds, ~12!

where

( h5@h~s1f2fs!1h~s2f1fs!#

7@h~s1f1fs!1h~s2f2fs!#. ~13!

The contoursc1 , ca , and cp are depicted in Fig. 3. The
integral overc1 is zero sincec1 is an inversion of itself and
the integrand is odd. The integral overca is the geometric
field and cp is the diffracted field. The total field, at any
point u5ug1ud is composed of the geometric fieldug and
diffraction field ud . The poles of (h occur when
sin@(p/2b)(s6f6fs)# vanishes or sp52b l6f6fs .
Only poles 0,sp,p are enclosed byca and have to be
taken into account when evaluating the geometric field.
Therefore,

ug~r !5(
l

@U~R~2b l1fs2f!;g!

7U~R~2b l2fs2f!;g!#. ~14!

The sum in Eq.~14! extends over all values ofl for which
the argument ofR lies in the interval~2p,p! corresponding
to contributions of the images which arevisibleat the obser-
vation point.

III. THE DIFFRACTION INTEGRAL

The diffraction integral is evaluated by deforming the
contourcp to coincide with the lineR(s)5p.

ud~r !5
1

2p i Ep1 i`

p2 i`

U„R~s!;g…( h ds. ~15!

Substitutings5p2 iz in Eq. ~15! and simplifying gives

ud~r !5
21

4b E
2`

`

U„R~p2 iz!;g…@Bn~z,f2fs!

7Bn~z,f1fs!# dz, ~16!

where

Bn~z,f!5
22 sin np@~cosnp2cosnf!2~coshnz21!cosnf#

~coshnz21!212~coshnz21!~12cosnp cosnf!1~cosnp2cosnf!2
. ~17!

FIG. 2. Integration contour ins plane for integern. Poles ofh(s1f
2fs) andh(s1f1fs) are designated by an asterisk.

FIG. 3. Modified integration contour.
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Equation~16! can be rewritten as

ud~r !5
sin np

2b E
2`

`

U„R~p2 iz!;g…@Fn~z,f2fs!

7Fn~z,f1fs!# dz, ~18!

where

Bn~z,f!522 sin npFn~z,f!. ~19!

Equation~18! explicitly shows the dependence ofud on the
wedge indexn. Hence for integer wedges, as expected, there
is no diffraction field (sinnp50) and the geometric field is
the total solution. To find an approximate closed-form inte-
gral for Eq.~18!, we need to study the behavior of the inte-
grand for different values ofz, asz goes from2` to 1`
along theR(z) axis. Consider the partFn(z,f2fs) and
Fn(z,f1fs). Note thatFn(z,f) has no singularities while
z is on the real axis, as long aszÞ0. If z50, the denomina-
tor can become zero if cosnp5cosnf. Next examineR(p
2 iz):

R~p2 iz!5$r21rs
212rrs coshz%

1/2. ~20!

Here,R(p2 iz) is positive and real for allR(z) and has a
minimum value atz50. As z moves away from 0, along the
real axis,R(p2 iz) stays real, but increases rapidly. This
implies that the major contribution to the integralud comes
from the regionz'0. Thus we may expand the integrand as
a Taylor series aroundz50 without losing much accuracy:

R~p2 iz!'LH 11
rrsz

2

2L2 J where L5~r1rs!. ~21!

Now consider theFn(z,f) terms. Using coshz'11z2/2 and
neglectingz4 terms in the denominator in comparison toz2

terms, we get

Fn~z,f!'
1

2nA12cosnp cosnf
H 2M n~f!

z21M n~f!J
5

1

2nA12cosnp cosnf
H 1

M n~f!1 iz

1
1

M n~f!2 izJ , ~22!

where

M n~f!5
cosnp2cosnf

nA12cosnp cosnf
. ~23!

Let G5Agrrs /pL. Then gR(p2 iz)5gL1pG2z2/2.
Equation~8! can be rewritten as

U~R~p2 iz!;g!5Kpe
i ~gL2p/4!eipG2z2/2

1Kpie
2gLe2pG2z2/2. ~24!

FIG. 4. Comparison of the closed-form solution with the eigenseries solu-
tion for grrs/2L50.1 for simply supported boundary conditions along the
edges. Key:•••••, ug(r )1ud(r ); —s—, eigensolution.

FIG. 5. Comparison of the closed-form solution with the eigenseries solu-
tion for grrs/2L51 for simply supported boundary conditions along the
edges. Key:•••••, ug(r )1ud(r ); —s—, eigensolution.
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An integral representation for the Faddeeva functionw(z)
5exp(2z2)erfc(2iz) is given by Eq.~25!, where erfc(z) is
the complementary error function:16

w~z!5
i

p E
2`

` exp~2t2!

z2t
dt

5
i

p E
2`

` exp~2t2!

z1t
dt; I~z!.0. ~25!

Let

V1n~f!5E
2`

` eipG2z2/2

M n~f!2 iz
dz

5 i E
2`

` e2u2

M n~f!eip/4Ap/2G1u
du

5p sgn„M n~f!…wS uM n~f!ueip/4Ap

2
G D . ~26!

Similarly,

V2n~f!5E
2`

` e2pG2z2/2

M n~f!2 iz
dz

5 i E
2`

` e2u2

M n~f!iAp/2G1u
du

5p sgn„M n~f!…w~ i uM n~f!uAp/2G!. ~27!

Let

Cn~f!5Kp$e
i ~gL2p/4!V1n~f!

1 ie2gLV2n~f!%
1

A12cosnp cosnf
. ~28!

Equation~18! is therefore written as

ud~r !5
sin np

2p
„Cn~f2fs!7Cn~f1fs!…. ~29!

This is the closed-form representation for the diffraction field
ud , valid when grrs/2L@1. It can be deduced that
V2n(f) is purely real from the fact that it is represented as a
Faddeeva function of a purely imaginary argument and
w(z) satisfies the following property:16 w(z)5w(2 z̄).

IV. METHOD OF STEEPEST DESCENT

For high-frequency excitation, one can use uniform
asymptotic expansions to reduceV1n(f) and V2n(f) into
canonical forms, which are simpler to evaluate but contain
the same essential features as the original integrals. This
form of the solution may reveal certain features that are not
quite evident in the closed-form integrals. Consider
V1n(f):

FIG. 6. Comparison of the closed-form solution with the eigenseries solu-
tion for grrs/2L510 for simply supported boundary conditions along the
edges. Key:••••••, ug(r )1ud(r ); —s—, eigensolution.

FIG. 7. Comparison of the closed-form solution with the eigenseries solu-
tion for grrs/2L51 for roller boundary condition along the edges. Key:
•••••, ug(r )1ud(r ); —s——, eigensolution.
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V1n~f!5E
2`

` ek~ iz2!

M n~f!2 iz
dz, k5pG2/2, ~30!

zs50 is the saddle point. On the steepest descent path
throughzs , Csdp, uek( iz

2)u decreases most rapidly. This path
makes an angle ofp/4 with theR(z) line. A variable trans-
formation j5ze2 ip/4 causesCsdp to coincide with the
R(j) line. ThusV1n(f) simplifies to

V1n~f!5
1

a E
2`

` e2kj2

12 i j/a
dj,

5
1

a E
2`

`

e2kj2(
l50

` S i ja D l dj

5
1

a (
l50

` E
2`

`

e2kj2S i ja D l dj

5
1

a (
l50

`
~21! lG„~2l11!/2…

k~2l11!/2a2l
if M n~f!Þ0,

a5M n~f!e2 ip/4.
~31!

Similarly considerV2n(f):

V2n~f!5E
2`

` e2kz2

M n~f!2 iz
dz. ~32!

The path of integration,R(z) line, is the steepest descent
path. Hence, no contour deformations are required. The in-
tegral forV2n(f) can be evaluated directly as

V2n~f!5
1

b (
l50

`
~21! lG„~2l11!/2…

k~2l11!/2b2l

if M n~f!Þ0, b5Mn~f!. ~33!

From the expressions~31! and~33!, it is observed that, as the
excitation frequency increases,V1n(f) andV2n(f) decrease
due to the frequency related termk in the denominator,
showing explicitly that diffraction is a low-frequency phe-
nomenon. At high frequencies, the total solution is ad-
equately represented by the geometric solution alone.

V. EIGENSERIES EXPANSION

Eigenseries representation foru(r ) is derived using
eigenfunctions in the angular direction and propagation
terms along the radial coordinate. This technique is similar to
Macdonald’s approach17 for solving the Helmholtz equation
in a wedge for a line source:

~¹42g4!u~r !5
d~r2rs!d~f2fs!

rD
. ~34!

Let us consider the simply supported boundary conditions
first. Assume a solution of the form

FIG. 8. Comparison of the geometric field with diffraction field for
grrs/2L50.1 for simply supported boundary conditions along the edges.
Key: ———, ug(r ); ••••••, ud(r ); —s—, u(r ).

FIG. 9. Comparison of the geometric field with diffraction field for
grrs/2L51 for simply supported boundary conditions along the edges.
Key: ———, ug(r ); ••••••, ud(r ); —s—, u(r ).
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u~r !5 (
n51

`

Rn~r!sin~nnf!. ~35!

Substituting Eq.~35! in Eq. ~34!, we get

(
n51

`

~¹42g4!Rn~r!sin~nnf!5
d~r2rs!d~f2fs!

rD
.

~36!

Utilizing the orthogonality of the angular eigenfunctions, the
radial solutionRn(r) is obtained as

Rn~r!5AnJnn~gr!1BnHnn~gr!1CnJnn~ igr!

1DnHnn~ igr!, r,rs

5WnJnn~gr!1XnHnn~gr!1PnJnn~ igr!

1QnHnn~ igr!, r.rs . ~37!

The solutionu(r ) satisfies zero displacement at the origin
and the radiation condition at infinity, reducing the number
of undetermined coefficients from eight to four.

Rn~r!5AnJnn~gr!1CnJnn~ igr!, r,rs

5PnHnn~gr!1QnHnn~ igr!, r.rs . ~38!

Acrossr5rs , the displacement, slope, and bending moment
are continuous. Matching the solutions atr5rs

2 for dis-
placement, slope, and bending moment with the correspond-
ing quantities atr5rs

1 results in the following relations be-

tween the coefficients. In Eq.~39!, the prime stands for
differentiation with respect to the variabler8.

F Jnn~grs! Jnn~ igrs! 2Hnn~grs! 2Hnn~ igrs!

Jnn8 ~grs! Jnn8 ~ igrs! 2Hnn8 ~grs! 2Hnn8 ~ igrs!

Jnn9 ~grs! Jnn9 ~ igrs! 2Hnn9 ~grs! 2Hnn9 ~ igrs!
G

3H An

Cn

Pn

Qn

J 5H 0
0
0
0
J . ~39!

By using the following Wronskians of Bessel functions:14

W „Jn~z!,Hn~z!…5
2i

pz
,

Jn~z!Hn9~z!2Jn9~z!Hn~z!5W „Jn~z!,Hn~z!…85
22i

pz2
,

~40!

we find the solution to Eq.~39! as

H An

Cn

Fn

Hn

J 5EnH Hnn~grs!
2Hnn~ igrs!
Jnn~grs!

2Jnn~ igrs!
J . ~41!

Thus we are left with one undetermined coefficient,En ,
which is calculated by equating the transverse radial shear

FIG. 10. Comparison of the geometric field with diffraction field for
grrs/2L510 for simply supported boundary conditions along the edges.
Key: ———, ug(r ); ••••••, ud(r ); —s—, u(r ).

FIG. 11. Comparison of the closed-form solution with the eigenseries solu-
tion along a radial line for simply supported boundary conditions along the
edges. Key:••••••, ug(r )1ud(r ); —s—, eigensolution.

332 332J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Gunda et al.: Wedge flexural vibration



force differenceVr(rs
1)2Vr(rs

2) given by Eqs.~42! and
~43! to the angular load distribution atrs given in this case
by d(f2fs)/rs :

Vr~rs
1!5g2D(

n51

`

En sin nnf@Jnn~grs!Hnn8 ~grs!

1Jnn~ igrs!Hnn8 ~ igrs!#, ~42!

Vr~rs
2!5g2D(

n51

`

En sin nnf@Jnn8 ~grs!Hnn~grs!

1Jnn8 ~ igrs!Hnn~ igrs!#. ~43!

Here En is given by2n i en sinnnfs/4g2D. The complete
expression foru(r ) for simply supported boundary condi-
tions is given by

u~r !5
2n i

4g2D (
n50

`

en sin nnf sin nnfs

3$Jnn~gr,!Hnn~gr.!2Jnn~ igr,!Hnn~ igr.!%,

~44!

where

r,[min~r,rs!, r.[max~r,rs!, en5 H 1, n50
2, n>1. ~45!

Similarly, the solution for roller boundary conditions is given
by

u~r !5
2n i

4g2D (
n50

`

en cosnnf cosnnfs

3$Jnn~gr,!Hnn~gr.!2Jnn~ igr,!Hnn~ igr.!%.
~46!

VI. RESULTS

In this section the relative contribution of the geometric
ug(r ) and the diffraction fieldsud(r ) to the overall solution
u(r ) is examined at different frequencies. Also, their spatial
properties alongr andf are studied using a specific example
case for three different frequency regimes. Finally, the near-
field effects, as induced by the biharmonic formulation, are
examined.

A steel wedge with b537°, E5210 GPa, rm
57800 kg/m3, n50.3, and thickness ofh50.762 mm is
used as the primary example. The Faddeeva function is com-
puted using the algorithm developed by Poppe and Wijers.18

The force excitation pointS is kept fixed atrs50.5 m and
fs522° and the angular positionf of the observation point
O is varied between@0,b# at a radial distance ofr50.3 m.
The closed-form solutionug(r )1ud(r ) is compared with the
eigensolution forgrrs/2L50.1, 1 and 10. The results are
plotted in terms of the cross-point dynamic compliance spec-
trum C(v;r ,r s)5u(r )/F(r s) over the range of interest as
shown in Figs. 4–6 for the simply supported boundary con-
ditions along the edges. Observe that the closed-form solu-

FIG. 12. Comparison of the closed-form solution with the eigenseries solu-
tion along a radial line for roller boundary conditions along the edges. Key:
••••••, ug(r ) 1 ud(r ); —s—, eigensolution.

FIG. 13. Comparison of biharmonic solution with the classical wave equa-
tion solution along a radial line for simply supported boundary conditions
along the edges. Key: —s—, biharmonic solution;••••••, classical wave
equation solution.
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tion is not very accurate forgrrs/2L<O(0.1). It is expected
since this was one of the assumptions involved in the deri-
vation of the closed-form solution. Therefore, in order to
calculate the the diffraction fieldud(r ) for small values of
grrs/2L, we must subtract the geometric fieldug(r ) from
the total fieldu(r ) as given by the eigenseries expansion.
Sample results for the roller boundary conditions along the
edges are shown in Fig. 7 forgrrs/2L51 from which simi-
lar conclusions can be drawn.

For the same example with simple supports, the geomet-
ric and the diffracted fields,ug(r ) andud(r ) are plotted in
Figs. 8–10. From these results, it is evident that the contri-
bution of the diffraction fieldud(r ) to the total displacement
field u(r ) is not as important as the geometric fieldug(r ) at
higher frequencies as predicted by the steepest descent tech-
nique in Sec. IV. Therefore, we conclude that diffraction is
basically a low-frequency phenomenon for the biharmonic
problem, like the classical wave equation theory.4,10 Next,
the force excitation is located atrs50.5 m andfs522° and
the observation point is moved along a radial line atf
518° from r50 to r51. Excellent agreement is seen be-
tween the closed-form solution and the eigensolution as evi-
dent from Fig. 11~simply supported! and Fig. 12~roller!.

The first term of the fundamental solution~6! to the
biharmonic equation satisfies the Helmholtz wave equation
given by Eq.~47!. By the ‘‘Helmholtz wave equation solu-
tion,’’ we refer to the solution of the following equation for
the wedge geometry with Dirichlet or Neumann boundary
conditions along the edges.4

~¹21g2!u~r !5
1

2g2D
d~r2r s!. ~47!

Comparison of the fourth-order biharmonic with the second-
order Helmholtz wave equation reveals that both yield simi-
lar solutions in most of the spatial domain except for small
regions near the source and the boundary edges. This near-
field effect is illustrated in Fig. 13.

VII. CONCLUSION

The chief contribution of this paper is the evaluation of
the diffraction integral in a closed-form in terms of Faddeeva
functions. Using the steepest descent method, it is analyti-
cally shown and numerically verified that the diffraction ef-
fects are important only at low frequencies. Near-field effects
are significant only when the observation point is close to the
edges or the excitation location. Finally, the eigenseries ex-
pansion converges rapidly at lower frequencies while
ug(r )1ud(r ) predicts accurate high-frequency responses.

Following the approach used in the derivation of eigenseries
expansion, the solution to other excitations such as angularly
distributed line load can be obtained. The solutions devel-
oped here will be used to address the problem of obtaining
spectral characteristics of arbitrary finite polygonal plates
with medium to high modal density for which there are no
satisfactory techniques available at present. Future research
will also examine other boundary conditions.
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Structural intensity of acoustically excited waves
in a fluid-loaded elastic plate
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When an acoustic plane wave is incident on an elastic plate, energy propagates within the plate, as
well as being reflected from and transmitted through the plate. The present study determines the
structural intensity as a function of incident angle at different depths along the cross section. It is
found that most peaks, but not all, in the structural intensity may be identified as free waves of the
fluid–plate system yielding a form of ‘‘numerical spectroscopy.’’ It is also found that for particular
frequencies and angles of incidence the direction of the structural intensity parallel to the plane of
the plate is opposite than what would normally be expected. Various studies are performed to gain
physical insight into this phenomenon. ©1997 Acoustical Society of America.
@S0001-4966~97!00607-3#

PACS numbers: 43.40.Dx, 43.40.At@CBB#

INTRODUCTION

There have been numerous studies both theoretical and
experimental of elastic wave propagation in fluid-loaded
elastic plates.1–4 Most of these studies were principally con-
cerned with the reflection and transmission of acoustic waves
incident on the plate. However, in the active control of fluid-
loaded structures exposed to acoustic fields5 and in the study
of scattering of sound from elastic structures6,7 there is an
interest in the energy flow within the structure. The present
study applies the exact theory of elasticity to model the wave
motion in plates, irrespective of their thickness, to determine
the energy flow~structural intensity! within the thickness of
the structure. A similar study has been performed, by one of
the current authors, on the energy flow within a semi-infinite
elastic medium due to an incident acoustic wave.6

The analytic study of energy flow is complicated by the
presence of both compressional and shear waves within the
plate. Further complicating matters is that generally neither
of the wave types acting alone can satisfy the boundary con-
ditions at the interfaces. Due to these complications, an exact
analytic study has not been undertaken until now. The
present study incorporates the use of symbolic mathematical
software to aid in the algebraic manipulations of the rather
large analytic expressions. Once the expressions have been
obtained they may be used to study how the energy flows
within the structure for incident waves of various frequencies
and angles of incidence.

I. MATHEMATICAL DEVELOPMENT

A plane acoustic wave is incident on a fluid-immersed
elastic plate at an angleu0 with respect to the normal of the
plate’s surface which is horizontally oriented~see Fig. 1!.
The fluid is considered to be homogeneous, having a density

r0 and a bulk modulus of elasticityl0 . The plate is consid-
ered to be infinite in length, having a thicknessh, Lamé
constants ofl andm, and a density ofr.

The incident wave may be represented in the form of a
scalar potential2

f inc5e2 ik0 cosu0xei ~vt2k0 sin u0y! ~1!

and the potentials above, inside, and beneath the plate may
be expressed as

f05@e2 ik0 cosu0x1Aeik0 cosu0x#ei ~vt2k0 sin u0y!,

f5@Be2 ikl cosu l x1Ceikl cosu l x#ei ~vt2kl sin u l y!,
~2!

c5@De2 ikt cosu tx1Eeikt cosu tx#ei ~vt2kt sin u ty!,

fT5Fe2 ik0 cosu0xei ~vt2k0 sin u0y!.

In the above expressions, the fact that shear horizontal waves
are not excited, since tangential stresses at the surfaces must
vanish,8 has been used. Thus the vector potentialc within
the plate is~0,0,c!. One can determine, from Snell’s law, that

k0 sin u05kl sin u l5kt sin u t[b. ~3!

The displacements and strains within the plate may be deter-
mined from the potentials by

H uxuyJ 5H ]f

]x
1

]c

]y
]f

]y
2

]c

]x
J and e i j5

1

2 S ]ui
]xj

1
]uj
]xi

D . ~4!

The stresses may be obtained by using the relationship be-
tween stress and strain given by

s i j5ld i j eaa12me i j . ~5!

The boundary conditions that the potentials must satisfy
on both surfaces of the plate are

~a! continuity of displacement,
~b! no shear stresses, and
~c! continuity of normal stress~pressure!.

a!Present address: Naval Research Laboratory, Code 7121, Washington, DC
20375.
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The amplitude coefficients for the potentials may be deter-
mined from the system of equations obtained by applying the
boundary conditions to Eqs.~2!, which yields

A1
a l

a0
~B2C!1

b

a0
~D1E!51,

2a lb~B2C!1 1
2~a t

22b2!~D1E!50,

A1
r

r0
F S 2b2

kt
2 21D ~B1C!2

2a tb

kt
2 ~D2E!G521,

~6!
a l

a0
~Be2 ia l h2Ceia l h!1

b

a0
~De2 ia th1Eeia th!

2Fe2 ia0h50,

2a lb~Be2 ia l h2Ceia l h!1 1
2~a t

22b2!

3~De2 ia th1Eeia th!50,

r

r0
F S 12

2b2

kt
2 D ~Be2 ia l h1Ceia l h!1

2a tb

kt
2

3~De2 ia l h2Eeia th!2Fe2 ia0h50,

wheream[km cosum.
Although straightforward in concept, it is impractical to

attempt solving the above system of equations in written
form. However, with the use of symbolic mathematical com-
puter packages it is possible to obtain exact analytic expres-
sions for the above coefficients. This task has been
performed, however, due to space considerations these ex-
pressions are not shown.

II. DISPERSION RELATIONS FOR FREE WAVES

The aim of this paper is to investigate the structural
intensity within the acoustically excited plate. When the
trace velocity of the incident wave matches the phase veloc-
ity of a free wave of the system the free wave will be
excited.9 These excited free waves are expected to produce
peaks in the time-averaged intensity for various angles of
incidence and frequencies of excitation. Therefore, it is con-
structive to consider the free waves of a fluid-loaded plate.
The familiar equations of motion for an elastic plate in a
vacuum were originally derived by Rayleigh in 1889.10 ~A

derivation of these equations may be found in a text by Ew-
ing et al.8! A dispersion relation may be obtained from these
equations of motion and may be expressed as

tanh„~h/2!~k22v2/cl
2!1/2…

tanh„~h/2!~k22v2/ct
2!1/2…

5F ~2k22v2/ct
2!2

4k2~k22v2/ct
2!1/2~k22v2/cl

2!1/2G
61

, ~7!

where the plus sign is for symmetric waves and the minus
sign is for antisymmetric waves. Similar expressions may be
obtained for the symmetric and antisymmetric vibrations of a
fluid-loaded elastic plate. They are

tanh„~h/2!~k22v2/cl
2!1/2…

tanh„~h/2!~k22v2/ct
2!1/2…

5
~2k22v2/ct

2!2

4k2~k22v2/ct
2!1/2~k22v2/cl

2!1/2

1
r0v

4 tanh„~h/2!~k22v2/cl
2!1/2…

4rk2ct
4~k22v2/c0

2!1/2~k22v2/ct
2!1/2

~8!

for symmetric waves and

tanh„~h/2!~k22v2/cl
2!1/2…

tanh„~h/2!~k22v2/ct
2!1/2…

5
4k2~k22v2/ct

2!1/2~k22v2/cl
2!1/2

~2k22v2/ct
2!2

2
r0v

4~k22v2/cl
2!1/2 coth„~h/2!~k22v2/ct

2!1/2…

rct
4~k22v2/c0

2!1/2~2k22v2/ct
2!2

~9!

for antisymmetric waves. These expressions will allow one
to identify some of the peaks in the time-averaged intensity
plots. However, it will later be found that not all peaks cor-
respond to the excitation of free waves.

III. TIME-AVERAGED STRUCTURAL INTENSITY

The field intensity of elastic waves is given in tensor
notation in the text of Morse and Feshbach.11 From their
expression, one may obtain the time-averaged intensity in the
i th direction in terms of particle displacement and strain
components as

I i5
1
4@l~ u̇i* eaa1u̇ieaa* !12m~ u̇a* ea i1u̇aea i* !#, ~10!

where repeated indices imply a summation and the asterisk
implies the complex conjugate.

The interest in this section is to determine the distribu-
tion of energy that flows parallel to the axis of the plate. The

FIG. 1. Coordinate system and nomenclature used in discussion of a plane
acoustic wave incident on a submerged elastic plate.
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intensity in they direction may be determined by using Eqs.
~2! and ~4! in Eq. ~10!. One then obtains

2I y
rv3 5bF11

2

kt
2 ~b21a la l*2kl

2!Gff*1
2b

kt
2 Fa ta t*

2
a t
22b2

2 Gcc*1
1

kt
2 F24b~a la l*F1a ta t*C!

1S 2b22kl
21

kt
2

2 D „a tf* ~c↑2c↓!

1a t*f~c↑*2c↓* !…2S 2b22
kt
2

2 D „a lc* ~f↑2f↓!

1a l*c~f↑*2f↓* !…G , ~11!

where the following variables are defined as

2F[ff*2~f↑2f↓!~f↑*2f↓* !,

2C[cc*2~c↑2c↓!~c↑*2c↓* !.

The symbols↑ and ↓ identify the portion of the potentials
which correspond to upward and downward propagating
waves.

The above expression forI y , normalized by the incident
intensity I 0 , has been plotted in Fig. 2 as a function of inci-
dent angleu0 and for five different depths into the thickness
of the plate at a frequency such thatk0h'1.0. The properties
of the plate and fluid used in this paper are given in Table I.
It should be noted here that at the scale of the plots within
this paper some peaks appear infinite, however, they are in-
deed finite. The two distinctive peaks atu0 of 15.5° and
55.5° may be explained by considering the free waves of a
fluid-loaded elastic plate. The trace velocity of the wave in-
cident atu0515.5 is equal to the phase velocity of a free

longitudinal wave on the fluid-loaded plate. Thus, one deter-
mines that the peak atu0515.5° corresponds to an excited
longitudinal plate wave. The peak atu0555.5° corresponds
to an excited flexural wave. If the region near normal inci-
dence is expanded, as in Fig. 3, one notices that there is a
negative time-averaged intensity, i.e., there is energy flowing
in the negativey direction. Since Lamb waves~some of
which are known to have negative group velocities12! are not
excited at frequencies this low, the phenomenon cannot be
attributed to their presence.

In Figs. 4, 5, and 6 the normalized time-averaged inten-
sity I y /I 0 at the upper surface of the plate has been plotted
for various frequencies. Examining first the series of plots in
Fig. 4, one notices that the peak corresponding to the longi-
tudinal plate wave is fixed atu0515.5°. This is due to the
nature of longitudinal plate waves being nondispersive. It is
seen, however, that the peak corresponding to flexural waves
is excited at smaller angles of incidence as the frequency is
increased. This is due to the dispersive nature of flexural
plate waves, that is, as frequency increases the phase velocity
increases.

When one considers a higher range of frequencies, as in
Fig. 5, it is noticed that there is an additional peak in the
time-averaged plot at a low angle of incidence fork0h
56.83. This peak corresponds to an excited Lamb wave. It
also shows, by its being excited at larger angles of incidence,
that this wave decreases in phase velocity as frequency is
increased. Within this range of frequencies, it is also noticed
that the peak corresponding to the longitudinal plate wave
decreases in magnitude until it is negligible atk0h59.42.
However, it reforms into another longitudinal wave having
different characteristics. Namely, it is now dispersive, de-
creasing in phase velocity at higher frequencies. At higher
frequencies within this range, additional peaks in the inten-
sity plots are formed. These correspond to the excitation of
other Lamb waves. In studying the time-averaged intensity in
this manner, it may be thought of as a form of ‘‘numerical
spectroscopy’’ for the elastic structure. As one increases the
frequency one sees additional free waves being excited.

At higher frequencies still, as in Fig. 6, one sees as be-
fore that additional waves have been excited. Of particular
interest in this range of plots is the merging of the peaks
corresponding to the longitudinal wave and the flexural
wave. As known previously, the combination of a longitudi-
nal wave and a flexural wave forms a Rayleigh wave.13 Ray-

FIG. 2. Time-averaged intensity in they direction normalized by the inci-
dent intensity atk0h'1.0 for various values ofx: ~——!, 0.0h; ~— —!,
0.25h; ~–––!, 0.5h; ~----!, 0.75h; and ~— - —!, 1.0h.

TABLE I. Plate and fluid properties.

Property Aluminum Water

Lamé-l 5.637231010 Pa 2.1463109 Pa
Lamé-m 2.75231010 Pa •••
density 2770 kg/m3 1000 kg/m3

FIG. 3. An expansion of the previous plot for small angles of incidence.
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FIG. 4. Normalized axial time-averaged intensity at the upper surface for various angles of incidence and a range ofk0h values. The first peak from the left
corresponds to longitudinal plate waves. The second peak corresponds to flexural waves. The dispersive nature of the flexural waves is seen in the apparent
movement of the peak toward the left as one views the individual plots from left to right.

FIG. 5. Normalized axial time-averaged intensity at the upper surface for various angles of incidence and a range ofk0h values.
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leigh waves are normally thought to propagate on the surface
of semi-infinite elastic media. However, at high frequencies,
quasi-Rayleigh waves can propagate on the surfaces of a
plate.

To determine how the time-averaged intensity varies
with depth into the plate, a series of plots has been made at a
frequency such thatk0h527.3, see Fig. 7. This frequency is
chosen as a moderate value ofk0h. In this series of plots, the
peak corresponding to the quasi-Rayleigh wave (u0'30°) is
seen to decay as the depth from the surface increases, as
expected. Although much lower in amplitude than at the top
surface, there is a noticeable peak due to a quasi-Rayleigh
wave at the bottom surface.

The other peak of interest is atu0'14°. In observing
this peak for different depths into the plate, one notices that
the intensity changes direction. At depths ofx/h50.25, 0.5,
and 0.75 the intensity pointed in the negativey direction.
Although not illustrated in this figure, the intensity changes
back to positive in the regions betweenx/h50.25 and 0.5
and x/h50.5 and 0.75~see Fig. 12!. Similar phenomena
have been observed previously by others7,14,15 and may be
attributed to excited free waves. However, this peak does not
correspond to a free wave, i.e., it does not satisfy either Eq.
~8! or Eq.~9!. It does, however, satisfy the imaginary part of
Eq. ~9!. Properties of this peak will be discussed in more
detail in a later section.

IV. INSTANTANEOUS STRUCTURAL INTENSITY

The excitation of the free waves may be seen more
clearly by examining the instantaneous intensity through the
depth of the plate for specific frequencies and angles of in-
cidence. The components of instantaneous intensity11may be
expressed in terms of strains and displacements as

I i
inst52 1

2@lu̇ieaa12mu̇aea i #. ~12!

If the x and y components of intensity are calculated, one
may plot a vector field through the depth of the plate. This
has been done for several frequencies and for specific angles
of incidence. In Fig. 8 an instantaneous intensity vector field
has been plotted at the frequency and angle of incidence such
that a longitudinal plate wave is excited. It is seen that es-
sentially all of the energy is flowing parallel to the axis of the
plate. Although not apparent from this figure, there is a small
amount propagating along the vertical direction correspond-
ing to transmission into the lower fluid. In Figs. 9 and 10
similar plots have been made at frequencies and angles of
incidence such that a flexural and quasi-Rayleigh wave are
excited, respectively. As one would expect, the circular ro-
tation is evident in the vector field of the flexural wave~see
Fig. 9!. The magnitude of the intensity field is seen to decay
exponentially away from the upper surface for the quasi-
Rayleigh wave. Although not evident in this figure, there is

FIG. 6. Normalized axial time-averaged intensity at the upper surface for various angles of incidence and a range ofk0h values.
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also an exponential decay away from the lower surface~see
Fig. 7!. For comparison, a similar plot~Fig. 11! has been
made for the instantaneous vector field corresponding to the
peak atu0'14° in the time-averaged intensity plots in Fig.
7. One should remember that this excitation does not corre-
spond to any excited free wave.

V. ANALYSIS OF NEGATIVE INTENSITY

To gain physical insight into this phenomenon, it is con-
venient to consider the separate components of the time-

averaged intensity. Since the time-averaged structural inten-
sity, Eq. ~11!, consists of the products off’s and c’s and
their complex conjugates, the longitudinal component
(I long) may be obtained by settingC andD to zero. Simi-
larly, the shear component (I shear) is obtained by settingA
andB to zero. There is also a third component (I int), due to
the interaction of the longitudinal and shear waves at the
boundaries, which is obtained by setting all but the cross
terms ~i.e., AC, BC, AD, and BD! to zero. One should
remember that the coefficients are not independent, they are

FIG. 7. Normalized axial time-averaged intensity at the upper surface for various angles of incidence and a range of depths into the plate.

FIG. 8. Instantaneous intensity of a free longitudinal plate wave excited by
an incident acoustic wave.

FIG. 9. Instantaneous intensity of a free flexural wave excited by an incident
acoustic wave.
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related through the boundary conditions. Therefore the axial
time-averaged intensity, Eq.~11!, may be separated into the
three components as

I y5I y@A,B,C,D#uC,D50 %I long

1I y@A,B,C,D#uA,B50 %I shear

1I y@A,B,C,D#ucross termsÞ0 %I int . ~13!

The three components of the axial time-averaged inten-
sity, I long, I shear, and I int have been plotted in Fig. 12. It is
seen that the negative portion of the total time-averaged in-
tensity halfway through the thickness of the plate is due to
the I shear component. The negative portions at 0.25x/h and
0.75x/h are due to bothI shearand I int .

VI. SUMMARY

The structural intensity within an elastic fluid-loaded
plate due to incident acoustic plane wave has been investi-
gated using the exact theory of elasticity. With the aid of
symbolic mathematical software, symbolic expressions for
time-averaged and instantaneous structural intensities have
been obtained. These expressions allow one to plot the struc-
tural intensity as a function of the angle of incidence at vari-
ous frequencies. From these plots, one can then identify
many of the excited free waves or modes of the elastic plate
as they appear as peaks in the structural intensity. This capa-
bility is essentially a form of ‘‘numerical spectroscopy.’’ It
has been determined that for certain angles of incidence and
frequency of excitation that there is power flow in the oppo-
site direction from the axial component of the incident

acoustic wave at certain depths within the elastic plate. It has
been shown that some of these phenomena can be attributed
to the coupling of the longitudinal and shear waves at the
boundaries of the plate.
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Modification of Skudrzyk’s mean-value theory parameters
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The geometric-mean drive-point admittance~or ‘‘mobility’’ ! of a complex structure is given by the
admittance of the corresponding infinite structure~i.e., the ‘‘characteristic admittance,’’Yc!. The
frequency response of an infinite plate, for example, coincides with the geometric-mean response of
a finite one. Eugen Skudrzyk’s ‘‘mean-value theorem’’ was derived and experimentally verified
without consideration of fluid loading. This paper shows that Skudrzyk’s method can be applied to
fluid-loaded plates well below the coincidence frequency. Skudrzyk’s general mathematical
expression allows simplified modifications that account for fluid loading and result in an
approximate fluid-loaded characteristic admittance that differs only by a small multiplicative factor
( , 2 dB) from a correct analytical expression derived by Crighton. ©1997 Acoustical Society of
America.@S0001-4966~97!04107-6#

PACS numbers: 43.40.Dx, 43.20.Tb@CBB#

INTRODUCTION

The vibration of complex structures is often impractical
to model using classical theory or even modern computa-
tional power and techniques. Fortunately, other methods
have developed. Statistical theories, such as those developed
by Lyon and Maidanik,1 form one approach. Heckl’s work2

is representative of theories that use mathematical approxi-
mations when classical theory becomes unwieldy.

A third powerful method of analysis is based on electri-
cal network theory: the ‘‘mean-value theory,’’ developed by
Eugen Skudrzyk.3–6 Using simple mathematical expressions,
one can predict the mean admittance of the frequency re-
sponse for any vibrating structure, as well as the values of
the extrema above and below this mean. The computations
are simple, accurate, and thus extremely useful. In addition,
the computations are based on familiar quantities: the modal
masses and the density of the resonances. Neither a statistical
nor asymptotic theory, it applies for the entire frequency
spectrum above the structure’s first resonance.

Skudrzyk’s foundation for his mean-value theory was
that a forced infinite structure has a characteristic velocity
~and admittance! that corresponds simply to the amplitude of
an outgoing wave. Since the resonances and antiresonances
of a finite structure coalesce to the characteristic admittance
with increasing modal overlap, the characteristic response of
a finite structure may be used to predict the mean line be-
tween the extrema of its actual response.

Skudrzyk utilized orthogonal mode summations to de-
rive a general expression for the geometric-mean drive-point
admittance~see Ref. 7!. This general expression relies on
only a few properties of a given structure, i.e., its density,
modal spacing~inverse of modal density!, mode functions,

the force source, and the location of the observation~re-
ceiver! point.

Skudrzyk’s mathematics, however, do not account for
heavy fluid loading, as such modes are not orthogonal. Nev-
ertheless, it will be shown that the characteristic response of
a point-driven rectangular plate, in the presence of fluid load-
ing on both sides and well below the critical~or coincidence!
frequency, accurately predicts the geometric mean line.
Similar to thein vacuoplate, when the structural damping is
increased in the fluid-loaded plate, the extrema of its fre-
quency response coalesce to the fluid-loaded characteristic
response. A frequency-dependent expression for the fluid-
loaded drive-point admittance of an infinite plate has previ-
ously been derived by Crighton8,9 via a wave approach. His
expression is modified for the case considered here and is
used to predict the mean line. In Sec. III, Skudrzyk’s math-
ematical parameters are modified to account for heavy fluid
loading well below the coincidence frequency~with some
small but expected error when compared to Crighton’s ex-
pression!. It is also shown that the boundary conditions have
negligible effect on predicting the mean line.

I. PREVIOUS WORK

For the case of fluid-loaded rectangular plates, Davies10

presented a low-frequency analysis~well below the coinci-
dence frequency and based on thein vacuomodes of a plate
and its ‘‘intermodal’’ coupling coefficients! that yielded an
approximate solution for a plate’s velocity in terms of itsin
vacuomodal admittances. He found that the apparent inter-
nal damping added to the plate was determined by the
amount of modal coupling, in turn related to modal overlap
and structural damping. Davies concluded, therefore, that for
light to zero structural damping there was no power flow
between modes because there was no overlap between reso-
nance peaks. He also found in his analysis that the total
effect of the reactivecouplingterm is considerably less than
the modalinertia term. This will be demonstrated here when

a!Current address: Department of Applied Acoustics, Chalmers University of
Technology, S-412 96 Gothenburg, Sweden, Electronic mail:
rendell@ta.chalmers.se
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Skudrzyk’s general expression is modified to account for
only gross fluid-loading effects~neglecting modal coupling!
and still compares well to Crighton’s expression. Although a
modal method can become unwieldy, Davies’ approach pro-
vides a physical picture of modal interactions. Mkhitarov11

also presented a similar analysis in terms of a radiation im-
pedance that coupled the pressure distribution of one mode
to the structural velocity of another.

In Refs. 8 and 9, Crighton derived the line and point
admittance of an infinite thin elastic plate with fluid loading
on one side. These expressions are most useful in the lowest-
frequency range, well below coincidence, where coupling ef-
fects are greatest and where the mathematics also simplify
significantly, although Crighton also wrote that Heckl found
the expressions accurate even beyond their strict frequency
limits.

Graham12 investigated the vibration and acoustic radia-
tion at higher frequencies~above coincidence! for a fluid-
loaded, simply supported plate excited by a random pressure
field. He derived asymptotic expressions for high-frequency
modal coupling coefficients, which allow the solution of full
coupled modal equations.

II. THEORY: IN VACUO AND FLUID-LOADED
CHARACTERISTIC ADMITTANCES

Skudrzyk’s general expression for thein vacuocharac-
teristic admittance is the following:

Gc5
p

2enMn
, ~1!

whereen is the modal spacing of a structure andMn denotes
the modal mass of the structure~Refs. 1–5!. Skudrzyk math-
ematically defines the parametersen andMn as

en[
]vn

]n
, ~2!

Mn[
M ^jn

2&

knjn
2~A!

, ~3!

wheren is mode number,vn is the nth modal frequency,
M is the total mass,̂jn

2& represents the spatial average of the
eigenfunctionsjn ,(A) denotes the coordinates of the re-
ceiver, and

kn[E Fjn~x,y!

F0jn~A!
ds ~4!

is a ‘‘mode excitation constant’’ that describes the contribu-
tion of the total force (F0 5 *F ds) to the excitation of the
nth mode. As shown in pp. 267–268 of Ref. 4, at the drive
pointkn 5 1, and Eq.~3! becomes

Mn5
M

4
~5!

for a rectangular plate, with the exception of one-
dimensional modes, for whichMn 5 M /2. For anin vacuo
plate Eq.~1! becomes the following well-known expression
for the characteristic admittance~Refs. 4–7!:

Gc5
1

8~Drsh!1/2
, ~6!

whereD 5 Eh3/12(1 2 nP
2 ) is bending stiffness,rs is the

plate’s density, andh is the thickness of the plate.
Equation~1! will always yield the real partGc of the

characteristic admittance (Yc 5 Gc 1 jBc), which typically
has no imaginary part except for cases such as beams~having
frequency-dependent modal spacing!. Thus when Eq.~1! is
modified in Sec. III to include fluid-loading effects, it will be
compared to the real part of Crighton’s analytical expression.

Crighton’s low-frequency expression, modified in Ref. 7
to account for fluid loading on two sides, is

Yc850.8YcX 1

2r0
Sm5v2

D D 1/4C2/5S 11 j tan
p

10D , ~7!

wherem 5 rsh is specific mass,Yc 5 Gc @i.e., from Eq.~6!
above# for an in vacuoplate, and the prime notation, hence-
forth, denotes fluid loading. The magnitude of this expres-
sion is the following:

uYc8u50.8YcS 1

2r0
Sm5v2

D D 1/4D 2/5S 11tan2S p

10D D
1/2

50.8YcS 1

2r0
Sm5v2

D D 1/4D 2/5~1.05!. ~8!

Skudrzyk’s expression, Eq.~6!, is used to predict the
mean line through the frequency response curve for thein
vacuocase. Equation~8! is used to predict the mean line for
the corresponding fluid-loaded case. When using the magni-
tude of Crighton’s expression to predict the mean line, one
may observe that the small effect of the imaginary part~i.e.,
about 5%! is included.

The coincidence frequency is given by

vc5c0
2S rsh

D D 1/2. ~9!

III. MODIFICATION OF SKUDRZYK’S PARAMETERS
TO INCLUDE FLUID LOADING

Skudrzyk’s mode parametersen andMn can be modified
to account for the gross effects of fluid loading, i.e., incor-
porating the added entrained fluid mass and neglecting
smaller modal coupling effects. The fluid mass loading for
mode (p,q) of a finite rectangular plate is known to be
r0 /kpq ~Ref. 13, p. 135!, which has the units of specific mass
~i.e., per unit area! and wherekpq 5 @(pp/a)2 1 (qp/b)2#1/2

is the plate modal wave number. One may hypothesize that
the effective specific mass added to a fluid-loadedinfinite
plate isr0 /kb8 , wherekb8 is the fluid-loaded wave number.

First, an approximate expression forkb8 may be found
~Ref. 13!. Well below coincidence, heavy fluid loading de-
creases the structural phase speed, thus increasing thein
vacuofree-bending wave numberkp 5 (v2m/D)1/4, which
becomes thefluid-loaded free-bending wave numberkb8
@ k0 . The imaginary fluid wave impedance becomes

Z̃w f' jv
2r0
kb8

.
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For free-wave propagation, the total wave impedance is set
equal to zero, so that

05Z̃wp1Z̃w f ,

05
2 j ~Ds42mv2!

v
1 jv

2r0
kb8

,

where Z̃wp is the wave impedance of the plate,D is the
bending stiffness,m 5 rsh is the specific mass, ands is the
plate wave number. With zero input force,s→kb8 so that

05D~kb8!42v2Sm1
2r0
kb8

D .
For the in vacuocase,Dkp

4 5 v2m. With fluid loading,kp
increases and becomes the fluid-loaded wave numberkb8 such
thatkp

4→(kb8)
4 andD(kb8)

4 @ v2m. Thus

kb8'S 2r0v
2

D D 1/5. ~10!

It should be remembered that above approximations are valid
for frequencies such thatkb8 @ kp . ~The condition for the alu-
minum plate in Sec. IV isf ! 28.7 kHz.!

Two parameters may now be redefined~the detailed
derivation given in Ref. 7!: Mn→Mn8 and en→en8 , where
()8 again denotes fluid loading. These redefined parameters
can be used in Eq.~1!, and the resulting expression may then
be compared to Re(Yc8) to determine its applicability to the
fluid-loaded plate.

For an infinite plate, one may approximate the fluid-
loaded valueMn8 by adding an effective surface mass-loading
2r0 /kb8 . This results in

Mn85MnS 11
2r0
mkb

D . ~11!

The modification of the frequency spacingen is less
obvious. First, one can consider the shifting of resonances
lower in frequency; each resonance decreases by some pro-
portion, so the spacing between them also decreases by a
related proportion. If a given resonance is modeled as an
equivalent mass–spring system, one finds the following:

vn85A se
me8

5A se
me~112r0 /mkpq!

5vn

1

A112r0 /mkpq

5vnFn , ~12!

wherevn8 is a fluid-loaded resonance frequency,se is the
effective stiffness,me is the effective surface mass per unit
area, and the definitionFn [ (1 1 2r0 /mkpq)

21/2 is a ‘‘shift
factor’’ for each resonance of the finite plate. The spacing
between resonances is

Dvn11,n8 5Fn11vn112Fnvn . ~13!

As the plate dimensions approach infinity, the spacing de-
creases between resonances, such that

Dvn11,n8 'Fb8vn112Fb8vn

'Fb8~vn112vn!,

so that for an infinite plate

dvn85Fb8 dvn , ~14!

where the shift factor assumes a formFb8 appropriate for an
infinite plate, i.e.,

Fn→Fb8[~112r0 /mkb8!21/2, ~15!

and is assumed constant over the infinitesimal interval be-
tween resonances. Now one may define the parameteren8
which accounts for fluid loading. For an infinite plate,

Dvn8

Dn
→

dvn8

dn
5en8 ,

which, using Eq.~14!, may also be written as

]vn8

]n
5Fb8

]vn

]n
.

Thus

en85Fb8en

5
en

A11~2r0 /mkb8!
. ~16!

Now these modified parametersen8 andMn8 are used in
Skudrzyk’s expressionGc , i.e., Eq.~1!, so thatGc→Gc8 :

Gc5
p

2en8Mn8

5
p

2enMn
SA11~2r0 /mkb8!

11~2r0 /mkb8!
D

5YcA Y

Y11 H 1

2r0
Sm5v2

D D 1/4J 2/5, ~17!

where the frequency-dependent parameter

Y5H 2r0S D

m5v2D 1/4J 4/5 ~18!

assumes values, for the sample plate in Sec. IV, such as 22
~for 13 Hz! to 6 ~for 300 Hz! to 1.8 ~for 16.7 kHz!. ~To be
conservative, it will not be assumed thatY @ 1.! This corre-
sponds to values forAY/(Y11) of 0.98~for 13 Hz! to 0.8
~for 16.7 kHz!.

Since Skudrzyk’s mean-value admittanceGc is used to
find the real part of the characteristic admittance, the final
form14 of Eq. ~17! should be compared to the real part of
Crighton’s expression Eq.~7!:

Re~Yc8!50.8YcH 1

2r0
Sm5v2

D D 1/4J 2/5. ~19!

The results are the same, except for a slowly varying
multiplicative factorAY/(Y11) in Gc8 . This helps confirm
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why Crighton’s expression works to predict the mean line.
@Note that the term in the braces in Eq.~17! is not obtained if
the effective surface mass is taken to be (m 1 2r0 /kpq) in-
stead of (m 1 2r0 /kb8).# For the modified expressionGc8 to
accurately approximate Eq.~19!, comparison implies that
AY/(Y11) 5 0.8. In the frequency range of the computa-
tional experiments performed here~0–300 Hz!,
AY/(Y11) ' 0.95, which corresponds to a value ofGc8 that
is only 1–2 dB greater than Eq.~19!. The final expression
matches Crighton’s except for a small factor, and it is ex-
pected thatGc8 will not be entirely precise, as it has its roots
in the original expressionGc , which is based on orthogonal
modes. The slight discrepancy between the factors~0.8! and
AY/(Y11) ' (0.95) in Eqs.~19! and~17! likely stems from
accounting for the inertial fluid loading but neglecting inter-
modal fluid coupling effects, deemed relatively small by
Davies. Thus although a direct use of Skudrzyk’s theory
does not appear possible, these modifications toen andMn

seem the most straightforward while maintaining good accu-
racy in the low wave number region.

IV. COMPUTATIONAL RESULTS

A combined finite element/boundary element computa-
tional model is validated in Ref. 7 via comparison to Will-
iams’ in vacuophysical experiments on a point-driven, alu-
minum rectangular plate with ‘‘free’’-boundary conditions.15

Typical material values are used:nr 5 0.33 is Poisson’s ra-
tio, E 5 7.1 3 1010 N/m2 is the elastic modulus, andrs
5 2700 kg/m3. The plate’s dimensions are the same as Wil-
liams’: 24 in.342 in.3 3

16 in. (0.61 m31.07 m30.0048 m).
Its coincidence frequency is 48 kHz in water.16

The effect of heavy fluid loading~i.e., water! is then
included in the computations, with a point force again at the
center of the plate. The resulting frequency response curve is
plotted in Fig. 1 with the fluid-loaded characteristic admit-
tance, i.e., Eq.~8!. ~The figures show the frequency ranges
where the computational models are accurate.!

Two approaches are used to check whether the charac-
teristic admittance does, in fact, predict the mean line. First,
for the case of zero to light damping~e.g.,h 5 0.01!, one can
examine whether the characteristic admittance passes
through the inflection points of the frequency response. Sec-
ond, one can examine whether the extrema approach the
mean as the structural damping increases~e.g., from
h 5 0.04–0.1!, as presented in Fig. 2.

It is evident from the plots that the characteristic re-
sponse passes reasonably well through the inflection points.
The fact that the response approachesYc8 ash increases in
Fig. 2 also confirms that the fluid-loaded driven plate has a
mean response which coincides with the characteristic re-
sponse. Thus the mean value can be predicted from the re-
sponse of thefluid-loaded infinite structure. ~Figure 2 shows
that not all of the ‘‘undamped’’ extrema are computed at
their exact resonance frequencies. In such cases, the inflec-
tion points more accurately indicate the mean line than the
extrema.!

Finally, the boundary conditions are changed to simply
supported, and results are shown in Fig. 3. Again, the fluid-
loaded plate has a mean response which coincides with the
characteristic response. Similar to the mean-value theoryin
vacuo, the boundary conditions of the fluid-loaded plate do
not affect the prediction of the mean line.

The characteristic admittancesGc 5 Yc ~in vacuo! and
Yc8 ~fluid loaded! are plotted in Fig. 4. Only slightly offset
from Yc8 , the modifiedGc8 from Sec. III is plotted between
the two. As Skudrzyk’s theory itself is only accurate to
within 2–3 dB,Gc8 forms a reasonably good approximation
to Crighton’s analytical expression, i.e., Eq.~8!.

V. CONCLUSIONS

It is shown that the characteristic response of a fluid-
loaded plate can be used as a measure of its geometric-mean
response. It is only assumed that the driving force is at an
inner point of the plate and that, to use Crighton’s final ex-

FIG. 1. In this computational experiment, the fluid-loaded characteristic
responseYc8 passes reasonably well through the inflection points and pre-
dicts the mean line. The plate is point driven at its center.

FIG. 2. As the structural damping is incrementally increased (h 5 0–0.1),
the extrema of the fluid-loaded plate’s frequency response approach the
characteristic admittance, as Skudrzyk’s theory predicts for thein vacuo
case.
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pression, the excitation is well below the coincidence fre-
quency, where fluid-loading effects are greatest. The bound-
ary conditions are also shown to have negligible effect on the
predictive ability of the fluid-loaded characteristic admit-
tance. This may suggest that ‘‘near-field’’ fluid effects from
the edges are not seen by the driving point.

When Skudrzyk’s parametersen andMn are modified to
account for heavy fluid loading on a plate below its critical
frequency, the correct analytical expression is obtained, ex-
cept for a small and slowly varying multiplicative factor.
This differs by less than 2 dB from Crighton’s rigorous ex-
pression and offers a reasonably good approximation with
less effort. For greater precision, Skudrzyk’s characteristic
admittance cannot be used without sacrificing one of its
greatest attractions, its utility. The modal spacing parameter
en loses its simplicity, and expressions for resonance fre-
quencies that account for fluid coupling become much more

involved—at best only semi-analytical, as shown by Lomas
and Hayek.17

Neither Skudrzyk’s modal mass nor modal spacing pa-
rameters are inclined toward exactly accounting for fluid
coupling; they are inherently based on anin vacuomodal
analysis. As emphasized in Ref. 6, however, Skudrzyk’s
theory is based in essence on the interaction of progressive
wave fields, which is conceptually compatible with the wave
approach used by Crighton in analyzing infinite fluid-loaded
structures. This can explain the similarity between Eqs.~17!
and ~19!. The small difference between the two presumably
results from neglecting the small coupling effects in the first
expression~and only including inertial loading!.

Skudrzyk’s general theory is applicable in a larger sense.
His concept of using the infinite-structure response works
well in predicting the mean line. Although no general ex-
pression for the drive-point admittance of fluid-loaded struc-
tures has yet been derived in terms of the basic structural
parameters discussed in the Introduction, the characteristic
admittances for various fluid-loaded geometrieshavealready
been found. Such results can be practically used to predict
the mean response of fluid-loaded structures. Finally, the
methodology of Sec. III for modifying Skudrzyk’s param-
eters may also be employed in achieving relatively accurate
expressions with reasonable effort.
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Acoustics of a fluid-loaded plate with attached oscillators.
Part I. Feynman rules
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The ‘‘fuzzy structure’’ paradigm developed by Soize and others provides a framework within which
the acoustic properties of systems with complex internal structure can be explored. In this two part
paper, the acoustic properties of one of the simplest such systems, a fluid-loaded plate with attached
internal oscillators, are explored. In Part I, the theoretical tools needed in this investigation, the
representation of the Neumann series in terms of Feynman diagrams, is presented. In most ways, the
formal aspects of this development are identical to similar results from other disciplines, but the
presence of damping in the system, either internal or due to radiation into the fluid, requires one to
make some modifications to existing theories. The rules for evaluating averaged quantities such as
G•••GG* •••G* involving higher-order products of the Green’s function are given. These
quantities are necessary to determine a number of relevant properties of the system including the
scattering cross section and the size of typical fluctuations. The Feynman rules, detailed
mathematical expressions which enable averaged quantities to be evaluated for particular systems,
are explicitly given for the case in which the internals are simple oscillators distributed uniformly
and independently in both space and frequency. In Part II of this paper, the theoretical approach will
be applied to predict a number of acoustic properties of the system.@S0001-4966~97!01007-2#

PACS numbers: 43.40.Hb, 43.40.Dx, 43.40.At@CBB#

INTRODUCTION

The effects of complex internal structure on the acoustic
behavior of large elastic systems has long been of interest to
those seeking to understand and control the acoustic behav-
ior of real world systems. The main issue confronting us is
this: How should one account for the effects of complex
internal structure on the behavior of ‘‘simple’’ elastic sys-
tems without needing to understand in detail the behavior of
the internals? The simplest nontrivial answer to this question
is that the internals can be accounted for simply by modify-
ing the parameters of the elastic structure to which they are
attached; i.e., a mean-field theory. Recent results due to
Strasburg and Feit1 and Pierceet al.2 have provided some
guidance of this sort, giving formulas for the effective added
mass and damping resulting from internals described by
simple oscillators. But the approaches employed by these
researchers do not address the more fundamental issue of
when, and in what context, complex internals can be ac-
counted for in this manner.

Soize introduced3 a systematic approach to this problem.
Within this approach, the impedance of the system is split
into two pieces, a ‘‘simple’’ deterministic pieceZ0 referred
to as the base structure, and a stochastic pieceZfuzzy denoted
the ‘‘structural fuzzy.’’ The structural fuzzy is assumed to be
small in some sense and a Neumann expansion in powers of
Zfuzzy is performed to obtain the Green’s functions of the
system;

G5Z215Z0
212Z0

21ZfuzzyZ0
211••• . ~1!

Averages over the structural fuzzy are then performed and in
this way mean values of various quantities are obtained. The
aspect we consider here is the way in which the above pro-

gram of computation is to be carried out. Following work in
other areas,4–6 we introduce Feynman diagrams as a tool to
employ in this effort. Rybak7 and Turner and Weaver8 have
considered problems of this type but rather than developing
the diagramatic perturbation theory they have directly exam-
ined the integral equations which govern the mean Green’s
functions to leading order.

The basic idea of the approach we propose is to carry
out the averaging over the structural fuzzy as soon as the
formal perturbation theory is written down for a quantity of
interest, but not in the equations of motion themselves. This
produces great simplifications of the calculations provided
the average structure possesses more symmetry than the ac-
tual structure, usually the case. By delaying the averaging
until the equations of motion are formally solved, increased
control over the approximations involved in the averaging
procedure is obtained. In particular, certain quantities, such
as the increased fluid loading due to the randomness of the
internals, can never be evaluated if the averaging is per-
formed directly in the equations of motion.

The mathematical averaging process generates a series
of terms which can be represented as Feynman diagrams. We
explicitly give the Feynman rules which enable the evalua-
tion of these diagrams for the simple case of a large fluid-
loaded plate. The Feynman rules, detailed analytical expres-
sions which give a mathematical meaning to the diagrams or
graphs, are given both in real space and in wave-number
space. The perturbation series generated in this way is an
expansion in the deviation of internal structure from its mean
value. One does not require that the total mass of the internal
structure be small; it may in fact be larger than that of the
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base structure. Instead one requires that the fluctuations of
the impedance in some sense be small.

At first sight, one might question what has been gained
by recasting the Neumann series into a series of Feynman
graphs. The answer is that the evaluation of the Neumann
series is quite formidable, and the recasting of the perturba-
tion theory into Feynman graphs enables one to discern pat-
terns in the expansion based on the topological character of
the graphs. In this way, one may determine which classes of
higher-order terms in the expansion must be taken into ac-
count, and which may give rise to divergences in the pertur-
bative expansion. In addition, the Feynman graphs admit a
natural interpretation in terms of scattering processes and so
enhance one’s physical intuition. Finally, once the Feynman
rules have been derived and verified, the evaluation of indi-
vidual terms becomes a much more straightforward and sys-
tematic task. In fact, this last practical issue, while seemingly
modest, has been of great importance in obtaining predic-
tions in other contexts.

The outline of this paper is as follows. The basic model
is presented in Sec. I. The principal goal of this section is to
clearly define the mathematical decomposition of the system
into deterministic and stochastic pieces. In Sec. II, the real
space Feynman rules for evaluating the average Green’s
function of the system are derived. Enroute to this result, the
relationship of this approach to that of Strasburg and Feit1

and Pierceet al.2 is examined. In Sec. III, the wave-number
space Feynman rules are derived; this is typically the pre-
ferred method of calculation. The additional rules needed
to calculated averages of higher-order quantities such as
^GG& or ^GG* & are derived in Sec. IV. In conclusion, we
summarize the main results.

I. THE BASIC MODEL

The prototype system is shown in Fig. 1, a flat plate with
some attached internal oscillators immersed in a fluid. We
shall focus in this paper on the flexural vibration of the plate.
Nevertheless, the principal result of this section, a formal
definition of the decomposition of the impedance operator
into deterministic and stochastic parts, is independent of the
geometry. One may just as easily interpret the operators ap-
pearing in the main result, Eq.~7!, as applying to a cylindri-
cal shell or some more complex nonseparable geometry. Of
course, in doing so, the vector nature of the displacements
may become important so that the operators appearing in Eq.
~7! would need to be reinterpreted as matrices. This poses no
fundamental difficulties.

The internal structure is imagined to be attached at dis-
crete points or lines along the plate. At frequencyv, the
equation of motion for the normal velocity field of the plate
subject to an arbitrary pressuref is

Ztv~x!5~Zp1Zf1Zint!v~x!5 f . ~2!

The fluid impedance operatorZf and the plate impedance
operatorZp are given in wave-number space

9 for a flat plate
geometry by

Zf~k!5r0c0~12k2/k0
2!1/2,

~3!
Zp~k!52 ivm„12~k/kf !

4
….

Here,r0 is the density of the fluid,c0 andk0 are the wave
speed and wave number of acoustic waves in the fluid, while
m is the mass/area of the plate andkf is the wave number of
flexural waves in the plate. The treatment of in-plane com-
pression or shear is quite similar to that which we give here,
but the vector nature of the motion makes the problem more
complicated if the various components are coupled.

The quantityZintv(x) yields the forces and torques act-
ing upon the plate which arise from the internal structure.
We consider the simple case for which the operatorZint is
given by

Zintv~x!5(
i
Zid

d~x2j i !v~x!. ~4!

The attachment pointsj i and/or the input impedancesZi are
considered to vary in a fairly complex and irregular manner.
The j i and associatedd functions ared-dimensional (d
51,2) depending on the nature of the attached scatterers
~lines, points!. We shall omit the dependence ond when the
dimension is clear by context.

TheZi are taken to be given by

Zi'
iM iv i

2v

v22v i
212i z iv iv

~5!

as appropriate for a simple oscillator attached normally to the
plate by its spring. HereMi andk i are the effective mass and
stiffness of the oscillator,v i is its resonance frequency, and
z i its damping factor scaled to the critical damping factor
zc52Mv i . For line scatterers,Zi is an impedance per unit
length and one should interpretMi as mass/length, etc. This
formula gives an effective damping at resonance in propor-
tion to the mass of the oscillator, the key result for the fuzzy
structure theories.1,2

A particular system is described by some definite set of
quantitiesj i and Zi , and given appropriate computational
ability could be numerically simulated. An ensemble of such
systems is generated by taking the attachments pointsj i and
input impedancesZi to be described by a probability density
P$j i ,Zi% within a large group of similar systems. Then
@P j dj j dZj # P$j i ,Zi% is the probability that a single sys-
tem has the specific set of parameters$j i ,Zi%. Averages of
any function depending on the internal impedances, and in
particular of the Green’s functions are obtained simply as

^ f &5F)
j
E dj j dZj GP$j i ,Zi% f $j i ,Zi%. ~6!

FIG. 1. A depiction of the flat plate with attached oscillators.
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To complete the specification of the basic equations of
motion, rewrite Eq.~2! as a sum of a deterministic and sto-
chastic part,

Ztv~x!5~Z01V!v~x!5 f , ~7!

where

Z05^Zt& and V5Zt2^Zt&. ~8!

The fluctuations contained within the operatorV are spatial,
depending on the specific positions and impedances of the
internal structure. The action of the operatorV upon the
function v(x) is simply multiplication by a stochastic func-
tion V(x). The decomposition ofZt into a deterministic and
fluctuating part, Eq.~7! ~given also by Soize3!, is the basis
for our formulation.

II. REAL SPACE FEYNMAN RULES

A. Deriving the formal rules

The derivation of the formal real-space Feynman rules
for the calculation of ensemble averaged quantities is similar
for a wide range of systems which have been treated in this
way; systems ranging from quantum mechanical systems of
elementary particles or excitations in solids,4 to classical
waves propagating in random elastic or optical media.5,6 As
in the previous section, to make these considerations con-
crete, the system at hand is taken to be an infinite flat plate
with an array of attached oscillators with varying properties
and positions. But the results are in fact applicable to a wide
range of systems merely by using the appropriate Green’s
functions. In the case of a vector system, the results are for-
mally identical to the results we give here, but care must be
taken to obtain the proper ordering of the operators.

The fundamental quantities of interest are most often the
average Green’s function̂G(x,x8)& or various powers of the
Green’s function,̂ G(x1 ,x18)G(x2 ,x28)&. Define the Green’s
functionsG(x,x8) andG0(x,x8) by

ZtG~x,x8!52d~x2x8!

and

Z0G0~x,x8!52d~x2x8!.

~9!

Perturbative expansions for the ensemble averaged quantities
are obtained from the Neumann series as

^G~x,x8!&5G0~x,x8!1E dx1 dx2 G0~x,x1!G0~x1 ,x2!

3G0~x2 ,x8!^V~x1!V~x2!&1••• ~10!

and so forth. By construction, the first-order term involving
^V& vanishes. Evidently, thenth-order term is given by

E ) ddxi G0~x,x1!G0~x1 ,x2!•••G0~xn ,x8!

3^V~x1!•••V~xn!& ~11!

and involves then-point averagêV(x1)•••V(xn)&. The in-
tegrals above are of the dimensionality of the scatterers; 1-D
for line attachments, 2-D for point attachments.

A diagrammatic representation of thenth-order term in
the Neumann series prior to carrying out the averaging is
given in Fig. 2, where each solid line with end points
(x,y) is to be replaced by a Green’s functionG0(x,y), each
‘‘dot’’ specified by xi with the functionV(xi), and all inter-
nal coordinates are to be integrated. Such a diagram is
clearly just a shorthand for the above expression and not all
that useful since writing down the associated term in the
perturbative expansion is so simple; the value of the dia-
grammatic approach is in handling the averaging.

The averagêV(x1)•••V(xn)& can be evaluated interac-
tively as a cluster expansion10

^V~x1!V~x2!&5G2~x1 ,x2!,

^V~x1!V~x2!V~x3!&5G3~x1 ,x2 ,x3!,

~12!
^V~x1!•••V~x4!&5(

pairs
G2~xi1,xi2!G2~xi3,xi4!

1G4~x1 ,...,x4!,

^V~x1!•••V~xn!&5 (
partitions

Ga~xi1,...,xia!

3Gb~xj 1,...,xjb!••• ,

where the indicated sum~pairs or partitions! is over all pos-
sible partitions of then points into clusters of more than one
point ~because^V(x)&50!. Algebraically, such sums are
awkward to write down, but diagrammatically, it is quite
simple; simply connect the dots in Fig. 2 in all topologically
distinct ways. This procedure automatically generates all
possible partitions ofn points into clusters. Diagrams of this
sort are called Feynman diagrams. Some fourth-order dia-
grams are given in Fig. 3. The diagram shown in Fig. 3~a!
has the value

FIG. 2. A diagrammatic representation of annth-order term in a Neumann
series.

FIG. 3. Some fourth-order Feynman diagrams for the average Green’s func-
tion in real space.
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E ) dxi G0~x,x4!G0~x4 ,x3!G0~x3 ,x2!

3G0~x2 ,x1!G0~x1 ,x8!G2~x3 ,x1!G2~x4 ,x2! ~13!

while the diagram in Fig. 3~b! is given by

E ) dxi G0~x,x4!G0~x4 ,x3!G0~x3 ,x2!

3G0~x2 ,x1!G0~x1 ,x8!G4~x1 ,x2 ,x3 ,x4!. ~14!

The order of the arguments ofG0(x,x8) is actually not im-
portant because of reciprocity, but it makes it easier to un-
derstand the formulas if one consistently interprets the first
argument as the observation point and the second as the
source point, particularly as we transform to wave-number
space.

The rules by which thenth-order contributions tôG&
are constructed are simple in a formal sense.

~1! Draw a single solid line connecting pointsx andx8.
~2! Labeln internal dots on this line (x1 ,...,xn).
~3! Connect then internal dots together by dotted lines in all

topologically distinct ways.
~4! More than 2 points may be joined together by a cluster

of dotted lines which join together at a cross.
The Feynman rules which enable the evaluation of a

particular diagram are also simple in a formal sense.

~1! Replace each solid line connecting the points (x,y) by
the Green’s functionG0(x,y).

~2! Replace each dotted line cluster connecting the points
(x1 ,...,xj ) by the functionG j (x1 ,...,xj ).

~3! Integrate over all internal coordinates.
~4! Evaluate and sum all diagrams.

One must performn d-dimensional integrals to evaluate
a generalnth-order diagram. While the evaluation of a par-
ticular higher-order diagram will involve a multiple integral
and may be difficult to evaluate, at least the organization of
the calculation is relatively straightforward. The same formal
Feynman rules obtain for a wide variety of systems, more
detailed and extensive discussions may be found in a number
of texts and review articles.4–6

B. Feynman rules for a fluid-loaded plate with
uniformly attached oscillators

In order to actually compute anything, one must explic-
itly specify the Feynman rules, that is, supply expressions for
the Green’s functionG0(x,y) and the various correlation
functionsG j . It is hence necessary to make some statistical
assumptions. We shall assume:

~1! The spatial and frequency distributions of the oscillators
are independent,P$j i ,Zi%5Px$j i%Pv$v i%;

~2! The oscillators are distributed independently and in a
spatially uniform manner; that is

Px$ji%5)
i
px~ji!5)

i
~1/Ld!,

and ~15!

Pv$v i%5)
i
n~v i !/N,

whered51,2 depending on whether the scatterers are
lines or points. Heren(v i) is the average density of
internal oscillator states; we leave this function arbitrary
because it is likely to vary depending on the system of
interest.

~3! The massesmi and damping factorsz i of the oscillators
are constant. We therefore letZi→Z(v i) and freely in-
terchange dependence onZi with dependence onv i .

The first two of these assumptions afford great simplifi-
cations, implying that the oscillators are uncorrelated with
one another in frequency and in space. This produces a
change in the sort of calculations required, collapsing inte-
grals, etc. The third assumption is not crucial and produces
only simpler formulas, a reasonable goal nevertheless.

1. The zeroth-order Green’s functions G 0

The Green’s functionG0(x,x8) is defined by Eqs.~7!–
~9!, which specify the decomposition of the equations of mo-
tion into a deterministic and fluctuating part, and Eqs.~3!–
~5!, which define the detailed operators appropriate to a
fluid-loaded plate with point or line attachments. We recall

Z0G0~x,x8!52d~x2x8!,
~16!

Z05^Zt&5Zp1Zf1^Zint&.

It is therefore necessary to have in hand the ensemble aver-
aged impedance beforeG0 can be determined. Consider then
the ensemble average@see Eq.~6!#,

^Zint&5F)
j
E dj j dZj GP$j i ,Zi%Zint~j i ,Zi !. ~17!

Proceeding, we find using the above expressions for
P$j i ,Zi%

^Zint&5F)
j
E dj j px~j j !G

3F)
j
E dv j

n~v j !

N G(
i
Z~v i !d~x2j i !

5(
i

F)
j
E dj j px~j j !d~x2j i !G

3F)
j
E dv j

n~v j !

N
Z~v i !G

5(
i

F E dj i
Ld

d~x2j i !GF E dv i

n~v i !

N
Z~v i !G , ~18!

where we have first merely substituted appropriate expres-
sions for the probability distribution, and then exploited the
statistical independence, the simple product form for
P$j i ,Zi%. In the final step, we note that any term in the
product with jÞ i integrates to one by definition, hence the
appearance only of the indexi . The result is therefore

^Zint&5
N

Ld
^Z& f , ~19!
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where the impedanceZ is averaged over resonance fre-
quency weighted by the average density of states. This aver-
age is precisely of the sort that has been considered by Stras-
burg and Feit1 and Pierceet al.2 for some simple systems.
Pierceet al. give in the limit of small damping the effective
damping and added mass due to the internal oscillators

M int5PrH E
0

` dm̄f

dV

V2

V22v2J , Rint5
pv2

2

dm̄f

dv
, ~20!

wherem̄f(v) is the mass of the internal oscillators with natu-
ral frequencies on average less thanv. In the case of a uni-
form distribution of oscillator frequencies,

n~v j !

N
5 H1/Dv, vP@v2 ,v1#,

0, otherwise. ~21!

The expressions above may be worked out to find

M int5m0S 12
v

2Dv
ln

uv22v1v21vDvu
uv22v1v22vDvu D ,

~22!

Rint5m0

pv2

2Dv
,

wherem05(N/Ld)M is the mass density of the internal
structure. The added damping given here is in agreement
with Strasburg and Feit.1 Soize in his earlier paper3 gave
similar formulas for these quantities.

The appropriate Green’s functions are therefore found
from solving

^Zt&G0~x,x8!5~Zp1Zf1Rint2 ivM int!G0~x,x8!

52d~x2x8! ~23!

and are hence those of a fluid-loaded plate with an added
frequency-dependent mass and intrinsic damping. Exact ex-
pressions are complicated but known, as are a number of
approximate results. We refer the reader interested in de-
tailed expressions for these quantities in coordinate space to
the literature.11–13 Note that in the case of a more complex
geometry, the zeroth-order Green’s functions will still be
given by the solution for the idealized deterministic system
with added mass and damping, and thus can be found by
employing conventional tools for the study of canonical sys-
tems.

2. The correlation functions Γn

The other pieces which need to be specified in detail are
the correlation functionsGn . These quantities are once again
computed via the average

^V~x1!•••V~xn!&

5F)
j
E dj j dZj GP$j i ,Zi%V~x1!•••V~xn!, ~24!

where the implicit dependence of the stochastic fieldV on
the j i and Zi has been omitted, and recall thatV5Zint
2^Zint&.

Consider first the two-point function

G2~x1 ,x2!5F E )
i

dj i
Ld GF E )

i
dv i

n~v i !

N G(
j

d~x1

2j j !Z~v j !(
k

d~x22jk!Z~vk!2^Zint&
2.

~25!

The terms withjÞk give the result̂ Zint&
2 up to corrections

of orderL2d because of the statistical independence of the
internal structure. Ignoring the small contributions associated
with the boundaries, we find the simple result

G2~x1 ,x2!5(
j

F E )
i

dj i
Ld

d~x12j j !d~x22j j !G
3F E )

i
dv i

n~v i !

N
Z2~v j !G

5
Nd~x12x2!

Ld
^Z2& f , ~26!

where the averagêZ2& f is over the resonant frequencies of
the oscillators, just as for̂Z& f . This extremely simple result
obtains from the complete lack of correlation of the internal
structure, in some cases, perhaps not a bad approximation.

The three-point function is given by

^V~x1!V~x2!V~x3!&5^Zint~x1!Zint~x2!Zint~x3!&

2^Zint&(
pairs

G~xi ,xj !2^Zint&
3.

~27!

When all three pointsxi are distinct, one simply obtains
^Zint&

3, cancelling the last term in this equation, while if any
two of the points coincide, one will find terms cancelling the
appropriate piece of the second term~up to terms of order
L2d again!. And therefore the triple sum indicated in the
above average collapses to a single sum to yield the result

G3~x1 ,x2 ,x3!5(
j

F E )
i

dj i
Ld

d~x12j j !

3d~x22j j !d~x32j j !G
3F E )

i
dv i

n~v i !

N
Z3~v j !G

5
Nd~x12x2!d~x12x3!

Ld
^Z3& f . ~28!

By similar arguments, one may show that then-point
correlation function is given by

Gn~x1 ,...,xn!5
Nd~x12x2!•••d~xn212xn!

Ld
^Zn& f .

~29!

The specification of the real-space Feynman rules is now
complete. Let us begin to evaluate the 4th-order diagram in
Fig. 3~a!. The result is
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~3a!5S NLd ^Z2& f D 2E dx1 dx2

•G0~x,x2!G0
3~x2 ,x1!G0~x1 ,x8!. ~30!

To obtain a ‘‘real’’ answer one still must carry out the indi-
cated integrations involving the nontrivial functions
G0(x,x8).

III. WAVE-NUMBER SPACE FEYNMAN RULES

For systems which are uniform in an average sense,
wave-number space is very convenient because on average,
wave number is conserved. Average uniformity means that
average correlation or response functions depend only on the
spacing of the points in question, not their absolute position
on the structure.

One proceeds by Fourier transforming the above real
space diagrams. It is convenient to define the Fourier trans-
form of G(x,x8) ~or for that matter of any two-point re-
sponse function! by the rule

G~k1 ,k2!5E dx1 dx2 exp~2 ik1x11 ik2x2!G~x1 ,x2!

~31!

becausek1 then corresponds to the normally defined wave
number~by our convention! of the response, whilek2 repre-
sents the wave number of the excitation spectrum. Since
G0(x1 ,x2)5G0(x12x2) one quickly finds

G0~k1 ,k2!52pd~k12k2!G0~k1!,
~32!

G0~x12x2!5E dx eik~x12x2!G0~k!.

And a similar expression holds for the two-point correlation
function because of the assumed average translation invari-
ance of the system;

G2~k1 ,k2!52pd~k12k2!G2~k1!,
~33!

G2~x1 ,x2!5G2~x12x2!5E dx eik~x12x2!G2~k!.

Consider the Fourier transform of the diagram of Fig.
3~a!. We have

FT~3a!5E dx dx8 exp~2 ikx1 ik8x8!

3) dxiF) dki
2p

G0~ki !G
3F) dli

2p
G2~ l i !Gexp$ ik5~x2x4!1k4~x42x3!

1k3~x32x2!1k2~x22x1!1k1~x12x8!%

3exp$ i l 1~x32x1!1 l 2~x42x2!%

5G0~k!G0~k8!E F )
2,...,4

ddki
~2p!d

G0~ki !G
3F)

1,2

ddl i
~2p!d

G2~ l i !G2pd~k22k81 l 1!

32pd~k32k21 l 2!2pd~k42k32 l 1!

32pd~k2k42 l 2!, ~34!

where the integration over each coordinate has produced a
wave-number conservation rule because of the translation in-
variance of the system.

It is easy to understand the role of the various delta
functions if we draw a wave-number space diagram corre-
sponding to Fig. 3~a!. This is shown in Fig. 4~a!. One simply
insists upon wave-number conservation at each vertex. This
is a consequence of the average translational invariance of
the system. For example, examine the vertex involvingk2 ,
k3 , and l 2 ~corresponding to the pointx2 in real space dia-
gram!. The delta functions imply thatk25k31 l 2 , an aspect
which is obvious from the diagram. After integrating over
the d functions, one obtains for the diagram in Fig. 4~a!,

~4a!52pd~k2k8!G0~k8!

3F NLd ^Z2& f G2E dl1
2p

dl2
2p

G0~k82 l 1!

3G0~k82 l 12 l 2!G0~k82 l 1!G0~k!, ~35!

a result which is almost trivial to find using the wave-number
conservation rules. In obtaining this fairly explicit result we
have used the fact that

G2~k!5
N

Ld
^Z2& f ~36!

an expression easily derived by Fourier transforming the co-
ordinate space correlation function given in Eq.~28!.

The generalization of this specific example to an arbi-
trary diagram is carried out in the following section in which
higher-order quantities are considered. The result is that the
simple rules obtained in the above example do indeed apply
to any diagram. For now, let us simply state the wave-
number space Feynman rules. The procedure for drawing the
wave-number space diagrams is exactly the same as the pro-
cedure for coordinate space diagrams, but the labeling and
Feynman rules are changed. One draws a diagram with wave
number~momentum! flowing from the input wave number to
the output wave number. The direction of the flow is indi-

FIG. 4. Some fourth-order Feynman diagrams for the average Green’s func-
tion in wave-number space.
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cated by an arrow. Then points are no longer labeled by
position; instead the lines are labeled by wave number. The
Feynman rules are

~1! Replace each solid line with a wave-number space
Green’s functionG0(k).

~2! Replace each dotted line with the Fourier transform of
the two-point correlation functionG2(k).

~3! For each vertex, include a wave-number conservingd
function, d(Skin2Skout).

~4! Integrate over all internal wave numbers,*ddk/(2p)d.

A generalnth-order diagram involving only the two-
point correlation function will have (n21) internal wave
numbers associated with Green’s functions,n/2 internal
wave numbers associated with correlation functions, andn
wave-number conservingd functions. One of thed functions
must provide overall wave-number conservation and there-
fore evaluation of this diagram will involve only (n/2)
d-dimensional integrals~as opposedn in coordinate space!.
In practice, the evaluation of the variousd functions is done
graphically: As one writes down the diagrams, one ensures
wave-number conservation at each vertex.
The rules for the higher-order correlation functions are

derived in a similar fashion. Translational invariance no
longer implies a simple expression such as Eq.~33! for the
two-point function, but rather, we have

G̃n~k1 ,...,kn!5E ) dxi expSi( ki xiDGn~x1,...,xn! ~37!

with

G̃n~k1 ,...,kn!52pdS ( ki DGn~k2 ,...,kn!. ~38!

Translational invariance forces the net wave number entering
then-point correlation function to vanish. The sign conven-
tion in the Fourier transform corresponds to that for a source
and therefore the wave number is pointing away from the
vertices and towards the center of the cluster. To allow this
case, one more Feynman rule must be added:

~5! For ann-point correlation function, assign each dotted
line entering the cluster a wave number pointing towards the
center of the cluster~the cross!, and assign the cluster the
value 2pd(Ski)Gn(k2 ,...,kn).

Notice that this formula reduces to that of the two-point
function whenn52. Shown in Fig. 4~b! is the diagram cor-
responding to Fig. 3~b! involving a four-point correlation
function. This diagram is given by

~4a!52pd~k2k8!

3G0~k8!
N

Ld
^Z4& fE dl1

2p

dl2
2p

dl3
2p

G0~k82 l 1!

3G0~k82 l 12 l 2!G0~k82 l 12 l 22 l 3!G0~k!.

~39!

Notice how simple this diagram is to work out by first doing
the l 3 integral, next thel 2 integral, etc., yielding the result

~4a!52pd~k2k8!G0~k8!
N

Ld
^Z4& f@G0~x50!#3G0~k!.

~40!

Just as was the case for the coordinate space Feynman
rules, these same rules obtain for a wide variety of systems.
We are, however, now in a position to write down the spe-
cific wave-number space Feynman rules which may be used
to evaluate averaged Green’s functions for a fluid-loaded
plate with internal oscillators. The rules for drawing the dia-
grams have been discussed in this and the previous sections.
In Fig. 5, the wave-number space Feynman rules are pre-
sented. The expression for then-point correlation function
given in the figure can be verified by Fourier transforming
the coordinate space correlation function given in Eq.~28!.

IV. HIGHER-ORDER AVERAGES: CUT DIAGRAMS

It is often useful to consider higher-order averages when
one seeks to focus on energy quantities or magnitudes of
fluctuations. The evaluation of such quantities is very similar
to that given above for̂G&. However, in this case, because
of the explicit appearance of damping, the obtained Feynman
rules differ somewhat from the usual expressions.

Consider the quadradic quantity^G(x,x8)G(y,y8)&. Ex-
panding both Green’s functions in a Neumann series and
averaging, it is not difficult to show that thenth-order terms
are generated by drawing two solid lines~one for each
Green’s function! connecting (x,x8) and (y,y8), respec-
tively, selectingn total points as ‘‘scattering’’ centers, and
connecting the points in all possible ways with dashed lines.
The Feynman rules for the diagrams so generated are iden-
tical to the real space rules given in Sec. III. Perturbation
expansions for yet higher-order averages,^GGG&, etc., are
constructed in the same way. An example of a fourth-order
diagram is given in Fig. 6~a!.

Also interesting are quantities such as
^G(x,x8)G* (y,y8)& which are directly related to energy
densities and the scattering cross section. It is clear that the
series for this quantity will be exactly the same as for the
above case, except that all quantities associated with they
coordinates will be complex conjugates. This can be indi-
cated pictorially using a cut diagram.14 A cut diagram in real
space is shown in Fig. 6~b!. The additional rule for the cut
diagram is that quantities above the cut are to be complex
conjugated. This is quite simple to carry out for the Green’s

FIG. 5. Feynman rules for a fluid-loaded plate with attached oscillators.
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functionsG0(x,x8) but does introduce a small complication
in our notation for the correlation functions. Let

G i
j~x1 ,...,xi ,y1 ,...,yj !

5^V~x1!•••V~xi !V* ~y1!*V* ~yj !&

5
~ i1 j !

Ld
d~x12x2!•••d~xi212xi !d~xi2y1!•••

d~yj212yj !^~Z! i~Z* ! j& f . ~41!

The additional Feynman rules for cut diagrams in real space
are:

1! Replace solid lines above the cut withG0* (x,y)
2! Replace dotted line clusters withi points below the cut
and j points above the cut withG i

j (x1 ,...,xi ,y1 ,...,yj ).

In wave-number space, we proceed as in the previous
section. In this case, we consider a general coordinate space
diagram contributing to the quantitŷGG& as shown in Fig.
7~a!. The Fourier transform of this diagram is given by

FT~7a!5E dx dx8 exp~2 ikx1 ik8x8!E dy dy8 exp~2 iqy1 iq8y8!) dxiF) dki
2p

G0~ki !GF) dqi
2p

G0~qi !G
3F)

j

@dl#

2p
G̃nj

~@ l # j !Gexp„ikn11~x2xn!…S )
i52

n

exp„ik i~xi2xi21!…D exp„ik1~x12x8!…exp„iqm11~y2ym!…

3S )
i52

m

exp„iqi~yi2yi21!…D exp„iq1~y12y8!…S)
j

exp~2 i @ l # j•$@x# j ,@y# j%! D , ~42!

where the quantities@ l # j and$@x# j ,@y# j% correspond to clus-
ters involvingnj points. The abstract inner product involving
the clusters is given by

@ l # j•$@x# j ,@y# j%5 (
xj i

P j th cluster
l xj i
•xj i1 (

yj i
P j th cluster

l yj i
•yj i ,

~43!

where l xj i
is the wave number entering thej th cluster from

the pointxj i and similarlyl yj i
is associated with pointyj i.

The expression above is lengthy but simple to analyze.
Every coordinate integration leads to a wave-number space
delta function. The integrations over the external points

x,x8,y,y8 yield 2pd(kn112k), 2pd(k12k8), etc. While
the integration over any internal pointxi ~or yi! gives
2pd(ki2 l xi2ki11) @or 2pd(qi2 l yi2qi11)#. Therefore,

the wave-number space diagram is obtained by orienting the
wave-number flow of the two lines corresponding to the two
Green’s functions in the same direction, and employing the
same wave-number space rules as before. Notice that since
each cluster conserves wave number, there will be an overall
wave-number conserving delta function 2pd„(k1q)2(k8
1q8)…, left over in the end.

Consider now the important case^GG* &. The Fourier
transform of the cut diagram shown in Fig. 8~a! is given by a
similar expression,

FIG. 6. Fourth-order Feynman diagrams for the real-space calculation of:
~a! ^GG&, ~b! ^GG* &, a cut real-space diagram.

FIG. 7. Feynman diagrams for the calculation of^GG& to arbitrary order:
~a! a general real-space diagram,~b! the corresponding wave-number space
diagram.
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FT~8a!5E dx dx8 exp~2 ikx1 ik8x8!E dy dy8 exp~ iqy2 iq8y8!) dxiF) dki
2p

G0~ki !G
3F) dqi

2p
G0* ~qi !GF)

j

@dl#

2p
G̃nx j

ny j~@ l # j !Gexp„ikn11~x2xn!…S )
i52

i5n

exp„ik i~xi2xi21!…D exp„ik1~x12x8!…

3exp„2 iqm11~y2ym!…S )
i52

i5m

exp„2 iqi~yi2yi21!…D exp„2 iq1~y12y8!…S)
j

exp„2 i @ l # j•$@x# j ,2@y# j%…D .
~44!

Here, we have defined the Fourier transform of the correla-
tion functions via

G̃nx j

ny j~@ l # j !5E ) dxi exp~ i @ l # j•$@x# j ,

2@y# j%!G̃nx j

ny j~x1 ,...,xnx j,y1 ,...,yny j! ~45!

following the convention that wave number occuring in the
Fourier transform of a complex conjugate quantity should be
negative. Notice that translational invariance implies in this
case the constraint,

G̃nx j

ny j~@ l # j !52pdS ( l xj i
2( l yj i

DGnx j

ny j~@ l # j !, ~46!

i.e., we should regard the wave numbers above the cut as
outgoing for the conservation rules to make pictorial sense at
a cluster. We have shown this in Fig. 8~b!.

Consider now the effects of integrating out the various
coordinates. Once again, the end-point integrations over
(x,x8,y,y8) are trivial yielding d(k2kn11), d(k82k1),
d(q2qm11), and d(q82q1). The integration over interior
points is also simple, giving 2pd(ki2 l i2ki11) for vertices
below the cut and similarly 2pd(qi2 l i2qi11) for vertices
above the cut. The difference in the cut diagram versus the
uncut case in Fig. 7~b! is merely the direction of the wave

numberl yj i
above the cut. In order to have this conservation

rule make pictorial sense, we must therefore reverse the di-
rection of all theqi ; that is, the wave-number flow in lines
above the cut is reversed. Once again, this is shown in Fig.
8~b!. And therefore, the wave-number space rules for con-
structing cut diagrams corresponding to averages of the sort
^GG* & are just as before with the additional rules:

~1! reverse the wave-number flow in lines above the cut;
~2! replace solid lines above the cut with complex conju-

gates of the Green’s functions;
~3! replace the correlation function withnx j1ny j points

with the quantityG̃nx j

ny j(@ l # j ).

While the algebra above may have been a bit compli-
cated, the final result is very simple.

V. CONCLUSION

The ‘‘fuzzy structure’’ approach proposed by Soize3 for
the analysis of the effects of complex internal structure has
been formulated in terms of Feynman diagrams for the case
of a large fluid-loaded plate. The Feynman rules to write
down and evaluate the diagrams have been derived both in
real space and wave-number space for a highly idealized
form of internal structure; we have assumed that the internal
oscillators are attached via normal forces and are distributed
independently and in a spatially uniform manner. The
method we have employed is, however, quite general4–6 and
similar rules could be derived for different and more compli-
cated systems.

The Feynman rules enable the evaluation of the mean
scattering properties due to the internal structure, an issue of
great recent interest in structural acoustics, and is an exten-
sion of the study of the damping effects of the internals.1,2

We defer the application of these techniques to a particular
system to Part II of this paper.
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Approximate meridional leaky ray amplitudes for tilted
cylinders: End-backscattering enhancements and comparisons
with exact theory for infinite solid cylinders
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Leaky waves propagating on cylinders in~or close to! a meridional plane have been found to
significantly enhance the high-frequency acoustic visibility of the ends of tilted cylinders@G.
Kaduchaket al., J. Acoust. Soc. Am.100, 64–71~1996!#. The meridian of interest is in the plane
containing the incident wave vector and the cylinder’s axis. A ray model for this enhancement is
developed along with a ray model for a canonical test case: scattering by an infinite circular
cylinder. To isolate a single high-frequency leaky wave contribution, numerical examples are shown
for generalized Rayleigh waves on a solid circular cylinder. Partial wave series~PWS! calculations
show that the meridional Rayleigh wave contribution is maximized when the tilt angle is close to the
flat-surface coupling angle. The ray model approximates the superposition of leaky waves excited
by the incident acoustic wave as a simple integral that accounts for the phase shift and attenuation
for propagation from each illuminated surface point to a surface point of interest. While the model
gives the spatial evolution of the leaky wave amplitude as would be measured by acoustic imaging,
it also approximates the far-field amplitude. Important features of the canonical PWS calculation are
reproduced by the model. The far-field magnitude of the end contribution can be larger than for
reflection off a rigid sphere having the same radius as the cylinder. The end is assumed to be flat and
perpendicular to the cylinder’s axis. ©1997 Acoustical Society of America.
@S0001-4966~97!05407-6#

PACS numbers: 43.40.Rj, 43.20.Fn, 43.30.Vh@CBB#

INTRODUCTION AND MOTIVATION

High-frequency sonar images of truncated cylindrical
shells show evidence of scattering enhancements that can
greatly improve the visibility of the ends of the shell.1,2 The
enhancements are manifested when the tilt angleg for the
cylinder shown in Fig. 1 is close to a leaky wave coupling
angleu l5sin21(c/cl), wherecl is the phase velocity of the
leaky wave andc is the speed of sound in the surrounding
water. The conditions and arrival time for the enhancements
indicate that a major contribution results from the reflection
of a meridional leaky ray from the end of the cylinder and
the radiation of sound by the leaky ray subsequent to its
reflection. This ray is described as a meridional ray since it is
confined to the plane defined by the direction of the incident
wave vector and the axis of the cylinder. This is a meridional
plane of the cylinder, and similar terminology is used to
distinguish optical rays guided by cylindrical glass fibers that
are confined to a meridional plane from those which follow a
helical trajectory.3 As demonstrated in Ref. 1, for a water-
filled shell there is also a family of meridional rays which
cross the interior of the shell an even number of times prior
to giving strong backscattering contributions. While it is an-
ticipated that such contributions could be approximated by
an extension of the analysis given here, the analysis of such
contributions is beyond the scope of the present paper. Ifa
denotes the radius of the cylinder andk the acoustic wave
number in water, the typicalka of interest are in the range of
50–150.

A meridional ray can also be a major contributor to the

canonical problem shown in Fig. 2 for which an exact
partial-wave series solution exists.4,5 A plane wave is inci-
dent on an infinite tilted solid or hollow cylinder. The tilt
angleg is adjusted to be the leaky wave coupling angleu l .
The observation point is taken to lie in the meridional plane
on the illuminated side of the cylinder so that, as shown in
Fig. 2, radiation from the meridional leaky ray propagates to
the observer without reflecting or propagating around the
back side of the cylinder. While the meridional ray shown in
Fig. 2 is relevant to the interpretation of bistatic scattering
data, the scattering is analyzed in the present paper since the
resulting ray approximation may be compared directly with
partial wave series results. For the applications of interest as
illustrated in Fig. 1, the response of the elastic scatterer
would not be correctly described by thin shell theories typi-
cally used in the formulation of ray methods6–9 since the
frequency is significantly above the coincidence frequency of
the shells of interest.1 Consequently the ray theory is formu-
lated so as to avoid specialization to a specific model for the
elastic response of the scatterer, except in the final numerical
evaluation of the amplitudes.

Depending on the classification of the leaky meridional
ray contribution under consideration, the tilt angleg may be
such that helical waves due to other types of leaky waves are
also excited, which contribute to the scattering for the situa-
tions considered in Figs. 1 and 2. The interference from he-
lical wave contributions is avoided in the comparison be-
tween partial wave and ray theory, given here by showing
only the case of high-frequency scattering by an infinite solid
cylinder. In that case there is only a single class of leaky
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wave excited: the leaky generalized Rayleigh wave. As dem-
onstrated in Appendix A forka in the region of interest, the
phase velocitycl and spatial damping ratea are only weakly
affected by the curvature of the cylinder. Consideration of
the solid cylinder case is also of intrinsic value because the
physical interpretation of the scattering with the tilt angle
equal to the Rayleigh angle, given originally by Flaxet al.,4

is re-examined here to achieve the proper flat-surface limit.
The situation shown in Fig. 2 is also relevant to the under-
standing of the high-frequency sonar inspection of solid elas-
tic rods in water and to certain problems in ultrasonic non-
destructive testing such as the detection of flaws in pipes.
Relevant partial wave series computations are presented in
Sec. I.

The ray formulation used here is based on an extension10

of earlier two-dimensional formulations11,12 to approximate

out-going leaky wave amplitudes for weakly curved three-
dimensional scatterers. The application to the tilted infinite
cylinder is introduced in Sec. II. The leaky wave amplitude
is approximated by a surface integral which includes path
contributions outside of the Fermat path for the process of
interest. In Sec. III the Fresnel coupling patch is examined so
as to motivate certain approximations which greatly simplify
the evaluation of the surface integral. Previous studies have
found that identification of Fresnel coupling patches is help-
ful for understanding the excitation or subsequent radiation
of leaky waves.10,12,13The patch shape for meridional rays is
found to have unusual features. Section IV discusses the ap-
proximation of the resulting integral when the surface point
S in Fig. 2 lies in the meridional plane. The formulation
allows for possible axial variations of the incident wave am-
plitude, as in the case of illumination by a two-dimensional
acoustic beam, although the final evaluation is only given for
uniform plane-wave incidence. To improve the estimate of
the resulting far-field amplitude, it is necessary to approxi-
mate the curvature of the wavefront radiated by the leaky
wave. The curvature is found by considering in Sec. V the
leaky wave amplitude at a surface point adjacent to the me-
ridional plane. The far-field amplitude and comparison to
PWS results for an infinite stainless steel cylinder are given
in Sec. VI.

Section VII discusses the approximation of the near- and
far-field meridional ray amplitude for the situation illustrated
in Fig. 1. It is assumed that the coefficient of leaky wave
reflection off the end of the cylinder is known and that the
coefficient varies only slowly with the angle of incidence
near the Fermat path of interest. For the case of highka
reflection of leaky Rayleigh waves off of the end of a solid
stainless steel cylinder, the effects of fluid loading and cur-
vature should be sufficiently weak that the reflection coeffi-
cient may be estimated from computations by Gautesen14,15

and others16 of the reflection of a Rayleigh wave from the
traction-free edge of an elastic quarter space. These compu-
tations show that for near-normal reflection of the Rayleigh
wave~corresponding to the meridional ray shown in Fig. 1!,
the phase and amplitude depend only weakly on the angle of
incidence. The approximation of the far-field amplitudes
given in Sec. VII shows that for a wide range of leaky wave
parameters, the far-field backscattering magnitude due to
end-reflected meridional leaky waves can exceed the specu-
lar reflection amplitude from a fixed rigid sphere having the
sameradiusas the cylinder.

End-reflection of helical leaky waves can also result in
backscattering enhancements as discussed, e.g., by Bao17 for
a truncated elastic cylinder; an approximation for the out-
going amplitude at the cylinder’s surface is given in Ref. 10.
Helical leaky waves on infinite solid cylinders4,17–20 and
thick cylindrical shells5 have been related to resonances in
the bistatic scattering. As illustrated by the observations in
Ref. 1, the meridional ray mechanisms can be distinguished
from helical mechanisms and they appear more important in
certain situations. Helical wave contributions are outside the
scope of the present paper.

FIG. 1. The leaky wave process considered is the ray lying in the meridional
plane. That plane is defined by the incident wave vector and the cylinder’s
axis. Reflection of this surface ray atC results in a radiated wavefront
directed back to the source when the tilt angleg is equal to the leaky wave
radiation angleu l as in this figure. In the meridional plane, the wavefront’s
Gaussian curvature vanishes and its amplitude decays transversely because
of the decaying amplitude of the surface wave. This process was demon-
strated by Kaduchaket al.1 to significantly enhance the visibility of the end
of a cylinder viewed with high-frequency sonar. The process is analyzed
using a surface integral which approximates the leaky wave excitation. An-
other backscattering process is the launching of helical rays which can re-
flect atT in the meridional plane as shown by the solid and dashed arcs.

FIG. 2. A meridional leaky ray can be a major contributor to the scattering
in the meridional plane of an infinite cylinder, a section of which is shown
here. The surface pointsS8 andS are shown to lie on the meridian~the x
axis! where the surface intersects the meridional plane. The orthogonal co-
ordinate of the unwrapped surface is denoted byy. The axisx̄ in Sec. V lies
in the meridional plane and is perpendicular to the outgoing wave vector.
Synchronous excitation of a meridional leaky ray occurs wheng5u l and
the leaky wave contribution to the scattering in the meridional plane is
strongly enhanced@see discussion of Fig. 5~b!#. There is also a reflected ray
at S.
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I. PARTIAL WAVE SERIES PREDICTIONS FOR
RAYLEIGH ANGLE SCATTERING

The exact partial wave series~PWS! solution for scat-
tering by an infinite circular cylinder4,5 relates the scattered
pressurepsca at a far-field point having cylindrical coordi-
nates (r ,f,x) with the incident wave amplitudepi0 at ~0,0,0!
in the absence of the cylinder;f is measured from the me-
ridional plane. The relationship betweenpscaandpi0 is

psca5pi0~a/2r !1/2f exp~ ikxx1 ikr r !, ~1!

wherekx5k sing, kr5k cosg, g is the tilt angle as in Fig.
2, f is a dimensionless form function, and a factor
exp(2ivt) is not shown. For observation points in the me-
ridional plane on the illuminated side of the cylinder, the
PWS for f may be put in the form

f5@22 exp~2 ip/4!/~pkra!1/2# (
n50

N

~21!nen~Bn /Dn!,

~2!

where en51 for n50 and en52 for n.0, andN.ka is
selected to give proper convergence. For a solid elastic
cylinder,4,18–20Bn andDn are 434 determinants which de-
pend on the tilt angleg ~see Appendix A!. The details of the
derivation are a special case of the more general analysis
given in Ref. 21. The normalization in Eq.~2! is such that
geometrically calculated specular reflection into the meridi-
onal plane from a fixed-rigid infinite cylinder givesu f u51.
Relevant computations off discussed below were carried out
for a stainless steel 304 cylinder in water with the material
properties listed in Table I. The flat-surface leaky wave pole
of the reflection coefficient was evaluated as summarized in
Appendix A, giving the coupling angleu l5sin21(kl /k)
530.703°, wherekl denotes the real part of the surface wave
number at the pole.

In the first pair of PWS calculations, the tilt angleg was
set equal to the flat surfaceu l . The solid curve in Fig. 3
shows u f u from Eq. ~2!, while the dashed curves are ray
approximations having different levels of complexity as ex-
plained in Sec. VI. Aboveka'20, the structure evident in
u f u for smaller ka is replaced by a smooth monotonic in-
crease. This is to be expected since aska→` the normaliza-
tion is such thatu f u should approach the magnitude of the
flat-surface reflection coefficientuRu evaluated atu l . Since
u l exceeds the shear critical angle,uRu51 and the expected
limit of u f u is unity aska→` ~see Sec. VI!.

To assist in the testing of the ray approximations, it is
helpful to subtract a background contribution fromf . Fol-
lowing the usual approach of resonance scattering theory22

for the present case of a solid metallic cylinder, the back-
ground is approximated by the form functionf (r ) for a rigid
cylinder at the same tilt angle.@Computations for other ma-

terials such as polymer cylinders in water indicate that while
this choice of a rigid background is not universally appli-
cable for solid cylinders, the rigid choice is useful for solid
metallic cylinders for distinguishing certain features the elas-
tic response;f (r ) is evaluated from~2! with appropriate
choices forBn andDn .# The solid curve in Fig. 4 showsu f
2f(r)u evaluated withg5u l as explained above. Aboveka
'20, the curve increases smoothly with increasingka and it
levels off aska→`. The dashed curves are Rayleigh wave
contributions to the scattering calculated with different levels
of complexity, as explained in Secs. IV and VI.

To assist in interpreting Figs. 3 and 4, the corresponding
PWS are shown in Fig. 5~a! as a function of tilt angleg for
ka550 and 100. The solid curve showsu f u and the dashed
curve with the longest dashes showsu f2 f (r )u, both for ka
5100. In each case the dependence is locally flat nearg
5u l ; for example, the minimum inu f u is offset fromu l by

FIG. 3. The solid curve shows the form functionu f u in the meridional plane
as computed by the partial wave series for an infinite stainless steel cylinder
in water. The tilt angleg is equal to the flat-surface coupling angle for a
Rayleigh wave. The curve with the long dashes is the ray approximation,
Eq. ~25!, evaluated using the flat-surface parameters. The curve with short
dashes is also from Eq.~25! but the damping ratioa/k is varied as shown in
Fig. A1 in the evaluation of Eq.~24!.

FIG. 4. Approximations for the Rayleigh wave contribution tof are shown
for the tilted cylinder considered in Fig. 3. The solid curve is the partial
wave series result foru f2 f (r )u, where f and f (r ) are the exact elastic and
rigid form functions. The curves with the longest and shortest dashes are ray
approximations from Eq.~24! with the parameters chosen as in Fig. 3. The
curve with intermediate length dashes is the approximationu f l u'2F(m)
discussed in Sec. IV. It neglects the wavefront curvature correction given in
Sec. V.

TABLE I. Material properties used in the example.

Density (g/cm3) c or cL ~m/s! cT ~m/s!

Water 0.998 1483
Stainless steel 304a 7.57 5675 3141

aPoisson’s ratio50.2792.
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only 0.08°. Small changes ing from the value used in Figs.
3 and 4 cause only minor shifts in the PWS results plotted in
the region of interest aboveka550. Since it is shown in
Appendix A that cl /c varies only slowly withka in the
region of interest, for the purpose of comparisons with the
ray theory to be discussed, the tilt angleg may be fixed at the
asymptotic value ofu l in the evaluation of the PWS as was
done in Figs. 3 and 4. Another plot ofu f2 f (r )u was com-
puted over the angular range from 0 to 89° in tilt to investi-
gate the global behavior.The Rayleigh peak shown in Fig.
5(b) is the only broad prominent peakwell separated from
the diffractive structure at largeg. Consequently, the ray
model developed here primarily concerns this mechanism
and its contribution to the end-enhancement shown in Fig. 1.
Helical wave contributions appear to be relatively weak for
this cylinder.

II. INTEGRAL APPROXIMATION OF THE LEAKY
WAVE SURFACE AMPLITUDE

The leaky wave surface amplitude for two-dimensional
situations, where the local incident amplitudepi varies only
along one dimension, has been previously approximated as a

one-dimensional convolution ofpi with a one-sided line re-
sponse function.11,12Bertoni’s analysis11 is used in scanning
acoustic microscopy to explain signatures for flat surfaces,23

while the incorporation of the effects of weak curvature
along the propagation direction12 has facilitated the recovery
of the coupling coefficient for leaky wave contributions to
the scattering by cylinders6–10,24–26except for certain weak
O(1/k) phase corrections. For the situations shown in Figs. 1
and 2, it is necessary to incorporate the effect oflateral
curvature. The following approximation10 for the outgoing
leaky wave surface amplitudepl accounts for the leading
effects of lateral curvature while recovering the previous
results11,12 in the absence of lateral curvature:

pl~x,y!'kE
2`

x

dx8E
2`

`

dy8 pi~x8,y8!H0
~1!~kps!, ~3!

wheres is the geodesic arc length between (x8,y8) and the
surface point of interest (x,y), the phase of the local incident
amplitudepi(x8,y8) depends on tilt and lateral curvature,
andkp5kl1 ia is the leaky wave pole of interest~see Ap-
pendix A!. The surface coordinates (x,y) are the unwrapped
cartesian coordinates which cover the cylinder as shown in
Fig. 6 so thats5@(x2x8)21(y2y8)2#1/2. The domain of
integration is restricted in~3! so as to approximate the physi-
cally relevant component ofpl for the situations of interest in
Fig. 2: the leaky wave component propagating in the direc-
tion of increasingx. For the case of a solid cylinder or an
evacuated shell, the coefficient may be approximated as10

k'2akl exp~ iwbl!, ~4!

where the background phasewbl is discussed in Appendices
A and B. ~For a sufficiently thin water-filled cylinder, where
the fluid loading on each surface is symmetric, the magni-
tude ofk is decreased by one-half.10,12This is approximately
the situation in Refs. 1 and 2.! Surface anisotropy of the

FIG. 5. ~a! The solid and dashed curves with the central dip showu f u from
the partial wave series forka of 100 and 50, respectively. The peaked
curves with long and short dashes are the corresponding plots ofu f2 f (r )u
and are a measure of the Rayleigh wave contribution to the meridional plane
scattering. The extreme of both sets of curves lie close to the flat surface
coupling angleu l530.703° marked on the upper abscissa. The width of the
Rayleigh wave feature indicates that the PWS plots in Figs. 3 and 4 are not
highly dependent ong. ~b! The solid curve is the PWS foru f2 f (r )u evalu-
ated between 0° and 89°. The Rayleigh wave peak dominates the elastic
response below 80°. The dotted curves in~a! and ~b! are the ray approxi-
mation for that peak, Eq.~26!.

FIG. 6. Unwrapped Cartesian coordinates which cover the cylinder where
thex axis is the meridian in the section of interest as in Fig. 2. That section
is illuminated between the lateral coordinatey8 of 2pa/2 andpa/2. The
launching pointsB are degenerate forS on thex axis wheng5u l ; B lies on
the axis belowS since the projection of the incident acoustic wave vector is
taken to be vertical. Helical rays are excited forg,u l as illustrated by the
dashed line to a pointY displaced from the axis. In Sec. VII, the cylinder is
taken to be truncated atxT and the downward-directed leaky wave amplitude
atS is approximated by considering the imageJ reflected about the trunca-
tion. yU8 denotes the image ofyU5pa/2 reflected about the line aty
5pa where the dark side of the cylinder intersects the meridional plane. It
denotes the left boundary of an illuminated strip, but the leaky wave exci-
tation in that strip is unimportant neary50 wheng'u l .
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leaky wave phase velocity and damping rate are neglected in
this formulation;10 however, these corrections are anticipated
to be small in the present application because of the domi-
nant effect of the axially propagating component and be-
cause of the weak dependence on curvature discussed in Ap-
pendix A.

For plane-wave incidence on a tilted circular cylinder

pi~x8,y8!5pOe
iw i,

~5!
w i5ka@12cos~y8/a!#cosg1kx8 sin g, yL,y8,yU ,

where the originO lies on the cylinder’s surface in the me-
ridional plane andyU,L56pa/2 denote the shadow bound-
aries of the illuminated strip shown in Fig. 6. There are other
periodically illuminated strips having their symmetry axis
shifted in y by integer multiples of 2pa; however, phase
considerations summarized in Sec. III indicate that those
strips do not significantly contribute to the outgoingmeridi-
onal rayamplitudes.

The limit of no lateral curvature corresponds toka→`
for the cylinder problems under consideration andpi de-
pends only onx8. The integration overy8 may then be car-
ried out using the integral27

i

2 E
2`

`

H0
~1!@kp~~x2x8!21y82!1/2#ei jy8 dy8

5~j22kp
2!21/2e2~j22kp

2
!1/2ux2x8u, ~6!

with 2a,Im(j),a. Application of ~6! with j50 and
branches chosen as discussed in Ref. 27 reduces~3! to the
previous11,12 one-dimensional convolution.

It is helpful to identify regions of the integrand contrib-
uting significantly to~3! by replacing the Hankel function by
its large argument form which gives

pl~x,y!'k~2/p!1/2e2 ip/4pO

3E
2`

x

dx8E
yL

yU
dy8~kps!21/2e2asei ~kls1w i !.

~7!

For the situations of interest,a!kl . The Fermat paths cor-
respond toS8[(x8,y8) for which the phasekls1w i is sta-
tionary for a given surface pointS[(x,y). Let such points
S8 be denoted byB. The path throughB toS represents a ray
to S. For the case of a cylinder tilted withg5u l with S in
the meridional plane so thaty50, the Fermat paths are de-
generate and includes allx8,x with y850. The integrals in
~3! and ~7! include the effect of the defective paths that are
displaced from the Fermat path by superposing the leaky
waves excited on the illuminated surface.

III. FRESNEL COUPLING PATCH FOR S IN THE
MERIDIONAL PLANE

The Fresnel patch is bounded by the locus of defective
paths where the phase defect in~7! has a magnitude ofp
relative to the ray~or set of rays! of interest.13 The phase of
the integrand varies relatively slowly for (x8,y8) within this
patch so that identification of this patch is useful for identi-
fying the regions which contribute significantly topl(x,y)

except in certain special cases.10,12Consider the situation of
interest where the cylinder is tilted withg5u l andS is in the
meridional plane. The Fresnel patch is bounded by the locus:
kls1w i2kl(x2x8)2kx8 sing5p. Figure 7 shows the nu-
merical solutions of this locus. Figure 7 also shows the flat
surface limit:10 the parabola opening to the left given by the
solid curve. For convenience,x50 and a single value ofu l
530° is used so as to illustrate the behavior typical of Ray-
leigh waves on solid metal cylinders. Figure 7 also shows
two circular arcs having radii ofkl /a where Rayleigh waves
on a stainless steel surface in contact with water gives the
large circle and the small circle is for aluminum. The arcs are
centered on~0,0! and they show the locus of coupling paths
beyond which surface propagation toS attenuates the ampli-
tude in excess ofe21. Both Fermat paths and defective paths
through surface points to the left of the respective arcs con-
tribute relatively weakly topl because of attenuation.

Figure 7 shows that aska decreases, the Fresnel patch is
confined to a strip around the meridian that grows narrow in
the units shown. Furthermore, the boundaries of the illumi-
nated region aty85yU,L56pa/2 lie far outside the patches
shown for all ka of interest. In the units of Fig. 7, these
boundaries are atklyU,L56pka/4 whenu l530°. While the
largestka shown haska5100, in the limit ofka→`, the
loci approach the parabola. For all cases shown, the loci are
virtually unchanged if@12cos(y8/a)# is replaced inw i by
(y8/a)2/2; the effect of this replacement is greatest for small
ka.

The phase defect grows especially rapidly for meridional
points to the right of the Fresnel loci in Fig. 7. This obser-
vation supports the truncation of thex8 integration atx in ~3!
in the present case of a laterally curved surface. This limit of
integration was derived for the flat surface case in Refs. 11
and 12 by contour methods.

The dashed line in Fig. 6 shows a section of a helical ray

FIG. 7. The dashed curves show the boundaries of the Fresnel patches for a
surface point at the origin on the meridional axis. The curves are forka
525, 50, and 100 beginning in the order of increasing dash length. The
cylinder has a tilt angleg equal to the coupling angleu l ~assumed for the
purpose of this figure to be 30°! and the patches extend to infinity on the
left. The left facing parabola is the flat surface (ka5`) limit of the Fresnel
boundary. The comparison shows that decreasingka causes the leaky wave
excitation to be more localized near the meridional axis in the normalized
units of this plot. The circular arcs have radiikl /a of 85.8 and 33, corre-
sponding to the parameters for stainless steel and aluminum cylinders in
water. The radiation damping for points outside these arcs is appreciable for
propagation to the origin. Consequently the physically significant coupling
region is not determined entirely from the phase defect, and the region is
smaller for aluminum than for stainless steel. Both metals haveu l near 30°.
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to a pointY displaced from the meridional axis. Helical rays
for a leaky wave of classl are present ifg,u l , and they are
excited in a Fresnel patch of finite areaAf . The calculation
of Af given in Ref. 10 shows thatAf diverges asg ap-
proachesu l , which is to be expected since the area is infinite
for the meridional ray patches shown in Fig. 7. The approxi-
mation for helical wave amplitudes given in Ref. 10 breaks
down when the long dimension of the Fresnel patch greatly
exceeds the attenuation distancea21. Therefore, the sepa-
rate analysis of the meridional ray case given here is needed.
It may also be shown that the illuminated regions shifted by
integer multiples of 2pa from the meridional plane do not
contribute significantly to themeridional ray amplitude at
S though forg,u l the shifted regions contribute to helical
ray amplitudes not considered here.10

IV. APPROXIMATION OF THE LEAKY WAVE
AMPLITUDE IN THE MERIDIONAL PLANE

The narrowness of the Fresnel patches shown in Fig. 7
indicates that the dominant contributions topl are from re-
gions where theparaxial approximation s'(x2x8)@11(y
2y8)2/2(x2x8)2# may be used in the phase factor in~7!.
This is the approach shown here because the analysis is
greatly simplified and may be modified to consider other
cases. It is important to note, however, that the intermediate
result, Eq.~10! below, has also been obtained by spectral
methods directly from~3! and~5! by using~6! and the Fou-
rier transform convolution theorem.~That method avoids the
paraxial approximation but is longer.! In addition to the
aforementioned paraxial phase approximation, the spreading
factor s21/2 in ~7! is replaced by (x2x8)21/2. For future
reference, pi(x8,y8) is generalized to allow for an
x-dependent aperture or beam shading. These may be in-
cluded in a factor p8(x8) so that pi(x8,y8)
'p8(x8)exp(iky82/2a) where the phase dependence para-
bolic in y8 is used as discussed in Sec. III. For the principal
case of tilted plane-wave illuminationp8(x8)5pO
3exp(ikx8 sing). In the paraxial approximation~7! becomes

pl~x,y!'k~2/p!1/2e2 ip/4E
2`

x

p8~x8!eikp~x2x8!I y dx8,

~8!

I y5@kp~x2x8!#21/2ei ~k/2a!~cosg!y2

3E
yL9

yU9 e2A1y9
2
eiA2y9

2
eiA3y9 dy9, ~9a!

A15
a

2~x2x8!
, A25

k cosg

2a
1

kl
2~x2x8!

, ~9b!

where A35(ky/a)cosg and y95y82y. Without loss of
generality, the conditiony>0 may be assumed because of
the symmetry about the meridional plane. Consequently, the
coefficientsAj are real and non-negative. The limits of inte-
gration areyU,L9 5yU,L2y. Inspection of~9! shows that the
integral does not diverge ifyU,L9 are replaced by6` as in
the asymptotic evaluation summarized below. Evaluation of
I y with these modified limits by the following methods gives
the same result:~i! stationary phase with a rotated contour of

integration;28 ~ii ! steepest decent,29 ~iii ! application of
tables.28 In ~iii !, the asymptotic form of the complementary
error function erfc is used.28 The result is

I y'eip/4e@ iy2kp/2~b1x2x8!#F2pa/~kpk cosg!

b1x2x8 G1/2, ~10!

b5kpa/~k cosg!5~kl1 ia!a/~k cosg!. ~11!

In the case of uniform plane-wave illumination,~8! becomes

pl~x,y!'k~a/kkp cosg!1/2pOe
ikx sin gI , ~12!

I ~n,b,t!5E
0

`

$~b1q!21/2e2t/~b1q!%e2nq dq, ~13!

n5a1 i ~k sin g2kl !, ~14a!

t5y2~a2 ik l !/2, ~14b!

whereq5x2x8 and I has the form of a Laplace transform
of the quantity in brackets. For points in the meridional plane
y50 and I is evaluated with the substitutionu25n(b1q)
provideda.0 anduargbu,p, as in this problem. The result
agrees with tables and is30

I ~n,b,0!5~p/n!1/2ebn erfc@~bn!1/2#,
~15!

erfc~w!5~2/p!1/2E
w

`

e2u2 du.

Consider the case whereg5u l so thatn5a. If ~4! is used
andO(a/kl) phase corrections are omitted~which are weak
for the applications of interest!, ~12! and ~15! give

pl~0,0!'22pOe
iwblF~m8!, ~16a!

F~m8!5~pm8!1/2em8 erfc~m81/2!; ~16b!

m85m~11 ia/kl !, ~17a!

m5aa tan u l . ~17b!

While the parameterm is not large for high-frequency sonar
applications of interest~e.g.,m'0.18 for stainless steel in
water withka550!, the asymptotic form of erfc is such that
uFu→1 and Arg(F)→0 as m→`. For leaky Rayleigh
waves, this gives the expected flat-surface limit forpl which
becomes the difference of the reflected and background am-
plitudes: pO@R(kl)2exp(iwbl)#'22pO exp(iwbl). Here
R(kl) is the reflection coefficient~see Appendix A! when the
angle of incidence isu l and, from Eq.~A3! of Ref. 10,
R(kl)'2exp(iwbl) when anO(a/kl) phase correction is ne-
glected. Numerical evaluation ofF(m8) throughout the ex-
pected range of complexm8 shows that the errors in ampli-
tude and phase are negligible ifm8 is replaced bym for
typical leaky wave parameters of interest. For example, for a
leaky Rayleigh wave on stainless steel, the magnitude error
introduced is,0.5% while the phase error is,0.000 13
rad. Figure 8 shows how the resulting simplified amplitude
factorF(m) approaches unity asm increases. Replacingm8
by m in F is equivalent to neglecting the termiaa/k cosg in
~11!.

The above approximation topl(0,0) is for the outgoing
leaky wave amplitude at the surface of the infinite cylinder
shown in Fig. 2. To calculate the magnitude of the leaky
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wave contributionf l to the form function f , a geometric
spreading factor is introduced which depends on the curva-
ture of the radiated leaky wavefront. While the analysis of
that curvature is considered in Sec. V, a first approximation
which recovers the appropriate flat surface limit is to ap-
proximate the curvature of the radiated leaky wavefront by
that for a specularly reflected wave off of a rigid cylinder of
radiusa. Using that curvature~see Sec. VI! gives the ap-
proximation u f l u'2F(m) which is plotted in Fig. 4 as the
smooth dashed curve that is offset below the solid curve at
largeka. The solid curve showingu f2 f (r )u is expected to be
a good approximation of the leaky wave contribution, so the
comparison indicates that an improved approximation of the
wavefront curvature is needed.

V. LEAKY WAVE AMPLITUDE ADJACENT TO THE
MERIDIONAL PLANE

To find the curvature of the radiated leaky wavefront,
the shift in the phase of the surface amplitudepl(x,y) is
approximated for an infinitesimal displacement ofy from
zero. The required Laplace transform~13! is evaluated by
first making the substitutionu25n(b1q) giving

I ~n,b,t!52n21/2ebnE
~bn!1/2

`

e2tn/u2e2u2 du. ~18!

The substitutionu85u1u21(tn)1/2 yields the following re-
sult in agreement with Eq.~7.4.33! of Ref. 28:

I5~p/n!1/2ebn@e2Atn erfc~Abn1At/b!

1e22Atn erfc~Abn2At/b!#/2. ~19!

The effect of displacing the surface pointS from the meridi-
onal plane was found by a Taylor expansion ofI about y
50. The leading order terms were confirmed by symbolic
manipulation with the programming languageMATHEMATICA
~®Wolfram Research, Inc.! with the following result:

I ~n,b,t!/I ~n,b,0!'122tn@„1/F~bn!…21#, ~20!

whereF is evaluated withm8 in ~16b! replaced bybn. For
small y, the effects of this displacement may be approxi-
mated as an amplitude and phase factor exp(ixy2)'11ixy2.
Comparison with~14a! and ~20! yields the following com-
plex coefficient:x(n,b,kp)5kpn@„1/F(bn)…21#.

Consider the situation where the cylinder is tilted with
g5u l . Inspection of the PWS plots ofu f2 f (r )u in Fig. 5
shows that the Rayleigh wave contribution to the scattering
appears to be maximized at~or very near! this tilt. This is to
be expected since the axial component of the incident wave
vector matches the Rayleigh value in the limit of largeka. In
Eq. ~14a!, n5a, andx is nearly real, being well approxi-
mated byx(a,a tanul ,kl)5kla@„1/F(m)…21# with m given
by ~17b!. Since thisx is positive definite, the phase fronts of
the leaky wave on the cylinder at locations adjacent to the
meridional plane are delayed relative to their meridional lo-
cations. Whilex accounts for the wavefront curvature on the
cylinder, there is an additional propagation contribution to
the curvature of the radiated wavefront because of the lateral
curvature of the radiating surface. A geometric construction
summarized in Appendix B shows that there is an additional
phase shift in a reference plane (x̄,ȳ) tangent to the radiated
wavefront at the meridional plane. This propagation phase
shift introduces the phase factor exp(ikȳ2 cosul/2a), where
ȳ denotes the displacement in this orthogonal reference
plane from the intersection with the meridional plane. Com-
bining this with the phase dependence on the cylinder gives
the following curvature of the radiated acoustic wavefront:

r l
215~cosu l !$112m@„1/F~m!…21#%/a, ~21!

wherer l is the radius of curvature of the radiated wavefront
at the cylinder’s surface and the combined aforementioned
phase factor is exp(ikȳ2/2r l).

VI. SYNTHESIZED FORM FUNCTION OF THE INFINITE
CYLINDER AND DISCUSSION

Let rS denote the radius of the wavefront specularly
reflected from a cylinder and evaluated in the meridional
plane at the surface of the cylinder. Geometry@e.g., Appen-
dix B and Eq.~67! of Ref. 25# gives

rS~g!5a/~2 cosg!, ~22!

where g denotes the cylinder’s tilt angle. In the limit
m→`, r l from ~21! approachesrS(u l). The resulting form
function contribution in this limit was noted in Sec. IV in the
discussion of Eq.~16!. As shown in Fig. 2, the outgoing
leaky wave is radiated at an angleu l in the meridional plane.
The spreading factor for far-field propagation is calculated as
discussed, e.g., in Ref. 25 with the result that the contribution
to the form functionf in ~1! is related to the pressurepl of
the outgoing wavefront by

u f l u5upl~0,0!/pOu~2r l cosu l /a!1/2, ~23!

where pi0 in ~1! and pO in ~5! and ~23! differ only by a
geometric phase factor. Combined with~16! and ~21!, the
contribution forg5u l becomes

u f l~g5u l !u'23/2F~m!$112m@„1/F~m!…21#%21/2.
~24!

FIG. 8. The solid curve is the local surface amplitude factorF(m) for points
on the meridian of an infinite tilted cylinder.F is real, being proportional to
a complementary error function of real argument, Eq.~16b!. The abscissam
is approximately linear in frequency for Rayleigh waves on cylinders since
a/k is nearly constant in theka range of interest. The dashed curve is the
end-contribution backscattering-amplitude factorFe(m) used in the farfield
calculation, Eq.~34!.
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The curve with the longest dashes in Fig. 4 shows the result-
ing u f l u wherem is calculated from~17b! with a andu l fixed
at the asymptotic values noted in Appendix A. The agree-
ment with the PWS result is improved in comparison with
the approximationu f l u'2F(m) discussed below Eq.~16!
where in ~23!, r l is replaced by the specular valuerS(u l).
The curve with the shortest dashes in Fig. 4 is given by~24!
where in the evaluation ofm the value ofa/k is varied with
ka ~as shown in Fig. A1! for the axisymmetric leaky mode.
a/k is peaked nearka56 ~as shown in Fig. A1!. The result-
ing modified structure parallels the PWS results with an off-
set. The comparison on the left is only qualitative, however,
because at lowka the rigid background assumed inu f
2 f (r )u may not adequately describe the background contri-
bution. Both of the results based on~24! recover the general
behavior ofu f2 f (r )u in the ka region of interest for high-
frequency sonar applications.

The ray approximation tof is given by including the
specular background contributionf S and approximating the
phase as discussed in Appendix B. The geometric approxi-
mation of u f Su is calculated as in~23! with the resultu f Su
'1. The combined result gives the magnitude

u f rayu'u@12u f l uexp~ iwbl!#u, ~25!

where wbl'0.106 rad as found in Appendix A from the
stainless steel/water flat interface limit. The curves with long
and short dashes in Fig. 3 showu f rayu with a fixed or variable
in the evaluation ofm in ~24! as discussed for Fig. 4. The
comparison confirms that both approaches capture the
smooth rise ofu f u in the high-frequency region. The result
for variablea/k, the curve with short dashes, has an abrupt
rise nearka of 10 which parallels a corresponding feature in
the exactu f u. For the purpose of evaluating the leaky wave
approximation, the comparison on the left is again only
qualitative because of the geometric approximation used for
f S . The comparison suggests, however, that a peak in the
radiation damping contributes to the broad peak inu f u by
suppressing the destructive interference of the Rayleigh
wave contribution.

Approximations~24! and~25! appear to remain accurate
beyond the highest ka of interest in sonar applications. At
ka5200 they differ by less than 0.7% and 1% from the PWS
values, respectively, where the PWS values areu f u50.60 and
u f2 f (r )u51.58.

While a uniform analysis of the dependence ofu f l u on
the tilt g is outside the scope of this paper, a combination of
results from Secs. IV and V gives a simple approximation. In
this result the wavefront curvature is approximated by the
value for g5u l from ~21!, while the amplitude factor is
given by replacing I „a,kla/(k cosul),0… by I „n,kla/(k
3cosg),0…. The result is

u f l~g!u'23/2u~a/n!F~m9!u$112m@„1/F~m!…21#%21/2,
~26a!

m95m~cosu l /cosg!@11 i ~k sin g2kl !/a#, ~26b!

and gives the curves plotted as points in Fig. 5 forka of 50
and 100. The values fora/k andu l used in~14a! and ~17b!
are the flat-surface values. This simplified ray model is seen
to predict the approximate location and width of the peak in

the PWS foru f2 f (r )u. WhengÞu l , n andm9 become com-
plex because of the dephasing of the leaky wave relative to
the incident wave.

Comparisons between PWS results and the ray approxi-
mation for theka dependence ofu f u and u f2 f (r )u similar to
Figs. 3 and 4 were evaluated for an aluminum cylinder in
water. The PWS result foru f u reproduced the corresponding
plot in Fig. 3 of Ref. 4 and was evaluated up toka5400
from the maximumka of 15 shown in Ref. 4. Since the
agreement with ray theory is similar to the results shown
here for stainless steel in water, it is appropriate to comment
on a point of interpretation noted in Ref. 4. The values ob-
tained foru f u were small~generally,0.2! for ka from 11 to
the maximumka shown in Ref. 4.~This feature corresponds
roughly to the minimum inu f u nearka of 13 in Fig. 3 of the
present paper.! Flax et al. interpreted that feature the small
value of u f u as extending to largeka ‘‘as consistent with a
backscattered field made up of the destructive interference
between specular reflection and radiation from an axially
generated Rayleigh surface wave.’’ While the assertion that
leaky wave and specular contributions interfere destructively
is correct, as evident, e.g., in the form of Eq.~25!, the proper
limit as ka→` is that u f u'1 when g5u l . This limit is
consistent with theka→` limit for the total outgoing am-
plitude at the interface ofpOR(kl) @whereR is the reflectiv-
ity as noted below Eq.~17!#. Note thatuR(kl)u51 because
the angle of incidence exceeds the shear wave critical angle.
It is anticipated that for very largeka there is a phase offset
in the specular contribution which would cancel the
exp(iwbl) factor in ~25! such thatu f u→1. Taking wbl as a
constant in~25! while neglecting any specular phase offset is
an approximation. See also the discussion of phase in Ap-
pendix B. The specular interference is not important in the
application considered below.

VII. MERIDIONAL BACKSCATTERING
ENHANCEMENTS FROM ENDS AND TRUNCATIONS

While the agreement is not perfect between PWS and
ray theory comparisons shown in Figs. 3–5, the accuracy of
the ray theory in theka region of high-frequency sonar sys-
tems is adequate for the purpose of estimating the strength of
echoes due to leaky waves. A natural extension of the analy-
sis given in Secs. IV and V that illustrates the simplicity of
applying this formulation is thereflectedmeridional ray
shown in Fig. 1. The goal of this section is to estimate the
far-field scattering amplitude of such contributions when the
cylinder is tilted atu l and the contribution is isolated from
other mechanisms. The existence of such dominant isolated
contributions is consistent with the high-frequency
experimental1 and computational2 results for thick shells.
The numerical results given here are limited to the case of a
stainless steel cylinder with the end cut at right angles rela-
tive to the axis as shown in Fig. 1. An important result is that
the meridional leaky wave backscattering can significantly
exceed the magnitude of the specular reflection from a rigid
spherehaving the same radius as the cylinder.

In the approximation given below of the leaky wave
amplitude from the right end in Fig. 1, it is assumed that the
lengthL of the cylinder is sufficiently large that the cylinder
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can be modeled as semi-infinite. This assumption is appli-
cable if aL@1 wherea is the leaky wave attenuation rate.
While only the case of steady-state scattering is modeled, for
weakly dispersive leaky waves the analysis may be easily
modified to approximate the evolution of the scattering am-
plitude for an incident tone burst of finite duration. For many
high-frequency sonar applications, the value ofa found for
leaky Lamb or Rayleigh waves of interest can be sufficiently
large that the assumptionaL@1 does not overly restrictL in
situations where the assumptiona/kl!1 remains applicable.
The assumptionaL@1 may be relaxed by truncating the
upper limit of integration in Eq.~27!, which has the effect of
introducing a second term if only the lowest-order end cor-
rection is required. IfaL is not large, it may be necessary to
sum the infinite series of repeated contributions of the leaky
wave reflections from each end.

The amplitude of the reflected leaky wave is approxi-
mated by modifying the analysis in Sec. IV and by introduc-
ing a effective end-reflection coefficient. The end of the cyl-
inder is shown as the dashed line atxT in Fig. 6, and the
point J beyond the end on the meridional axis corresponds to
an image of the surface point of interestS. Upward-directed
meridional rays in the image space correspond to the
downward-directed waves in the physical space that radiate
back toward the source as shown in Fig. 1. Consider first the
unphysical situation where the end reflection introduces no
reduction in amplitude or shift in phase. The image ampli-
tude atxJ.xT is given by~8! with the upper limit of inte-
gration replaced byxT . This reduces to~12! with I (n,b,t)
replaced by

K~n,b,t,h!5E
h

`

$~b1q!21/2e2t /~b1q!%e2nq dq

5e2nhI ~n,b1h,t!, ~27!

whereh5xJ2xT>0 andy in ~14b! becomes the displace-
ment ofJ from the meridional axis. The second expression
follows by substitutingq5u1h in the integral. Conse-
quently,~15! and~19! with b replaced byb1h may be used
in the evaluation ofK. The dependence ony that follows
from ~20! is

K~n,b,t,h!/K~n,b,0,h!'122tn@„1/F~bn1hn!…21#,
~28!

and thex coefficient is replaced byx(n,b1h,kp). Restrict-
ing attention to the caseg5u l givesn5a and the curvature
of the radiated acoustic wavefront, Eq.~21!, becomes

r l
21~h!5~cosu l !$112m@„1/F~m1ah!…21#%/a.

~29!

The amplitudepl of the outgoing wave on the surface of the
cylinder is approximated by introducing a leaky wave reflec-
tion coefficientB evaluated at normal incidence. The leaky
waves that expand from an illuminated surface point and
reflect from the edge do not all have the same angle of inci-
dence; however, in the modified Eq.~9!, the reflection coef-
ficient is taken to be a slowly varying function in the paraxial
approximation such that it may be evaluated at the stationary
phase condition which, fory50, corresponds to perpendicu-
lar incidence. The edge contribution which replaces~16! is

pl~h,y!'22BpCe
iwbleiklheixy

2
~pm!1/2em

3erfc@~m1ah!1/2#H~h!, ~30!

with x5x(a,h1a tanul ,kl) as defined below~20! andpC is
the incident amplitude phase referenced to the intersection of
the meridional axis with the cylinder’s end at pointC in
Figs. 1 and 6. The step functionH(h) vanishes forh,0 and
is unity for h>0. Any contribution tox resulting from the
dependence of the phase ofB on the angle of incidence of a
surface wave is assumed to be negligible. The amplitude in a
reference plane (x̄,ȳ) now tangential to thecylinder at C is
approximated as in the discussion of~21! to be

p̄ l~ x̄ , ȳ !'22BpCe
iwbleikl x̄eik ȳ

2/2r l~pm!1/2em

3erfc@~m1a x̄ !1/2#H~ x̄ !, ~31!

wherex̄5h, ȳ is the displacement perpendicular to the me-
ridional plane, and thez̄ axis is perpendicular to the merid-
ian; the effective aperture due to the end of the cylinder is
approximated to lie on theȳ axis. As x̄ increases,u p̄l( x̄,0)u
decreases because the surface wave decays in amplitude after
reflection atC. In the meridional planeȳ50 and the Gauss-
ian curvature of the radiated wavefront vanishes, which en-
hances the farfield amplitude.25 The far-field backscattering
amplitude at a distanceRC from C becomes@see, e.g., Eq.
~6! of Ref. 25#

plsca'2 ik
eikRC

2pRC
cosgE

0

`

dx̄E
2`

`

dȳ p̄l~ x̄,ȳ!

3exp~2 ikx̄ sing!. ~32!

Sinceg5u l , the integral is proportional to:

I xy5E
0

`

dx̄E
2`

`

dȳ eik ȳ
2/2r l erfc@~m1a x̄!1/2#, ~33!

wherer l depends onx̄5h as noted above. Though this in-
tegral does not appear reducible, the following approxima-
tion simplifies its evaluation. Numerical evaluation of the
curvaturer l

21(h) in ~29! shows that the curvature decreases
slowly with the distanceh of the launching point from the
end of the cylinder. For example,r l

21(h)/r l
21(0)'0.80 and

0.70 for h5a21 and 10a21, respectively. Consequently
replacingr l(h) by the result in~21!, r l(0), gives an ap-
proximation for I xy that should be sufficiently accurate for
most sonar applications. The approximateduI xyu is less than
the true magnitude. The resulting integral may be factored as
I x̄ I ȳ whereI ȳ is evaluated by a stationary phase integration
over ȳ and I x̄ is evaluated by numerical integration. The
final result for plsca may be expressed in terms of a form
function f ls for backscattering by asphereof radiusa at a
distance Rc through the usual normalization25 psca
5(pCf lsa/2RC) exp(ikRC). The result is

f ls'2e2 ip/4eiwbl@2B~kl /a!1/2 #Fe , ~34!

Fe~m!5Fre
mE

m

`

erfc~Aw!dw, ~35a!

Fr~m!5„r l~0!/rS…
1/25$@m/F~m!#2m11/2%21/2,

~35b!
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where rS5a/(2 cosul) and Fr corresponds to a curvature
correction to the scattering amplitude that is typically only
slightly greater than unity;Fr(`)51. Figure 8 includes a
plot of the edge contribution factorFe(m) obtained by nu-
merical evaluation of the integral.

The bracketed factors in~34! are estimated to give 6.3
for the case of Rayleigh waves on a stainless steel cylinder
so that u f lsu is significantly larger than unity over a broad
range ofka. For example,ka550 and 100 giveu f lsu'3.4
and 3.1, respectively, withu f lsu decreasing slowly with in-
creasingka ~and hence with increasingm! according to Fig.
8. In this estimate the flat surface values fora andkl were
used giving (kl /a)

1/259.3. The approximationuBu'0.34 is
used from Gautesen’s analysis14 for normally incident reflec-
tion of a Rayleigh wave from an elastic corner in a vacuum,
so that any effects of fluid loading onuBu have been ne-
glected. The loading correction is expected to be small at
high ka because of the relatively large density of the solid.
For normal incidence Gautesen’s analysis gives arg(B)
'0.8 rad.

The elastic scattering contribution of the leaky Rayleigh
wave that is transmitted around the corner at pointC in Fig.
1 has been neglected. Depending on the specific properties of
the end of the cylinder, that transmitted wave may propagate
across the end and partially reflect from the corner atT. The
resulting partially reflected wave will be partially transmitted
around the corner atC, giving rise to a radiated wavefront
that is directed back toward the source as in the primary
mechanism under consideration. At highka, that back-
scattering contribution will be significantly reduced in mag-
nitude for several reasons including:~i! the partial transmis-
sion and reflection at each corner;~ii ! a propagation loss
'exp(24aa) due to crossing the diameter twice; and~iii !
curvature of the wavefront of the Rayleigh wave introduced
upon reflection or transmission from each curved corner that
contributes additional curvature to the final radiated acoustic
wavefront. Of course there is an infinite series of contribu-
tions due to the repeated reverberations across the end be-
tween pointsC andT in Fig. 1, but the terms are complicated
by combined propagation and spreading factors as in the case
of reverberation across the thickness of a shell~Sec. 4.11 of
Ref. 25!. Other elastic contributions which have been ne-
glected in this analysis include:~i! the partial mode conver-
sion of Rayleigh waves to elastic longitudinal and shear
waves upon reflection at the corner;14–16 and ~ii ! radiation
from any pistonlike motion at the end of the cylinder excited
by the elastic waves propagating to the end of the cylinder.31

It may be argued that both of these mechanisms should give
insignificant backscatteringcontributions at highka for an
obliquely tilted cylinder in comparison to the mechanism in
Fig. 1 wheng'u l . Acoustic illumination of the edge at the
cylinder’s end can also excite leaky waves as discussed for
example in Ref. 10 for the case of edge-excited helical
waves. That mechanism has been neglected in the above
analysis and is anticipated to be weaker than the meridional
ray mechanism considered for backscattering for the geom-
etry under consideration.

For the case of the elastic response of a hollow circular
cylinder due to the high-frequency generalization of leaky

Lamb waves,1,2 the coefficient in brackets in Eq.~34! should
also be sufficiently large for the resulting backscattering con-
tribution diagrammed in Fig. 1 to be of significant magni-
tude. If the cylinder is filled with water and is sufficiently
thin that the fluid loading on each side is symmetric, then the
expression foruku is reduced by a factor of 2 as noted below
Eq. ~4! and the factor in brackets in~34! is also reduced by a
factor of 2. For both the solid and hollow cylinder cases, the
meridional ray backscattering enhancement is significantly
localized in tilt angleg near theu l of the relevant leaky
wave. This qualitative experimental result from Ref. 1 is
consistent with the quantitative results for the Rayleigh me-
ridional ray amplitude from an infinite cylinder shown in
Fig. 5. The corresponding end contribution, predicted to have
a peak magnitude given by~34!, should beat least as local-
ized in anglebecause of a similar angular dependence of the
excitation factor, Eq.~27!, as well as a related angular de-
pendence of a reradiation factor expected from reciprocity.
Minor modifications of~34! make it feasible to approximate
reductions inf ls due to structural damping. In both the solid
and hollow cylinder cases, the meridional ray mechanism
considered here is significantly stronger forg'u l than are
the end-contributions to highka backscattering estimated for
an obliquely tiltedrigid cylinder as predicted, e.g., by GTD
or other methods~e.g., Sec. 2.12 of Ref. 25, Ref. 32, and
references cited therein!. The rigid cylinder form function
contribution for this geometry may be shown to decrease as
(ka)21/2, where the normalization noted above Eq.~34! is
used for the scaling of the far-field amplitude.
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APPENDIX A: LEAKY RAYLEIGH WAVE PROPERTIES
AND THE PWS

Let R denote the acoustic amplitude reflectance consid-
ered as a function of the complex horizontal component of
the incident wave vectorkx for an isotropic elastic half-space
as given, e.g., by Bertoni.11 The Rayleigh wave pole of
R(kx) at kx5kl1 ia was determined numerically giving the
following limiting values for a flat interface:kl /k50.5106,
a/k50.005 92, anda/kl50.0116. The coefficientk in ~4!
also depends on10 wbl5arg„R0(kl)…, whereR0 is related to
R by10

R0~kl !52R~kl !S 2kl1 ia

2kl2 ia D52R~kl !e
i2 tan21~a/2kl !.

~A1!

Numerical evaluation giveswbl50.106 rad for the leaky
Rayleigh pole for the system shown in Table I.

The weak dependence of the leaky Rayleigh wave pa-
rameters on curvature for theka region of interest was con-
firmed as follows. The denominatorDn of the nth partial
wave of the series in Eq.~2! may be written as a function of
the axial wave numberkx by defining
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xr5@~ka!22~kxa!2#1/2 ~A2a!

xL5@~kxa!22~kac/cL!2#1/2, ~A2b!

xT5@~kac/cT!22~kxa!#1/2, ~A2c!

xx 5 kxa, and takingDn(ka,kxa) to be the determinant of
di j wheredi j50 except for

d115r~kac/cT!2Hn
~1!~xr !, d2152rExrHn

~1!8~xr !,

d125@~kac/cT!222xx
222n2#I n~xL!12xLI n8~xL!,

d2252xLI n8~xL!, d3252n@xLI n8~xL!2I n~xL!#,

d42522xx
2xLI n8~xL!, d235xTJn8~xT!,

d1352@2xT
2Jn~xT!1n2Jn~xT!2xTJn8~xT!#,

~A3!
d3352n@2xTJn8~xT!1Jn~xT!#,

d435xT@2xT
2Jn8~xT!1~kxa!2Jn8~xT!#,

d1452n@xTJn8~xT!2Jn~xT!#, d245nJn~xT!,

d345xT
2Jn~xT!22n2Jn~xT!12xTJn8~xT!,

d445n~kxa!2Jn~xT!,

where r and rE are the densities of water and the elastic
solid, respectively, andcL and cT denote longitudinal and
transverse velocities of the elastic material. HereI n denotes
the modified Bessel function and primes denote differentia-
tion with respect to the indicated argument. In the evaluation
of the PWS in~2!, kx5k sing and thedi j are shown for the
casec/cL,sing,c/cT . Outside this range the expressions
are modified as has been noted by others.19,20 If sin g
.c/cT , the Jn(xT) and Jn8(xT) are replaced byI n(xT) and
I n8(xT) except in the leftmost terms ofd13, d43, and d34
where the replacements2I n(xT) and2I n8(xT) are used. To
evaluate the leaky mode properties for the fluid loaded cyl-
inder, a simpler procedure is used. The leaky mode proper-
ties are given by solvingDn(ka,kxa)50 for kxa whereka is
given and the indexn describes the azimuthal deformation of
the mode. The resultingkx5kl1 ia gives the leaky mode
propertieskl anda. The sequence is to first determinekl and
a whenka is large~typically 100! by using the flat interface
Rayleigh pole as an initial estimate forkx . The evolution of
the root is followed by decreasingka where thekx root from
the adjacentka value is used as an estimate. Figure A1
shows the resulting values ofcl /c5k/kl and a/k for the
fundamentaln50, 1, and 2 modes. Atka5100, cl /c and
a/k are close to the flat surface values. Aska→0, cl for the
n50 mode, the axisymmetric mode, approaches the bar
wave phase velocitycb5(E/rE)

1/2, where E is Young’s
modulus. Aska→`, cl for n50 approaches the flat surface
leaky Rayleigh value from below since there is a shallow
minimum nearka528.3 for this system. This minimum is
known to be present even in the absence of fluid loading.33

Thecl /c curves are similar to ones shown by Hackman
31 for

an aluminum cylinder, where the modes are designated
L(0,1), F(1,1), andF(2,1) for the n50, 1, and 2 cases
shown. The behavior ofa/k has not been investigated as
often by others. The meridionalleaky waveexcited as de-
scribed in Secs. IV–VII is actually asuperposition of leaky
cylinder modeshaving different values ofn but similar
cl /c and a. This similarity and the weak dependence on
ka support the assumption ofisotropic leaky wave properties
implicit in the form of Eq. ~3!. At small values ofka the
properties cease to be similar which contributes to the break-
down of the ray analysis whenka is not large. The effects of
lateral curvature appear to be weaker than for curvature
along the propagation direction.34

In the evaluation of Eq.~2!, Bn is the determinant of
bi j where

b115r~kac/cT!2Jn~xr !, b2152rExrJn8~xr !,

and the otherbi j are thedi j as explained above.

APPENDIX B: PROPAGATION PHASE SHIFTS AND
SPECULAR REFLECTION

The purpose of this Appendix is to explain some of the
phase shifts introduced in Secs. V–VII and to give mutual
phase factors in the synthesis that may be needed for other
purposes. Consider first the case of specular reflection from a
rigid cylinder. From Eq.~5! the phase at surface points with
x850 is w i'ky82 cosg/2a. Consider a reference plane tan-
gent to the reflected wavefront at the meridian. The addi-

FIG. A1. ~a! Phase velocity ratiocl /c and~b! ratio of the axial damping rate
to the acoustic wave number are shown for the fundamentaln50,1, and 2
modes of a stainless steel cylinder in water as the solid, medium-dashed, and
short-dashed curves, respectively. A lower tick mark on the left of~a! meets
the curves and shows the Rayleigh wave velocity ratiocR /c51.958 for a
flat surface in contact with water. The upper-left tick mark in~a! at cl /c
53.39 corresponds to the bar wave velocitycb . The tick mark on the left of
~b!, slightly below the curve, showsa/k for a flat surface. Notice that
throughout theka region of interest~which typically exceedska550!,
a/k and cl /c are nearly constant, and they are similar for the different
modes. Then51 mode is a bending mode of the cylinder so thatcl de-
creases at low frequencies.
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tional propagation phase shift to reach that plane from a sur-
face point aty8 is w i to O(y82). If ȳ denotes the transverse
coordinate, the amplitude of the reflected wave in this plane,
the (x̄,ȳ) plane in Fig. 2, becomes p̄rigid
'pO exp(ikȳ2/2rS), whererS is given by~22!. The spread-
ing factor and phase shift for propagation to a far-field ob-
server in the meridional plane are calculated geometrically
since it assumed thatkrS@1. When the result is compared
with ~1! and the phase difference betweenpO ~on the sur-
face! and pio ~on the cylinder’s axis! is accounted for, the
geometrically approximated rigid cylinder form function in
the meridional plane is given as

f g
~r !~g!'eiwr, ~B1a!

w r~g!522ka cosg. ~B1b!

This was confirmed by evaluating the PWS for a rigid cyl-
inder for largeka for the case of interest which isg5u l . It
was found that~B1! has anO(1/ka) phase error that may be
neglected in theka region of interest. Repeating this proce-
dure for the leaky wave contribution for an infinite cylinder
with g5u l gives the phase factors in Eqs.~24! and~25! with
the result: f l'2u f l uexp@iwbl1iwr(ul)# and f ray' f g

(r )(u l)
1 f l . Order (1/ka) phase corrections have been neglected.

In theka region of interest between 50 and 100, there is
computational evidence that the specular contribution is bet-
ter approximated by~B1! than if it includes an additional
background phase shiftwbl as expected for the flat surface
limit.10 The following magnitudes are computed from the
PWS: u f u, u f2 f (r )u, and u f (r )u. While u f (r )u is always very
close to unity, it is found that (u f u1u f (r )u).u f2 f (r )u. Con-
sequently, it is not possible to havef5 f (r )1 f l with f l hav-
ing ap phase shift relative tof (r ). The extra phase increment
inferred is close to the magnitude ofwbl used in the evalua-
tion of ~25! that was found in Appendix A. The flat-surface
limit for the sum of the leaky and specular amplitudes, evalu-
ated as described below Eq.~17!, is consistent with the cor-
responding wide beam limit from Ref. 35.
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Chia-Chi Sung and C. T. Jana)

Department of Naval Architecture and Ocean Engineering, National Taiwan University, Taipei, Taiwan,
Republic of China

~Received 23 December 1996; accepted for publication 14 April 1997!

Active control of sound radiation from a clamped rectangular plate by piezoelectric moments is
investigated both analytically and experimentally. A new theoretical derivation for the dynamic
response of a plate excited by steady-state harmonic point forces, couples, and piezomoments is
presented. Four point moments, simulating a piezoceramic patch bonded directly on the surface of
the plate, are used to achieve the control. Control gain is obtained by minimizing the sound radiation
power. The sound radiation measurement is conducted in a reverberation room equipped with an
anechoic chamber. The results indicate that this research not only provides an accurate and efficient
approach to theoretically predict the response of a clamped rectangular plate subjected to
piezomoment excitation but also achieves effective global attenuation of sound radiation power. The
highest reduction of the total power radiated from the plate was approximately 24 dB. ©1997
Acoustical Society of America.@S0001-4966~97!06907-5#

PACS numbers: 43.40.Vn, 43.40.Dx@PJR#

INTRODUCTION

For sounds of medium and high frequencies the attenu-
ation of radiation power is usually achieved by placing en-
ergy absorbing materials on the surfaces of structures. How-
ever, this technique is very inefficient for low-frequency
sounds because the scale of the absorbing material must in-
crease with decreasing frequency. Active noise control is
suggested where destructive interference is employed to re-
duce the sound-pressure field. A number of successful active
noise control techniques have been demonstrated and sum-
marized in Refs. 1 and 2. Even for a simple source, e.g.,
monopole, many acoustic sources will be necessary to obtain
global control of sound when the control sources are located
more than a quarter of a wavelength away from the noise.3

For structurally radiated noise the situation of active control
is further exacerbated because most structural noise sources
are complex or distributed. Recent research work suggests
that structurally radiated noise might be better controlled by
applying vibrational forces directly to the radiating
structure.4

The present work is concerned with the application of
this technique to the problem of control of sound radiating
from vibrating plates. The calculation of the control inputs is
simplified if all the necessary information for control can be
obtained from the plate itself. Therefore the prediction of
plate response becomes important. Much research has been
devoted to the derivation of plate responses with various
boundary conditions. For simply supported plates the solu-
tion is easier to obtain.5 However, for plates which are not
simply supported, e.g., clamped–clamped, clamped–
elastically supported and clamped–simply supported, etc.,
the solution becomes much more complex. Either the Ritz6

or the superposition method7 must be employed to solve
high-order simultaneous equations or high-order matrices

making the calculation of structural sound radiation power
even more difficult.

Based on Galerkin’s method Vlasov proposed a
solution8 for a clamped or simply supported rectangular plate
under static loading in 1949. In the present work, the dy-
namic response of a clamped or elastically supported plate
subjected to various excitations, point forces, couples, and
point moments, is predicted. The Rayleigh integral formula9

is then employed to obtain the sound-pressure distribution
and the sound radiation power. Optimal control forces are
determined by minimizing the sound radiation power.

A 40-340-cm clamped steel plate with 2-mm thickness
is employed in the experiment. The response of the plate is
measured using an electromagnetic shaker and piezoceramics
as excitors, respectively. The weight of the piezoceramic
patches which are bonded directly to the plate surface is 6.3
g and thus negligible compared to the weight of a steel
plate.10–12The linearity of the piezoceramic excitors and the
bonding layer is experimentally verified through the testing
frequency range. The measurement of sound radiation power
before and after control is conducted in the reverberation
room with an anechoic chamber to simulate a semi-infinite
space. The calculated and measured sound power results
agree with each other after the acoustic absorbing conditions
are improved for the opening of the anechoic chamber. The
results show that the response prediction of the plate is ac-
curate and the control performance is efficient.

I. SOLUTION OF THE FORCED VIBRATION
RESPONSE FOR A CLAMPED PLATE

For an undamped thin plate under the external excitation
force Pe(x,y,t), Fig. 1, the governing equation of bending
vibration is given by

DS ]4

]x4
12

]4

]x2]y2
1

]4

]y4Dw~x,y,t !1rsh
]2w~x,y,t !

]t2

5pe~x,y,t !, ~1!
a!Present address: Mechanical Research Laboratories, Industrial Technology
Research Institute, Hsinchu, Taiwan, Republic of China.
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wherew(x,y,t) is the displacement along thez direction at
the point (x,y), D5Eh3/12(12n2), E is the Young’s mod-
ules,h is the plate thickness,n is the Poison’s ratio, andrs is
the density of the plate.

Considering the external point forcePe to be harmonic
with frequencyv and acting on the point~j,h!, along the
positivez axis and letting

w~x,y,t !5W~x,y!•eivt,
~2!

pe~x,y,t !5P~x,y!•eivt

the governing equation can be simplified as

DS ]4

]x4
12

]4

]x2]y2
1

]4

]y4DW~x,y!2m̄v2W~x,y!

2P~x,y!50, ~3!

wherem̄5rsh is the area density of the plate.
ExpandW(x,y) and P(x,y) as a superposition of ad-

equate shape functions8

W~x,y!5 (
m51

`

(
n51

`

Wmnfmn~x,y!, ~4a!

P~x,y!5 (
m51

`

(
n51

`

Pmnfmn~x,y!, ~4b!

chooseXm(x) andYn(y) which satisfy the required bound-
ary conditions of the plateas as the shape functions and de-
compose the shape functionsfmn as

fmn~x,y!5Xm~x!•Yn~y!. ~5!

Equation ~4b! becomes the Fourier series expansion of
P(x,y). Because of the orthogonality of the shape functions
Xm(x) andYn(y), Pmn can be expressed as

Pmn5
*0
b*0

aP~x,y!Xm~x!Yn~y!dx dy

*0
b*0

aXm
2 ~x!Yn

2~y!dx dy
. ~6!

Utilizing the Virtual Work Principle we have

E
0

bE
0

a

@D¹2¹2W~x,y!2m̄v2W~x,y!2P~x,y!#

3~dW!dx dy50, ~7!

where the virtual displacementdW is written as

dW5(
i51

`

(
k51

`

dWik•f ik~x,y!.

Substitute Eq.~4! into Eq.~7! and apply the orthogonality of
the shape functionsXm(x), Yn(y) andXi(x), Yk(y), i.e.,

E
0

a

Xp~x!Xq~x!dx5E
0

a

Xp9~x!Xq9~x!dx50

E
0

b

Yp~y!Yq~y!dy5E
0

b

Yp9~y!Yq9~y!dy50
J if pÞq.

Equation~7! can be converted to

D(
m

(
n

Wmn~ I 1I 212I 3I 41I 5I 6!2m̄v2(
m

(
n

WmnI 2I 6

5(
m

(
n
E
0

bE
0

a

P~x,y!XmYn dx dy, ~8!

where

I 15E
0

a

Xm
~4!Xm dx, I 45E

0

b

Yn9Yn dy,

I 25E
0

b

Yn
2 dy, I 55E

0

b

Yn
~4!Yn dy,

I 35E
0

a

Xm9Xm dx, I 65E
0

a

Xm
2 dx.

Considering a specific set ofm, n values and for a concen-
trated loadP(x,y)5PI d(x2j)d(y2h), Eq. ~8! can be re-
duced to

Wmn5
PXm~j!Yn~h!

D~ I 1I 212I 3I 41I 5I 6!2m̄v2I 2I 6
, ~9!

whered(x) is the dirac delta function. The dynamic response
W(x,y) of a plate subjected to a harmonic point force can
thus be expressed as

W~x,y!5(
m

`

(
n

`
PXm~j!Yn~h!

D~ I 1I 212I 3I 41I 5I 6!2m̄v2I 2I 6

•Xm~x!Yn~y!. ~10!

The shape functionsXm(x) and Yn(y) can be chosen
arbitrarily as long as they are quasiorthogonal and satisfy the
required boundary conditions.13 For the clamped plate,
Xm(x) andYn(y) are chosen as

Xm~x!5JS lmx

a D2
J~lm!

H~lm!
HS lmx

a D
and

Yn~y!5JS lny

b D2
J~ln!

H~ln!
HS lny

b D ,
where

J~u!5cosh~u!2cos~u!

H~u!5sinh~u!2sin~u!

andlm andln satisfy cosh(lm)cos(lm)51.

FIG. 1. Coordinate system of the plate.
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The natural frequenciesvmn can be found by setting the
denominator of Eq.~9! to be zero. Thus

vmn5AD~ I 1I 212I 3I 41I 5I 6!

m̄I 2I 6
. ~11!

A point moment can be treated as two point forces with
the same magnitude, separated by a distanceDj and oriented
along opposite direction with respect to each other.6 Con-
sider a point momentM acting on the plate at point~j,h!, as
shown in Fig. 2~a!, we representM as

M5Md~x2j!d~y2h!eivt, ~12!

whereM is the magnitude ofM .
When the point momentM is substituted with a couple

and we setM5P(Dj) @Fig. 2~b!#, the total response of the
plate becomes the superposition of the responses induced by
the two point forces.

W~x,y!5PF limDj→0
f ~j1Dj,h,x,y!2 f ~j,h,x,y!G , ~13!

where f (j,h) and f (j1Dj,h) represent the responses in-
duced by the two unit point forces located at~j,h! and (j
1Dj,h), respectively.

If we let Dj approach zero and keepM5P•(Dj) con-
stantPI will approach infinity and Eq.~13! becomes

W~x,y!5MF lim
Dj→0

f ~j1Dj,h,x,y!2 f ~j,h,x,y!

Dj G .
~14!

With Eq. ~14!, Eq. ~10! can be rewritten as

W~x,y!5(
m

(
n

F MXm~x!Yn~y!Yn~h!

D~ I 1I 212I 3I 41I 5I 6!2m̄v2I 2I 6

•

]Xm~j!

]j G . ~15!

Equation~15! represents the response of the plate due to the
excitation of the point moment acting along negativey di-
rection. Similarly, when the moment is applied along thex
direction, the plate response is obtained as

W~x,y!5(
m

(
n

F MXm~x!Yn~y!Xm~j!

D~ I 1I 212I 3I 41I 5I 6!2m̄v2I 2I 6

•

]Yn~h!

]h G . ~16!

Consider a square piezoceramic excitor with lengthl on
each side perfectly bonded on the plate. When an alternating
electric field is applied to the piezoceramic actuator along the
z direction, the induced strain along thex and y directions
will cause the plate to vibrate. The excitation can be treated
as four point moments concentrated, respectively, on the
midpoints of the four edges of the piezoceramic actuator.

From Eqs.~15! and ~16!, the plate response induced by
the piezoceramic actuator is the superposition of the re-
sponses induced by four point moments, respectively.

W~x,y!5(
m

(
n

MXm~x!Yn~y!

D~ I 1I 212I 3I 41I 5I 6!2m̄v2I 2I 6

3FYn~h0!•
]Xm~j!

]j U
j5j021/2

2Yn~h0!•
]Xm~j!

]j U
j5j011/2

1Xm~j0!•
]Yn~h!

]h U
h5h021/2

2Xm~j0! •
]Yn~h!

]h U
h5h011/2

G . ~17!

The bonding layer between the piezoceramic patch and
the plate is assumed to be linear. The relation between the
piezomomentMI and the applied voltageePZT is then as-
sumed to be

M5k0ePZT, ~18!

wherek0 is the proportionality between the generated piezo-
momentMI and the applied voltageePZT to the piezoceramic
excitor.

FIG. 2. Plate under the excitation of~a! a single concentrated moment,~b! two concentrated forces to simulate a single concentrated moment.
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II. CALCULATION OF THE SOUND RADIATION
POWER FROM THE PLATE

In Fig. 4, when the plate vibrates, the acoustic pressure
P(r2) at r2 exists and can be obtained by Rayleigh’s integral

P~r2!5
vr f

2p E
S1

n~r1!
e2 ikR

R
dS1 , ~19!

wherev is the angular frequency of the plate,k is the wave
number,r f is the density of the air,n(r1) is the normal
velocity of the plate atr1 , R5ur12r2u, andS1 is the area of
the plate.

The acoustic intensityI (r2) can be expressed as

I ~r2!5 1
2Re$P~r2!•n* ~r2!%, ~20!

wheren(r2) is the normal velocity of the acoustic medium at
r2 and the asterisk denotes the complex conjugate of the
function n(r ).

The sound powerW̄P radiating into the half-space above
the plate is

W̄P5E
S2

I ~r2!dS2 , ~21!

whereS2 is an arbitrary surface which covers areaS1 and
r2 is the position vector ofS2 ~Fig. 3!.

From Eqs.~19! and ~20!, we can setS25S1 such that
r1 and r2 become two arbitrary position vectors on the sur-
face of the plate~Fig. 4!.14 Due to the reciprocity relationship

between the source atr1 and the receiver atr2 , and for an
arbitrary complex functionC, Re$C%5(C1C* )/2, the radia-
tion power of the plate then becomes

W̄P5
vr f

4p E
0

bE
0

aF E
0

bE
0

a

n~r1!•S sin~kR!

R D
•n* ~r2!dx1 dy1Gdx2 dy2 . ~22!

Suppose the rectangular plate is divided intoN elements
of areaDS ~Fig. 4!. We can then approximate Eq.~22! as the
finite series

W̄P>
vr f

4p (
J

(
l

sin~kR!

R
n~r l !•n* ~r J!~DS!•~DS!,

~23!

wherer l andr J are the position vectors of the center point of
two arbitrary elements, respectively.

III. CALCULATION OF THE OPTIMAL CONTROL
MOMENTS

Assume two piezoceramic patches are bonded to the sur-
face of the plate. One patch serves as the vibration input or
excitor and the other as the vibration reduction controller.
The center locations of the excitor and the controller are
(je ,he) and (jc ,hc), respectively.

Rewriting Eq.~17! in a simpler form we have

W~x,y!5MG~j0 ,h0 ,x,y!, ~24!

where

G~j0 ,h0 ,x,y!5(
m

(
n

Xm~x!Yn~y!

D~ I 1I 212I 3I 41I 5I 6!2m̄v2I 2I 6

3FYn~h0!•
]Xm~j!

]j U
j5j021/2

2Yn~h0!•
]Xm~j!

]j U
j5j011/2

1Xm~j0!•
]Yn~h!

]h U
h5h021/2

2Xm~j0!•
]Yn~h!

]h U
h5h011/2

G
and (j0 ,h0) is the center location of either the excitor or
controller piezoceramic.
When the excitor and controller are activated simultaneously
the plate response can be expressed as

W~x,y!5MI eG~je ,he ,x,y!1McG~jc ,hc ,x,y!, ~25!

whereMI e andMI c are the amplitudes of the four point mo-
ments from the excitor and controller to the plate, respec-
tively.

The velocity amplitude of the plateV(x,y) becomes

FIG. 3. Integration areasS1 andS2 used in the calculation of plate radiation
power.

FIG. 4. Discretization of plate area.
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V~x,y!5v@MeG~je ,he ,x,y!1McG~jc ,hc ,x,y!#

5MeFe1McFc , ~26!

whereFe5vG(je ,he ,x,y) andFc5vG(jc ,hc ,x,y), and
the sound radiation power in Eq.~23! becomes

W̄p5
vr f~DS!2

4p (
I

(
J

sin~kR!

R
~MI eFel1McFcl!

3~MI eFeJ1MI cFcJ!

5
vr f~DS!2

4p
~G1Mc

21G2MeMc1G3Me
2!, ~27!

where Fel5vG(je ,he ,xl ,yI), FeJ5vG(je ,he ,xJ ,yJ),
Fcl5vG(jc ,hc,xl , yI), FcJ5vG(jc ,hc ,xJ ,yJ), G15( l

3(Jsin(kR)/R(FclFcJ), G25(l(Jsin(kR)/R(FelFcl1FelFcJ),
andG35( l(Jsin(kR)/R(FelFeJ).

FIG. 5. Equipment layout of plate response measurement.

FIG. 6. The experimental setup for the measurement of plate radiation
power in a reverberation room equipped with an anechoic chamber.

FIG. 7. Background noise of the reverberation room.
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To minimize the sound radiation powerW̄p the control
momentMc must satisfy

]W̄p

]Mc
50. ~28!

Therefore, the control momentMc must be

Mc5
2G2

2G1
Me ~29!

and the minimum radiation power will be

~W̄p!min5
vr f~DS!2

4p FG32
3G2

2

4G1
GMe

2. ~30!

IV. CONTROL OF SOUND RADIATION POWER FROM
A PLATE IN A REVERBERATION ROOM

The experiment was performed on a 400340032-mm
rectangular steel plate. The plate boundary was a rectangular
steel frame. The plate was clamped to the frame with four
2-cm thick steel bars with screws spaced every 5 cm in be-
tween. The total weight of the frame and four bars was 40
kg.

Piezoceramic patches numbered 1 and 2 were bonded on
the upper surface at locations~8.7, 11.5!cm, ~11.3, 31!cm,
respectively. Numbers 3 and 4 piezoceramic patches were
bonded on the lower surface at locations~13.8, 11!cm, ~26.4,
26.1!cm, respectively. Piezoceramic number 1 was used as
an excitor. An accelerometer~B&K 4393! was used as a
sensor for measuring the vibration responses. For sound ra-
diation control, the number 1 piezoceramic is used as the
excitor and one of the number 2, number 3, and number 4
piezoceramics were used as the controller. The harmonic am-
plitude of the excitation voltage is 141.4 V. Each piezocer-
amic patch measured 2532531 mm and weighed 6.3 g. The
accelerometer weight was 2.2 g. Figure 5 shows the elec-
tronic circuit setup.

In the previous calculation of sound radiation power,
only the upper semi-infinite space is taken into consideration.
Therefore, the plate was baffled and placed on the opening of
the anechoic chamber~Fig. 6!. The radiation power from the
back of the plate can be completely absorbed in such an
arrangement. In the first measurement, the original baffle of
the plate on the opening of the anechoic chamber was about
1.0-cm-thick plywood. In the second measurement, the origi-
nal baffle was replaced by 2-cm plywood to prevent part of
the sound power from penetrating into the anechoic chamber
from the reverberation room. All the gaps were well sealed
with acoustic absorbing material. The fundamental data of
the reverberation room refers Ref. 15. The background noise
of the reverberation room is shown in Fig. 7. The procedure
for measuring the sound radiation power in the reverberation
room followed ANSI-S1.21-1972.16

V. RESULTS AND COMPARISONS

The calculated and measured resonant frequencies for
the first six modes are compared to those from the Rayleigh–
Ritz method and listed in Table I. The comparison shows
that the presented method is accurate and efficient. The fixed

boundary in the experimental setup is perfect and the influ-
ence of the attached piezoceramic patches is almost negli-
gible.

From Eq.~24! it can be shown that the plate displace-
mentW(x,y) is proportional to the applied momentMI and
the velocity amplitude is also proportional to the input mo-
ment as

V~x,y!5vMG~j0 ,h0 ,x,y!. ~31!

To verify the proportionality of the relationshipMI
5k0ePZT, we applied harmonic input voltages of 25, 50, 75,
and 100 V at the frequency of each mode to the number 1
piezoceramic and measured the response of each voltage.
The velocity amplitudes at three different locations
A(12, 14.6) cm, B(5.8, 26.7) cm, andC(32.1, 27.4) cm
were measured and plotted in Fig. 8. Figure 8 demonstrates
the proportionality for each individual mode and thus the
validity of the relationshipMI 5k0ePZT. The coupling coef-
ficient k0 can be determined by using Eq.~31! and the value
of the measured velocity amplitude on the plate. Choose the
number 1 piezoceramic as the excitor and letMI
51 Newton-meter the velocity amplitudeV1 of the plate for
various mode can be calculated. By applying
ePZT5141.4 V to the number 1 piezoceramic with the corre-
sponding frequency and measuring the velocity amplitude
V2 at the same location on the plate,k0 is obtained as

TABLE I. Comparisons of the natural frequencies for the clamped plate
bonded by four piezoceramic patches.

Mode

Natural frequencies~Hz! of

Error between
columns~2! and

~3! ~%!
Rayleigh–Ritz

method
Present
method

Experimental
measurements for

plate bonded by four
PZT patchers

1 106.88 107.24 106 1.2
2 217.98 219.20 214.45 2.2
3 321.42 324.29 319 1.7
4 390.81 396.37 389 1.9
5 392.66 396.37 390.8 1.4
6 490.07 502.13 489 2.7

FIG. 8. The proportionality of plate velocity amplitude and the piezoactua-
tor excitation voltageec .
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k05
V2

141.43V1
. ~32!

Table II exhibits the coupling coefficientk0 for the first five
modes. Figure 9 shows the calculated and measured re-
sponses. The responses are calculated by applyingMI
51 Newton-meter as an excitation moment to the number 1
piezoceramic. The measurements are obtained by applying
ePZT5141.4 V to the same piezoceramic.

From Eq.~29! and the proportionality between the input
voltage and output moment of the piezocerami, the optimal
control voltageec can be expressed as

ec5
2G2

2G1
ePZT.

Figures 10–13 show the spectrum of sound-pressure
level ~SPL! at three, as examples, of all the required mea-
surement locations for the calculation of radiation power for
each mode. Table III summarizes the results of calculated
and measured sound radiation power before and after con-
trol. The analytical results are obtained from Eq.~25! by
giving the number 1 piezoceramic a 141.4-V harmonic exci-
tation voltage.

VI. DISCUSSION AND CONCLUSIONS

A method has been presented for the analysis of the
response and sound radiation power of a clamped rectangular
plate. Instead of solving a high-order matrix, this method
provides a more efficient approach to obtain the plate re-
sponses under various boundary conditions. This approach is
of particular value when the simulation of piezo-moment as
controller and/or optimal control forces for radiated sound
power are needed.

Based on the minimization of the total radiated sound
power, a strategy for reducing the sound power radiated from
a plate structure subjected to a harmonic excitation and con-
trol piezo-moments has been presented. The analysis has
been verified experimentally. The experimental measure-

TABLE II. Coupling coefficientk0 for the piezoceramics at various fre-
quencies.

Mode
~frequency!

1
~106!

2
~214.45!

3
~319!

4
~389!

5
~489!

Coupling coefficientk0
(Newton-meter/V)31024

7.199 30.31 35.99 28.75 27.56

FIG. 9. Calculation and experimental measurements of plate responses (m/s2) under the excitation of no. 1 piezoceramic~——— calculated data, -----
experimental data!, ~a! first mode~106 Hz!, ~b! second mode~214.45 Hz!, ~c! fourth mode~319 Hz!, ~d! fifth mode ~389 Hz!.
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FIG. 10. Sound-pressure level before~gray line! and after~black line! control for the 2nd mode~214.45 Hz!, ~a! measured at location A,~b! measured at
location B,~c! measured at location C.
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FIG. 11. Sound-pressure level before~gray line! and after~black line! control for the 3rd mode~319 Hz!, ~a! measured at location A,~b! measured at location
B, ~c! measured at location C.
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FIG. 12. Sound-pressure level before~gray line! and after~black line! control for the 4th mode~389 Hz!, ~a! measured at location A,~b! measured at location
B, ~c! measured at location C.
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FIG. 13. Sound-pressure level before~gray line! and after~black line! control for the 5th mode~489 Hz!, ~a! measured at location A,~b! measured at location
B, ~c! measured at location C.
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ments were conducted in the reverberation room equipped
with an anechoic chamber. The results demonstrate that for
low frequencies, large global reductions of radiated sound
power can be achieved with a single piezo-actuator. The
highest reduction of the total power radiated from the plate
was approximately 24 dB.
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~freqs.! ee Me ec Mc calculated measured calculated measured calculated measured

2
~214.45!

141.4 0.429 280.6 20.244 90.4 88.6 77.3 65.1 13.1 23.5

3
~319!
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4
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Vibration monitoring of slotted beams using an analytical model
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This paper reports part of a research program aimed at developing the scientific basis for vibration
monitoring in rapid and automatic global inspection of structures for faults. Slotted steel beams in
various conditions were used as experimental samples. A mathematical model of the slotted beam’s
vibration was solved using a perturbation method. Relationships between the defect parameters and
the vibration signature showed a strong dependence of the modal frequency on the slot
characteristics, including location and size. The method is computationally efficient, robust and
could be used for on-line signal processing. The experimental modal parameters were determined
from the mobility function calculated from the excitation and response signals. The modal
frequencies and their shifts were then used to quantify the slot. A test of 11 beams with various
conditions demonstrated that the slot can be characterized inversely. Frequency shift contours which
were numerically calculated from the analytical model were used to do this. The slot locations were
assessed with great accuracy, although the slot depths were estimated to be larger than the actual
values, due to the limitation of the perturbation method. ©1997 Acoustical Society of America.
@S0001-4966~97!03807-1#

PACS numbers: 43.58.Kr, 43.60.Lq, 43.40.At, 43.35.Cg@SLE#

LIST OF SYMBOLS

E Young’s modulus
r density
a location of left slot edge from left end

of the beam
c slot width
ds slot depth
h beam height
l beam length
ds/h relative slot depth
I (x) moment of inertia, in general, a function

of spatial coordinatex
A(x) cross-sectional area, in general, a func-

tion of spatial coordinatex
a5I 8/I 0 ratio of moment of inertia with and

without a slot
g5A8/A0 ratio of cross-sectional area with and

without a slot
dmn51, m5n, Kronecker delta

50, mÞn

k51/a21 slot depth factor related to moment of
inertia

m51/g21 slot depth factor related to cross-
sectional area

v(x,t) displacement
Vn(x) nth mode shape
vn nth modal frequency
Vn1(x) first-order perturbation ofnth mode

shape
vn1 first-order perturbation ofnth modal

frequency
Vn2(x) second-order perturbation ofnth mode

shape
vn2 second-order perturbation ofnth modal

frequency
u(x2a) unit step function,u(x2a)51 for x

.a and 0 elsewhere

INTRODUCTION

As we pointed out in an earlier paper,1 there is a great
motivation to develop techniques for rapid, global inspection
of structures. That paper also contained an extensive litera-
ture survey which will not be repeated here. Most earlier
work employed standard signal processing techniques which
do not include any model to make account of the nature of
the test object. The purpose of our research program is to
develop the scientific understanding necessary to make
monitoring effective and thus our first step was the develop-
ment of a mathematical model of a defective test article. It

was pointed out in the previous paper1 that the limitation of
the method is the effect on the signal of harmless uncertain-
ties such as coatings, flexible end conditions, and wear. The
use of a model potentially might allow the effects of these
uncertainties to be separated from the changes due to a harm-
ful defect. We chose a beam as the test body since it is a
basic component of most structures and used a slot as a
simulated defect.

Solution of the mathematical model of the slotted beam
using a Laplace transform method as presented in the previ-
ous publication1 led to a complicated frequency equation
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which had to be solved numerically. It was therefore not
suitable for on-line use. As the main purpose of having a
model is to program it into the data processing, a more com-
putationally efficient technique was desirable. In this paper
therefore, a perturbation method is adapted to solve the same
mathematical model more efficiently. The formulas resulting
from the perturbation method could be incorporated in real-
time data processing. The perturbation method has the added
advantage that the process using it is invertible, so that the
defect characteristics can be determined solely from the mea-
sured vibration response of the system. Finite element meth-
ods are not suited for this application because high-
frequency responses are required necessitating small
elements and prohibitively long computation time.

I. ANALYTICAL MODEL

A. First-order perturbation

The Euler–Bernoulli theory for vibration of a beam with
varying moment of inertia and cross-sectional area leads to
the equation

]2

]x2 SEI~x!
]2v
]x2D1m

]2v
]t2

50. ~1!

For a nonslotted uniform beam, the vibration equation may
be written in terms of thenth mode shapeVn0(x) and the
nth modal frequencyvn0 of the uniform beam, thus

EI0
]4Vn0~x!

]x4
2rA0vn0

2 Vn0~x!50. ~2!

The modal frequency of such a beam is determined by the
boundary conditions. For example, thenth modal frequency
of a cantilever is given by

11cosh~bnl !cos~bnl !50, ~3!

where

bn0
4 5

rA0vn0
2

EI0
. ~4!

For a slotted beam, Eq.~1! becomes

]2

]x2 SEI~x!
]2Vn~x!

]x2 D2rAvn
2Vn~x!50, ~5!

wherevn andVn(x) are thenth modal frequency andnth
mode shape of the slotted beam. The presence of the slot
causes the moment of inertia and the cross-sectional area to
be reduced at the slot location, thus increasing the local flex-
ibility which will tend to decrease the modal frequency and
change the mode shape. On the other hand, the presence of
the slot implies that there is mass reduction and thus the
modal frequency tends to increase. The parameters of the
slotted beam are shown in Fig. 1. The changes in the moment
of inertia and the cross-sectional area are directly related to
the slot depth, slot width, and location and can be described
by

I ~x!5I 02I 1~x!5I 02kI 0@u~x2a!2u~x2a2c!#, ~6!

and

A~x!5A02A1~x!5A02mA0@u~x2a!2u~x2a2c!#.
~7!

In the case of small slots,I 1(x) andA1(x) can be taken as
the perturbation introduced by the slot. The parametersk and
m depend on the relative slot depth. Both of them are zero for
uniform beams.

We assume that the modal parameters have a small per-
turbationVn1(x) due to the defect given by the form

Vn~x!5Vn0~x!1Vn1~x!5Vn0~x!1 (
j51,
jÞn

N

en jVj0~x!. ~8!

Since the eigenvalue depends on the square of the frequency,
we assume the perturbation in thenth modal frequency is
given by

vn
25vn0

2 2vn1
2 . ~9!

Solving Eq.~5! using the assumed perturbations~see Appen-
dix! yields

1

Nmn
(
j51,
jÞn

N

en j~v j0
2 2vn0

2 !Nmjdmj2kvn0
2 Anm

1mvn0
2 Bnm1vn1

2 dmn50, ~10!

where

E
0

l

Vm0~x!Vn0~x!dx5Nnmdmn , ~11!

EI0
NnnrA0vn0

2 E
a

a1c ]2Vn0

]x2
]2Vj0

]x2
dx5Anj , ~12!

and

1

Nnn
E
a

a1c

Vn0Vj0 dx5Bnj . ~13!

Thus we have for thenth modal frequency of the slotted
beam

vn
25vn0

2 2vn1
2 5vn0

2 2vn0
2 @kAnn2mBnn#, ~14!

and thenth mode shape is

Vn~x!5Vn0~x!1 (
m51
mÞn

N FkAmnvm0
2 2mvn0

2 Bmn

vm0
2 2vn0

2 GVm0~x!.

~15!

If the slot depthds50, i.e.,k5m50, Eqs.~14! and~15!
reduce to those of the uniform beam. If the slot widthc
50, and thenAmn5Bmn50, Eqs. ~14! and ~15! reduce to
those of the uniform beam. Equations~14! and~15! are valid

FIG. 1. Parameters for a beam with a symmetric slot of widthc, and depth
ds from top and bottom of the beam. The slot is located atx5a from the
left end. The beam isl by h by w.
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for relatively small slot depth because they include only the
first-order perturbation, although no assumption is made on
the slot width to derive Eqs.~14! and ~15!. To validate the
model, another special case is considered. When the slot
width is the same as the beam length, the ‘‘slotted beam’’ is
actually a beam with reduced overall height, or in other
words, it is another uniform beam. In this case, we have

Amn5dmn , ~16!

Bmn5dmn , ~17!

and therefore Eqs.~14! and ~15! reduce to

vn
25vn0

2 @12k1m# ~18!

and

Vn~x!5Vn0~x!. ~19!

Equation~19! states that the slotted beam with a slot width
equal to the beam length has the same mode shape as the
original uniform beam, which is definitely true. The effects
of changing slot width can be discussed using Eq.~18!.
When the mass reduction overwhelms the decrease of mo-
ment of inertia (m>k), the perturbation termvn1 is imagi-
nary and the natural frequency of the slotted beam actually
increases as can be seen from Eq.~18!. This model does not
apply to the case of a large slot or for the beam being cut
through (ds/h→1) because the fundamental assumption of
the perturbation method is that the perturbation terms are
very small which impliesds/h!1.

B. Second-order perturbation

Including only the first-order perturbation in computing
the modal frequency and mode shape implies that the
second- and higher-order perturbations are negligible. This
has to be justified. The following discussion applies to all
possible cases and should better justify the neglect of higher-
order terms.

To obtain the second-order perturbation, we assume

Vn5Vn01Vn11Vn2 ~20!

and

vn
25vn0

2 2vn1
2 2vn2

2 . ~21!

Herevn2 andVn2(x) are the second-order perturbations in
the nth modal frequency and thenth mode shape, respec-
tively. Substituting Eqs.~20! and ~21! into Eq. ~7!, and fol-
lowing the same procedures used to solve for the first-order
perturbation, we obtain thenth modal frequency and mode
shape:

vn2
2 5mvn1

2 Bnn1vn0
2 (

jÞn
@ken jAn j2men jBn j#. ~22!

Vn2~x!5 (
m51
mÞn

N

gnmVm0~x!, ~23!

where

gnm5
$kvm0

2 ~dnl1( l51,lÞnenl!Am12@~vn0
2 2vn1

2 !dnl1vn0
2 ( l51,lÞnenl#Bm12~vm0

2 2vn0
2 1vn1

2 !enm%

~vm0
2 2vn0

2 !
. ~24!

There are two limiting cases which are apparent. When
the slot widthc is zero, both the first- and the second-order
perturbations in the modal frequency vanish. For the other
limiting case when the slot width is the same as the beam
length, we have, for small slot depth,

vn2
2 5mvn1

2 !vn1
2 . ~25!

For the intermediate case when the slot width is non-
zero, and much smaller than the beam length, we have to
demonstrate that the second-order perturbation is negligibly
small compared to the first-order one.

We know from Eq.~8! that

Vn0~x!@Vn1~x!5(
jÞn

en jVj0~x!, ~26!

therefore we have

Ann5
EI0

NnnrA0vn0
2 E

a

a1cF]2Vn0

]x2 G2 dx
@

EI0
NnnrA0vn0

2 E
a

a1c ]2Vn0

]x2
]2Vn1

]x2
dx5(

jÞn
en jAn j

~27!

and

Bnn5
1

Nnn
E
a

a1c

Vn0
2 dx@

1

Nnn
E
a

a1c

Vn0Vn1 dx

5(
jÞn

en jBn j . ~28!

We also have

0,Ann'
c

l
!1, ~29!

0,Bnn'
c

l
!1. ~30!
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To compare the first- and second-order perturbations in the
modal frequency, their ratio is used:

vn2
2

vn1
2 5mBnn1

k( jÞnen jAn j2m( jÞnen jBn j

vn1
2 vn0

2

5mBnn1
k( jÞnen jAn j2m( jÞnen jBn j

kAnn2mBnn

5mBnn

1
( jÞnen jAn j

Ann

12~m( jÞnen jBn j /k( jÞnen jAn j!

~12mBnn /kAnn!
.

~31!

Because

12~m/k!~( jÞnen jBn j /( jÞnen jAn j!

12~mBnn /kAnn!
'
12~m/k!

12~m/k!
51,

~32!

and

Ann@(
jÞn

en jAn j ~33!

we have

( jÞnen jAn j

Ann

~12m( jÞnen jBn j /k( jÞnen jAn j!

~12mBnn /kAnn!
!1. ~34!

We also have

mBnn!1, ~35!

and therefore Eq.~31! yields

vn2
2 !vn1

2 . ~36!

In other words, the second-order perturbation in the modal
frequency is much smaller than the first-order perturbation
for all 0,c! l . Similarly it can be shown that the second-
order perturbation in the mode shape is much smaller than
the first-order perturbation for all 0,c! l . Thus including
only the first-order perturbation is sufficient to compute the
modal frequency and mode shape for most cases in which
0,c! l is well satisfied.

Solving the first-order perturbation of the natural fre-
quency using Eq.~14! involves only computation of two co-
efficients Ann and Bnn , while the addition of the second
order using Eq.~22! would increase computation effort dra-
matically as all the cross coefficientsAnj and Bnj are re-
quired as well. The computation of the mode shape in both
cases requires at least all the cross coefficients and thus
would not be efficient for on-line processing.

As the method proposed uses only the modal frequency,
it is more computationally efficient than the complete pertur-
bation solution including both mode shapes and modal fre-
quencies. Although the first-order perturbation method is of
limited accuracy, it can serve to check for computer errors
when solving not only by the previous analytical method1 but
also finite element models.

II. NUMERICAL RESULTS

A clamped-clamped steel beam was used to compare the
results from the previous model1 and the perturbation
method along with the appropriate measured data as shown
in Fig. 2. The beam is 36 by 2 by 0.75 in. with a slot cen-
trally located. The frequency resolution for the measured
data is about 5 Hz. As expected, the perturbation method
predicted smaller frequency reductions when compared to
those from the previous model. When the slot is about 20%
of the beam height, the previous model predicts a frequency
shift with about 7.5% discrepancy from the measured value
while the perturbation method has a discrepancy of about
30%. The previous model provides a better match to the
measured frequency reduction although it is less efficient in
computation than the perturbation method. Neither model is
expected to work very well for slots larger than 20%. The
calculated results from the perturbation method have the
same trend as those calculated from the previous model as
well as the measured data.

The perturbation model can also be used to predict the
modal frequency for a beam as a function of slot parameters.
For example, the third modal frequency for a slotted cantile-
ver ~18 by 2 by 0.75 in.! was calculated for different slot
locations and depths as shown in Fig. 3. It can be seen that at
a given location, the larger the slot depth, the larger the fre-
quency reduction. The third modal frequency shift versus
slot location resembles the shape of the third mode. A reduc-
tion in the cross-sectional area is related to the removal of
mass, which therefore tends to increase the modal frequency.
A reduction in the moment of inertia is related to a decrease
in stiffness, and therefore leads to a reduction of the modal
frequency. Close to the clamped end, the effect due to the
reduction in the moment of inertia dominates, and thus the
modal frequency then has a large reduction. Alternatively the
effect may be viewed as a transition in the boundary condi-
tion to a pinned end. Close to the free-free end, the effect due
to the reduction in the cross-sectional area dominates, and
actually results in an increase in the modal frequency. This is
equivalent to shortening the beam.

For any assumed slot characteristics, including the slot
depth, width, and location, the first several modal frequen-

FIG. 2. Comparison of results from the previous model and the present
perturbation method with measured data. The beam is a clamped-clamped
beam of 36 by 2 by 0.75 in.
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cies can be computed from Eqs.~16! and~17!. For example,
using a constant slot width, frequency contours are shown
for the first, second, and third modes of a cantilever in Figs.
4, 5, and 6, respectively. Each point located on one of these
frequency contours represents a combination of slot depth
and location which will produce a resonance for the given
mode at the given frequency. Figure 7 illustrates how fre-
quency contours may be used inversely to determine the slot
characteristics. Suppose there was a slot in the beam with
ds/h50.6 anda/L50.3, then the first mode contour passing
through ~0.3,0.6! is at a frequency of 195 Hz, the second
mode contour a frequency of 1230 Hz, and the third mode
contour a frequency of 3410 Hz. Thus in the inverse process,
if the modal frequencies are known to be at 195, 1230, and
3410 Hz then the slot parameters can be determined by find-
ing the points at which the contours for these frequencies
intersect.

III. EXPERIMENTAL RESULTS

Steel beams were tested on a fixture described
previously.1 The vibration was excited using an impact ham-
mer. The vibration response signals were recorded with an
accelerometer. Low-pass filters with a cutoff frequency of 10
kHz were used. The signal was sampled using an analog to
digital conversion board controlled by a Compudyne micro-
computer. The sampling frequency was set at 20 kHz. A
frequency transfer function in terms of a mobility function
was computed from the excitation and response signals. As
the signals are nonstationary,2 no smoothing was done in
estimation of the amplitude spectra of the signals. The final
mobility function was obtained by averaging over those from
ten repeated impacts to reduce the estimation error. The
modal parameters were then determined from the mobility
function using modal analysis techniques.3

A cantilever beam~18 by 2 by 0.75 in.! was cut with a
slot whose depth was increased in increments from 0 to 0.7
in. final total depth. For each slot depth, the cantilever beam
was placed on the fixture. The third mode frequency reduc-
tion versus the slot depth for the cantilever beam are shown
in Fig. 8, with a 0.04-in.-wide slot located at 5 in. from the
clamped end. Because the cantiliver beams have a slender-

FIG. 3. The third modal frequency versus relative slot location (a/L) for six
different slot depths~ds/h50 to 0.5!. Slot widthc is constant 0.04 in. The
cantilever beam is 18 by 2 by 0.75 in. and is clamped atx50.

FIG. 4. Contour plot for the first modal frequency~Hz! versus slot location
(a/L) and slot depth (ds/h). The cantilever beam is 18 by 2 by 0.75 in. The
slot width remains constant at 0.04 in.

FIG. 5. Contour plot for the second modal frequency~Hz! versus slot loca-
tion (a/L) and slot depth (ds/h). The cantilever beam is 18 by 2 by 0.75 in.
The slot width remains constant at 0.04 in.

FIG. 6. Contour plot for the third modal frequency~Hz! versus slot location
(a/L) and slot depth (ds/h). The cantilever beam is 18 by 2 by 0.75 in. The
slot width remains constant at 0.04 in.
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ness of only 0.032, the Timoshenko correction4–6 is in-
cluded. Slenderness is defined as the ratio of the radius of
gyration and the beam length. As can be seen from Fig. 8,
the perturbation method predicted the third modal frequency
with acceptable accuracy for slots with depth less than 20%
of the beam. The discrepancy between the experimental
modal frequency and the calculated values becomes large as
the slot depth increases, as shown in Fig. 1, and thus the
applicability of this model is limited to slots of relatively
small depth.

Eleven steel beams~seven slotted and four uniform!
were used as a test population. As a first exercise, the defec-
tive beams were separated from the nondefective ones using
the measured modal frequency of each. A defectiveness in-
dex was defined by

defectiveness index~DI!5(
i51

n u f i
cal2 f i

estu
f i
est 3100%. ~37!

Here f i
est is the experimentally estimatedi th modal frequency

and f i
cal is the value calculated from Euler–Bernoulli beam

theory. In addition, for greater accuracy, corrections are in-
cluded in the model from Timoshenko beam theory, and for
slight flexibility in the end conditions. The DI values are
significantly different between the defective beams and the
nondefective ones as shown in Table I. Here c stands for
clamped, f, for free, and p for pinned. The beam with a DI
larger than a certain threshold is determined to be defective.
A threshold of 5% is sufficient to discriminate the defective
beams from the nondefective ones. No false decision oc-
curred for all 11 specimens.

Once the defective beams are separated from the nonde-
fective ones, the next objective was to identify the defect size
and location. Each defective beam has a slot of the same
width, but different depth and location. Equation~16! was
used to compute the numerical frequency shifts for several
modes. Frequency shift contours were obtained, and thus the
size of the slot was assessed.

As an example, the first defective beam measured had
frequency shifts of 18.0, 19.8, and 420.5 Hz in the first three
modes. The corresponding contours for these three modal
frequency shifts were recalled from a data base calculated
using Eq.~14! and are shown in Fig. 9. The relative slot
depth and location were found from Fig. 9 to be those cor-
responding to the intersection of the three contours. As the
modal frequency was always estimated within a range of

FIG. 7. Determination of the slot location (a/L) and slot depth (ds/h) from
the first three modal frequency contours and three assumed modal frequency
values. The cantilever beam is 18 by 2 by 0.75 in. The slot width is 0.04 in.
The intersection point~0.3, 0.6! determines the beam parameters.

FIG. 8. The third modal frequency versus relative slot depth for a cantilever
beam of 18 by 2 by 0.75 in. Slot widthc50.04 in., and slot locationa
55 in.

TABLE I. Defectiveness of the beam specimens.

End condition
Defectiveness
index ~%!

Defective?
Yes/No

Decision
correctness

Beam 1 c-f 27.58 Yes Correct
Beam 2 c-f 18.84 Yes Correct
Beam 3 c-c 10.83 Yes Correct
Beam 4 c-c 0.94 No Correct
Beam 5 c-c 0.61 No Correct
Beam 6 f-f 0.65 No Correct
Beam 7 f-f 54.04 Yes Correct
Beam 8 f-f 54.04 Yes Correct
Beam 9 f-f 51.57 Yes Correct
Beam 11 p-p 26.25 Yes Correct
Beam 12 p-p 1.6 No Correct

FIG. 9. The first three frequency shift contours for the first defective beam
versus the relative slot location and depth. The solid, dot-dashed, and dashed
contours are for themeasuredfrequency shifts in the first, second, and third
modes, respectively.
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uncertainty, the ‘‘intersection’’ was an area of overlap which
determines the range of the slot depth and location. For this
beam, the slot was determined to have a relative depth of
about 0.75 and a relative location of about 0.27, i.e., a depth
of 1.5 in. and location at 4.9 in. from the fixed end. The
actual slot was 0.7 in. deep at 5.0 in. from the fixed end. The
discrepancy in estimation of the slot depth is over 100% but
less than 5% in identification of the slot location. The reason
for this is discussed later.

If we had only one modal frequency shift to use, the slot
depth and location could be any of an infinite number of
possible combinations. If two modal frequency shifts are
available, the possible slot location and depth combinations
are those at the intersections of the two frequency shift con-
tours. If there is more than one combination found from the
two frequency contours, then the frequency shift for another
mode has to be employed. Using more modes eventually
leads to a unique determination of the slot depth and loca-
tion. To illustrate this, the first three modal frequency shifts
of a clamped-clamped slotted beam were used. These have
the frequency shift contours shown in Fig. 10. Three possible
combinations of the slot location and depth were found here.
The slot might be at the relative slot locations at 0.15, 0.5,
and 0.85 with corresponding relative depth of 0.8, 0.85, and
0.85. Of these, the first and the third combinations are virtu-
ally the same as the beam is symmetric about its center.

To be able to determine the real slot depth and location,
the fourth modal frequency shift of 12.1 Hz was added as
shown in Fig. 11. Only a slot located at the middle of the
beam~i.e., the relative locationa/L50.5, a518 in.! with a
slot depth 1.6 in.~i.e., the relative slot depthds/h50.8! was
left. The actual slot was located at the middle of the beam
with a slot depth of 0.7 in. The discrepancy in the slot depth
estimation is over 120% for this large slot (ds/h535%).
Once again the slot depth is estimated larger than the actual
value.

The test results for all seven slotted beams are summa-
rized in Table II. The slot locations were estimated with
great accuracy while the slot depths were always assessed
much larger than the actual values. The reason for this is that
the perturbation method tends to predict smaller frequency

shifts than the actual values~see Figs. 2 and 3!, and when
used inversely, reports larger slot depths. Even though the
perturbation model used is much less accurate in modeling
the effect of the slot depth, it is encouraging how well it does
identify slot location. As discussed before, the discrepancy
between the natural frequency reduction as measured and
predicted was small when the previous analytical method
was used~about 7.5% error whends/h520%!, but is large
when the perturbation method is used as shown in Fig. 2.
The large error when using the perturbation method to esti-
mate slot depth is expected but is compensated by the great
improvement in the computation efficiency which it pro-
duces.

IV. DISCUSSION AND CONCLUSIONS

The main conclusion of this paper is that by including a
model in the data processing, the characteristics of a slot can
be quantified inversely from the vibration response of the
beam. The mathematical model of the slotted beam solved
by a perturbation method leads to direct relationships be-
tween the defect parameters and the modal properties. The
resulting equations clearly show the dependence of modal
frequency reductions upon the slot characteristics, including
location and size. Laboratory investigations with beams of
increasing slot depths agreed with the results calculated from
the model for slots of depth less than 20% of the beam
height. As only the first-order perturbation is included, the
resulting formula is applicable to beams with relatively small
slots, i.e., slots with a depth of less than 20% of the beam

FIG. 10. The first three frequency shift contours for the first defective beam
versus the relative slot location and depth. The solid, dot-dashed, and dashed
contours are for themeasuredfrequency shifts in the first, second, and third
modes, respectively.

FIG. 11. Quantification of the slot parameters of the third defective beam
using the first four frequency shift contours. The solid, dot-dashed, dashed,
and dotted contours are for themeasuredfrequency shifts in the first, sec-
ond, third, and fourth modes, respectively.

TABLE II. The estimated slot characteristics of seven defective beams.

Number
Defective
beams Estimatedds/h Estimateda/L

Actual
ds/h

Actual
a/L

1 Beam 1 ;0.75 ;0.27 0.35 0.28
2 Beam 2 ;0.72 ;0.27 0.5 0.28
3 Beam 3 ;0.78–0.8 ;0.5 0.35 0.5
4 Beam 7 ;0.8–0.83 ;0.4 0.625 0.4
5 Beam 8 ;0.8–0.83 ;0.4 0.625 0.5
6 Beam 9 ;0.8–0.83 ;0.35 or 0.65 0.625 0.36
7 Beam 11 ;0.8–0.83 ;0.42 or 0.58 0.375 0.42
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height. Since we are more concerned about the ability to
quantify small slots and the large slots are much easier to
detect in practice, the inaccuracy of the model for large slot
sizes should not be a problem.

A procedure was proposed for data collection and pro-
cessing to quantify the slot parameters. Following this pro-
cedure, the slot location and depth were determined from the
measured vibration signals. A test using 11 steel beams with
various conditions was successful. The results of these tests
showed that the slot can be inversely monitored by process-
ing the vibration signals with the numerical results from the
analytical models. The slot locations were determined with
great accuracy, although the slot depths were estimated with
large systematic error.

In the Introduction it was pointed out that there would
be uncertainties caused by harmless conditions such as coat-
ings, flexible end conditions, and wear, which might contrib-
ute to modal frequency changes in a structure. This paper has
demonstrated that the method is robust in the face of the
uncertainties present in this experimental setup~mounting
and remounting, geometrical variations, etc!. Some of these
uncertainties could themselves be modeled and thus elimi-
nated as sources of false alarms. How well the technique
would perform in the field remains to be seen.
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APPENDIX

Substituting Eqs.~8! and ~9! into ~5! yields

]2

]x2 F „I 02I 1~x!…
]2~Vn0~x!1Vn1~x!!

]x2 G
2

r

E
„A02A1~x!…~vn0

2 2vn1
2 !„Vn0~x!1Vn1~x!…50.

~A1!

Eliminating all the higher-order terms and subtracting Eq.~4!
from Eq. ~A1! gives

I 0
]4Vn1~x!

]x4
2
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]x2 F I 1~x!
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~A0vn1
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2 Vn11A1vn0
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Substituting Eq.~8! into Eq. ~A2! yields
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Multiplying both sides of Eq.~A3! with Vm0(x) and integrat-
ing along the beam gives
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Using Eq.~11! and
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Integrating by parts twice in the second term of Eq.~A6!, we
obtain
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The first two terms on the right-hand side of Eq.~A7! are
zero becauseI 1(x) is not zero only at the slot location, and
thus we have
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Substituting Eq.~A8! into Eq. ~A6! gives
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Simplifying Eq. ~A9! using Eqs.~12! and ~13! yields Eq.
~10!.
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A computational model of the cochlear nucleus octopus cell
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Cochlear nucleus octopus cells are characterized by a temporally precise response at the onset of
tone bursts and other phasic stimuli. The objectives of this study were to develop a biologically
plausible model of an octopus cell based on typical morphological and physiological properties, and
to describe the model’s ability to simulate responses of octopus cells and onset units. The
compartmental model represents the basic morphology of octopus cells with a single passive,
equivalent dendrite and a lumped, active soma. Independent, excitatory synaptic inputs are
distributed on the dendrite and soma to represent inputs from 60 or 120 auditory-nerve fibers. The
computed model responses were evaluated using simulated current injections, short-duration tone
bursts, and several other types of stimuli. With biologically plausible values for the model
parameters, the representation of 60 auditory-nerve inputs yields responses consistent with anOL

unit while the representation of 120 inputs yields responses consistent with anOI unit. This study
demonstrates that responses typical ofOL andOI units can be produced with a relatively simple
model of an octopus cell. It also suggests that the numbers of independent auditory-nerve fiber
inputs to the cell can affect the onset response. ©1997 Acoustical Society of America.
@S0001-4966~97!00807-2#

PACS numbers: 43.64.Bt, 43.64.Qh@RDF#

INTRODUCTION

The cochlear nucleus complex~CN! stands as the gate-
way to the central auditory system. Auditory-nerve fibers
terminate on CN principal cells, which, in turn, project to
auditory areas in the brain stem and midbrain~Helfert et al.,
1991!. One type of principal cell, the octopus cell, is local-
ized to the caudal and medial region of the posteroventral
cochlear nucleus~PVCN! and projects to the ventral nucleus
of the lateral lemniscus and periolivary nuclei~Kane, 1973;
Smithet al., 1993!. Octopus cells typically spike precisely at
the onset of tone oursts over a broad frequency range~God-
frey et al., 1975; Rhodeet al., 1983! indicating a trade-off of
spectral selectivity for temporal precision~Winter and
Palmer, 1995; Goldinget al., 1995!.

Three types of onset units have been described in the
CN ~Godfrey et al., 1975; Rhodeet al., 1983; Rhode and
Smith, 1986; Rhode, 1991!. Onset-L (OL) units have one or
two precisely timed spikes at the onset of a short-duration
tone burst at their characteristic frequency~CF!, followed by
a low level~<200 spikes/s! of sustained activity@Fig. 1~A!#.
Except for their relatively high peak-to-steady-state firing ra-
tios, many of their descriptive parameters are similar to those
of auditory-nerve fibers and primarylike units~Rhode and
Smith, 1986!: dynamic range~average of 26 dB! frequency
selectivity~averageQ10 ' 5!, and maximum firing rate~av-
erage of 186 spikes/s!. Onset-I (OI) units have a similar
temporally precise response at stimulus onset, but with less
sustained activity~,10 spikes/s! @Fig. 1~B!#.OI units exhibit
broader frequency selectivity and have a narrower dynamic
range ~i.e., they act more as a switch; dynamic range of
10–25 dB! relative to auditory-nerve fibers@Fig. 1~C!# ~God-
frey et al., 1975; Rhode and Smith, 1986!. Onset-C (OC)

units exhibit several quasiperiodic responses after stimulus
onset and elevated sustained activity~Rhode and Smith,
1986!. For bothOI andOL units, the latency of the first spike
after the stimulus onset is 2–4 ms, and for an individual unit,
the first-spike timing is precise with a standard deviation of
0.1–0.3 ms~Rhode and Smith, 1986; Winter and Palmer,
1995!.

Several studies have associated octopus cells in PVCN
with either anOI response~Godfrey et al., 1975; Rouiller
and Ryugo, 1984; Fenget al., 1994! or an OL response
~Godfreyet al., 1975; Ritz and Brownell, 1982; Rhodeet al.,
1983; Smithet al., 1993!. However,OI andOL units have
also been recorded outside the octopus cell area of the PVCN
~Rouiller and Ryugo, 1984; Rhode and Smith, 1986; Black-
burn and Sachs, 1989; Frisinaet al., 1990; Winter and
Palmer, 1995! demonstrating that octopus cells are not the
exclusive basis for these response types.OC units have been
associated with stellate~multipolar! cells found throughout
the ventral cochlear nucleus~Rhodeet al., 1983! and were
not considered in the present study.

An octopus cell typically has a 25- to 30-mm-diam soma
and several relatively large diameter~6–10mm! and short
~100–300mm! primary dendrites which tend to be oriented
across isofrequency laminas of the PVCN~Osen, 1969;
Kane, 1973; Kane, 1977; Rhodeet al., 1983; Ostapoffet al.,
1994!. Synaptic terminals cover an estimated 70% of the
somatic and dendritic surface with the vast majority having
characteristics of excitatory synapses~Kane, 1973! with
glutamate as the putative neurotransmitter~Golding et al.,
1995!. While intracellular recordings have not indicated in-
hibitory responses, there is evidence of terminals adjacent to
octopus cells that immunolabel for the inhibitory transmitter
GABA ~Saint Marie et al., 1989!. While it is generally
agreed that octopus cells receive convergent inputs froma!Electronic mail: kipke@asu.edu
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many auditory-nerve fibers~Liberman, 1993!, it is very dif-
ficult to reliably measure the number of inputs distributed on
the soma and dendrites. Using statistical arguments, Liber-
man~1993! estimates approximately 64 inputs per cell in the
cat. The auditory-nerve fibers that terminate in the octopus
cell area generally have intermediate to high CFs~Kane,
1973; Liberman, 1993! and tend to have high spontaneous
rates~Liberman, 1993!. A limited number of axon collaterals
from octopus cells have been found to terminate in the octo-
pus cell area~Golding et al., 1995!, which combined with
the lack of inhibition, suggests recurrent connections among
octopus cells.

Octopus cells typically have a membrane time constant
of approximately 0.5 ms and an input resistance less than 10
MV, which is probably due to outward rectifier channels
~Manis and Marx, 1991! during depolarization and mixed
cation, inward rectifier channels during hyperpolarization
~Goldinget al., 1995!. In-vivo intracellular recordings in re-
sponse to CF tone bursts exhibit single, precisely timed onset
spikes~20–25 mV amplitude! followed by sustained depo-
larization with small amplitude fluctuations@Fig. 1~D!#
~Fenget al., 1994!. Intracellular recordings with suprathresh-
old depolarizing current injections exhibit similar precisely
timed spikes at the pulse onset followed by sustained depo-
larization with little or no amplitude fluctuations@Fig. 1~E!#
~Romand, 1978; Fenget al., 1994; Goldinget al., 1995!.

Synaptic responses of octopus cells have been identified
through the use of electrical shocks of the auditory nerve
stump in a mouse brain-slice preparation~Golding et al.,
1995!. Graded shocks elicited graded, time-varying somatic

depolarization having a rise-time of around 0.5 ms. The typi-
cal short response latency was consistent with a monosynap-
tic connection to the auditory nerve, although a small num-
ber of responses exhibited larger latencies suggestive of an
additional multisynaptic pathway. The response latencies
were more variable to weak shocks than strong shocks and
the cells were found to reliably synchronize to shocks at rates
up to 244 Hz@Fig. 1~F!#, which is near the upper range of
auditory-nerve fiber average firing rates. At higher rates up to
700 Hz, the cells remained synchronized, but with more tem-
poral variations. This ability of these cells to synchronize to
high stimulus rates is also reflected by high degrees of syn-
chronization by someOL units to amplitude-modulated tones
with modulation frequencies up to about 1000 Hz~Rhode
and Greenberg, 1994! and to tone bursts with frequencies up
to 1000 Hz~Rhode and Smith, 1986!.

The experimental studies combine to provide a fairly
rich composite picture of octopus cells based on morphologi-
cal, electrophysiological, and unit response properties. How-
ever, links between these sets of data remain mostly descrip-
tive rather than quantitative or predictive. For example,
octopus cells receive many independent excitatory inputs
from the auditory nerve and relatively few, if any, inhibitory
inputs. Yet, their characteristic response involves precise
timing at the stimulus onset and low sustained rates.

The objectives of this study were to develop a biologi-
cally plausible model of an octopus cell based on its typical
morphological and physiological properties, and to describe
the model’s ability to simulate responses of octopus cells and
onset units. Such a model provides a tool for investigating
underlying mechanisms of octopus cells and aids in describ-
ing octopus cell processing. Some results of this study were
previously presented in abstract form~Levy and Kipke,
1994a; Levy and Kipke, 1994b!.

I. METHODS

A. Octopus cell model

The octopus cell model represents a typical octopus cell
having properties consistent with, although not necessarily
identical to, descriptions of individually identified octopus
cells from several experimental studies~Osen, 1969; Kane,
1973; Kane, 1977; Rhodeet al., 1983; Ostapoffet al., 1994!.
The representative octopus cell has four 73150-mm cylindri-
cal dendrites, a 25325-mm cylindrical soma, a 5315-mm
axon hillock, and a 33300-mm axon~Fig. 2!. These dimen-
sions are within the anatomically plausible range with the
specific values chosen for numerical convenience. The spe-
cific membrane capacitance (CM 5 1mF/cm2) and the spe-
cific axial resistance (Ra 5 150V cm) are based on typical
values for neural membranes~Rall, 1977!. The specific
membrane resistance (Rm 5 0.5 kV cm2) yields appropriate
values for the membrane time constant (tm 5 0.5 ms) and the
input impedance (Rin53.5 MV). With these values, the den-
dritic characteristic length,ld 5 241mm, and the dendritic
electrotonic length,Ld 5 0.62. The representative cell re-
ceives synaptic inputs from 60 independent auditory-nerve
fibers ranging in CF from 4 to 1.4 kHz distributed on the
dendrites and soma, with the higher frequency inputs proxi-

FIG. 1. Representative octopus cell responses from three experimental stud-
ies.~A! PSTH of anOL unit. ~B! PSTH of anOI unit. ~C! Response area of
OI unit with CF52.2 kHz.~D! Intracellular recording in response to two CF
tone bursts.~E! Intracellular recording in response to current injection.~F!
Intracellular recording in response to strong shocks~10 V! of the auditory
nerve at 244 Hz. Panel~A! reprinted with permission from Rhode~1983!.
Panels~B!, ~D!, and ~E! reprinted from Feng~1994!. Panel~C! reprinted
with permission from Rhode~1986!. Panel~G! reprinted with permission
from Golding ~1995!.
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mal and the lower frequencies distal to the soma; 56 inputs
are divided equally among the four dendrites with the same
tonotopic arrangement on each dendrite and four inputs are
placed on the soma. The majority of inputs~52/60! are from
high spontaneous rate nerve fibers and the remaining eight
inputs are from medium spontaneous rate fibers all from a
separate model of the auditory periphery. Available anatomi-
cal evidence suggests that low spontaneous rate fibers do not
provide significant inputs to octopus cells~Liberman, 1993!.

In implementing the model, the anatomical structure of
the representative cell was simplified to increase computa-
tional efficiency. First, following Rall’s 3/2 power law~Rall,
1989!, the four dendrites were represented with a single
equivalent 17.63238-mm cylinder having the same electro-
tonic length. Second, the active axon was lumped into the
soma. Using standard modeling procedures~Rall, 1989!, the
compartmental model was implemented with 15 equal-length
~15.9 mm! dendritic compartments and two equal-length
~12.5mm! somatic compartments. The model parameters and
equations are described in the Appendix.

The soma compartment opposite the dendrite contains
the active channels. The active Hodgkin Huxley-like chan-
nels comprise the spike generator, with their equations based
on a model of hippocampal CA3 neurons~Traub, 1982! with
two modifications. First, the six rate equations for the three
activation and inactivation parameters (m,h,n) were each
doubled to decrease the spike duration such that it was more
similar to the measured spike duration. Second, the synaptic
densities of the active channels were set such that the com-
puted spike amplitude is similar to measured spike ampli-
tudes~ḡNa560 mS/cm2, ḡK5120 mS/cm2). While it is prob-
lematic to set the synaptic densities in this way because of
possible membrane damage caused by the intracellular elec-
trodes, these data remain the best currently available. Volt-
age sensitive inward and outward rectifier channels found in
octopus cells~Golding et al., 1995! and other ventral co-
chlear nucleus cells~Manis and Marx, 1991! are not explic-
itly represented in the model. Rather, a primary effect of the
outward rectifier channels at rest and during depolarization is
to decreaseRin . This is represented by settingRm to the
relatively low, fixed value of 0.5 kV cm2, which causesRin

to be 3.5 MV at the resting voltage of265 mV.
The 56 dendritic inputs of the representative octopus cell

are represented with 14 independent, time-varying synaptic

conductances distributed uniformly on the equivalent den-
drite, with one conductance in each of 14 dendrite compart-
ments. Each synaptic conductance has a peak density of
1.2 mS/cm2 relative to the compartment area and a rise time
of 0.5 ms. The spike rate~probability! of the auditory-nerve
input driving each conductance is increased by a factor of 4
and its refractory period is reduced by a factor of 4~to 0.19
ms!, relative to the outputs of the auditory periphery model
~see below!. The passive soma compartment received four
independent conductances each with a peak density of
0.3 mS/cm2. The synaptic transmission delay is represented
by a constant 0.5 delay between the input spike and the onset
of the postsynaptic conductance change. Although not
strictly necessary, this input simplification scheme provided
increased computational efficiency without degrading the
spike-discharge properties of the model when using acoustic
stimuli ~Levy, 1996!.

The octopus cell model was implemented using the
GENESIS neurosimulator~Wilson et al., 1989; Bower and
Beeman, 1995! running on a Sun Sparc 20 workstation~Sun
Microsystems, Inc.!. The backward Euler method with a
15-ms time step was used for numerical integration. The
model runs in approximately 0.04% real time
~31

2 hours of simulation for a 5 stimulus!. The GENESIS
implementation was verified by a custom program written in
C.

B. Auditory periphery model

A separate model of the auditory periphery was imple-
mented to transform the digital stimuli to simulated auditory-
nerve fiber spiketrains, which were then used to drive the
octopus cell model’s synaptic inputs. This functional model
consists of a filterbank~Holdsworth et al., 1988; Slaney,
1993! combined with a model for neural transduction~Med-
dis, 1986; Meddis, 1988! that computes deterministic spike
probability functions for an array of auditory-nerve fibers in
response to arbitrary stimuli. For this study, the auditory pe-
riphery model has seven ‘‘channels’’ with each channel con-
sisting of a bandpass gammatone filter driving two separate
nonlinear neural transduction functions representing medium
~16 spikes/s! and high spontaneous rate~64 spikes/s!
auditory-nerve fibers. The filter bandwidth is based on the
equivalent rectangular bandwidth~ERB! of a peripheral fil-

FIG. 2. The representative octopus cell consists of four identical cylindrical dendrites~73150mm!, a cylindrical soma~25325mm!, a cylindrical axon hillock
~5315mm!, and a cylindrical axonal segment~33300mm!. The numbers in the dendrite and soma sections indicate the CF~in kHz! and distribution of the
60 independent auditory–nerve fiber inputs. The dendritic inputs are evenly spaced at 10-mm intervals. All inputs are from high spontaneous rate fibers except
for those marked with a superscript, which are from medium spontaneous rate fibers.
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ter, ERB5 (24.7)(4.37)(c f 1 l ), wherec f is the center fre-
quency in kHz and the constants are set to provide a good fit
to experimental data~Glasberg and Moore, 1990!. From the
frequency-dependent ERB, the filter bandwidth in radians is
given by BW52p ~1.019! ERB, where the scaling constant
is that suggested by Pattersonet al. ~1992!. The channel out-
puts are spike probability sequences.

The auditory periphery model was implemented as a
C11 program using previously published parameter values
for the filterbank~Holdsworthet al., 1988! and neural trans-
duction model~Meddiset al., 1990!. The stimulus gain was
adjusted such that the rate-intensity curves for simulated
high spontaneous rate fibers are similar to those recorded in
cat ~Sachs and Abbas, 1974!. A model SPL ~mSPL! was
defined to correspond to sound level in SPL. With tone
bursts presented over a 80-dB range, the simulated auditory-
nerve fiber spiketrains exhibits reasonable PSTHs and rate-
intensity functions~Fig. 3!. The stimulus files have a resolu-
tion of 22 254 samples/s.

C. Simulations and data analysis

Simulations were run to facilitate comparison with pub-
lished experimental results from octopus cells and onset
units. The synthesized stimuli represent current injections,
tone bursts at CF~duration: 30 ms; repeated every 50 ms!,
nerve shocks, amplitude-modulated~AM ! tones~duration: 60
ms; carrier frequency: CF; depth: 1.0; variable modulation
frequencies!, frequency-modulated~FM! tones ~duration:
167 ms; linear frequency sweep from 0 to 5 kHz or re-
versed!, and pseudo-random white noise~bandwidth from dc
to 10 kHz!.

The computed responses were analyzed in terms of so-
matic potential, PSTH response pattern, first-spike latency
~FSL!, and sustained spike rate. Sustained depolarization was
visually estimated as the average depolarization from the
resting potential~reported to the nearest65 mV! from 10 to
30 ms after stimulus onset with spikes ignored. Fourier-

based or averaging algorithms were not used because they
would be biased by spike activity. Also, this more qualitative
assessment was found sufficient for the present analysis.
Spikes were discriminated from the somatic potential with
15-ms resolution using a fixed amplitude threshold set at
235 mV except where otherwise noted. The threshold level
was established by running the model interactively and find-
ing the minimum threshold required to detect the small am-
plitude spikes and exclude subthreshold somatic potential
fluctuations. During this process, spikes were unequivocally
identified through monitoring active-channel conductances.
With the fixed threshold, there may be a small number of
spike detection errors, but these do not significantly affect
the spike statistics. PSTHs were binned at 250ms and con-
structed from 100 presentations of the stimulus. The FSL
was calculated as the mean and standard deviation of the
latency of the first spike, if it occurred, within 0.5 to 5 ms of
stimulus onset for each presentation of the stimuli and was
calculated using 15-ms resolution. The sustained rate was
defined as the average firing rate from 10 to 30 ms after
stimulus onset. For AM tone bursts, synchronization to the
stimulus envelope was calculated as the vector strength
~Goldberg and Brown, 1969! of the period histogram relative
to the modulation period between 20- and 60-ms poststimu-
lus onset. The spike analysis program was written inMath-
ematica~Wolfram, 1991! and C11.

II. RESULTS

During the model development process, selected param-
eters were adjusted within their biologically plausible range
in order to achieve good similarity to experimental data. The
verification process involved selecting one set of model pa-
rameters~described in Sec. I and the Appendix! and compar-
ing simulated responses against responses of identified octo-
pus cells for a diverse range of input conditions.

Simulated current injections verified that the model’s
subthreshold properties and spiking properties are consistent

FIG. 3. Responses of the auditory periphery model to a 2.8-kHz, 30-ms tone burst presented 250 times at selected sound levels.~A! PSTH for a high
spontaneous rate~HSR! fiber with CF52.8 kHz, level540 dB mSPL~B! PSTH for HSR fiber with CF52.0 kHz, level540 dB mSPL. Peak rate-intensity
functions~C! and average rate-intensity functions~D! for a HSR fiber~solid! and a medium spontaneous rate fiber~dashed!, each with CF52.8 kHz.
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with many of the octopus cell responses that have been ob-
served in current-clamp experiments~Feng et al., 1994;
Goldinget al., 1995!. Hyperpolarizing current pulses and de-
polarizing current pulses less than 6 nA evoke a quasilinear
change in the somatic potential due to the passive membrane
leakage conductance and largely inactivated sodium and po-
tassium active conductances@Fig. 4~A! and 4~B!#. Depolar-
izing pulses of 6 nA or greater elicit a single spike at the
pulse onset followed by sustained depolarization. Regular
spiking was not observed even at the highest depolarizing
current levels tested. The spike duration is approximately 0.7
ms and the spike amplitude is about 40 mV above the resting
potential of265 mV. Rin for the model can be estimated
from the slope of the linear part of the I-V curve@Fig. 4~B!#
and is found to be about 3.5 MV, which is within the range
reported for octopus cells~Golding et al., 1995!. This esti-
mated value ofRin is also consistent with the theoretical

value ofRin calculated from passive membrane parameters
~see Appendix!. The model’s I-V curve for depolarizing cur-
rent pulses up to 1 nA@Fig. 4~B!, inset# can be compared to
that of one octopus cell@Fig. 4~C! open circles#. While these
curves do not closely match, the relevant point for this study
is that the model’sRin falls between that of this particular
cell and the reported maximum of 10 MV for a set of 34
octopus cells~Goldinget al., 1995!.

The model synchronizes to simulated 250-Hz shocks of
the auditory nerve in a manner comparable to that reported
for octopus cells@Fig. 5; compare to Fig. 1~F!# ~Golding
et al., 1995!. Additionally, synchronization remains up to
shock rates of 750 Hz, which is consistent with experimental
recordings~Golding et al., 1995!. The model’s spikes are
slightly larger and more variable than those recorded from
the one octopus cell that Goldinget al. ~1995! report, but in
this study, these discrepancies are secondary to the more
favorable timing comparison. The synchronization of the
model over a wide range of shock rates indicates that the
model’s passive membrane properties, active-channel con-
ductances, and synaptic strengths interact in a manner that
provides responses consistent with octopus cells. An audi-
tory nerve shock was simulated by providing exactly coinci-
dent spikes across all of the auditory-nerve fibers at the
specified shock rate. The peaks in somatic potential were
verified to be spikes through examination of the active chan-
nel activation and inactivation parameters.

At a stimulus level of 20-dB mSPL, the onset response
is well represented with precisely timed spikes at the stimu-
lus onset and a low sustained rate@Fig. 6~A!#. At a stimulus
level of 40 dB mSPL, the FSL decreases and becomes more
precise, and the sustained rate increases slightly, which re-
sults in a PSTH that is similar to that of a typicalOL unit
recorded in the PVCN@Fig. 6~B!, compare to Fig. 1~A!#;
thus, the model may be characterized as anOL unit. At a
level of 60 dB mSPL, the FSL becomes more precise, the
peak rate increases, and the sustained rate decreases in com-
parison to the response at 40 dB mSPL@Fig. 6~C!#. At all
three stimulus levels, the somatic potential exhibits sustained
depolarization during the stimulus with subthreshold fluctua-
tions and occasional spiking@Fig. 6~D!–~F!#.

The model’s response area@Fig. 7~A!# exhibits the broad
frequency selectivity similar to that observed for one octopus

FIG. 4. Responses of the model to simulated current injections.~A! Somatic
potential changes to 10 ms hyperpolarizing and depolarizing current steps at
2, 4, 6, 8, and 10 nA.~B! I-V curve constructed from the steady-state
somatic potential; Inset: responses to depolarizing currents less than 1 nA.
~C! V-I curve of an octopus cell in physiological solution~circles!; reprinted
with permission from Golding~1995!.

FIG. 5. Somatic potential variations of the model in response to simulated
strong shocks of the auditory nerve at a rate of 250 Hz.
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cell and several onset units@see, e.g., Fig. 1~C!# ~Rhode
et al., 1983; Rhode and Smith, 1986!. The response area was
constructed from isointensity functions in response to ten
tone bursts ranging from 500 Hz to 8 kHz at four stimulus
levels. From responses to tone bursts at 0 dB mSPL, the CF
of the model is estimated at 2.8 kHz. At 40 dB mSPL, the
frequency selectivity is broader with approximately equal
rate increases to stimuli ranging over one octave from 2 to 4
kHz. At 60 and 80 dB mSPL, the frequency selectivity con-
tinues to broaden, combined with relatively large response
increases below 1 kHz due to entrainment by phase-locked
auditory-nerve fiber inputs. The slightly elevated response at
4 kHz at the highest stimulus level is the result of an offset
response of auditory-nerve fibers responding to the high lev-
els of spectral blurring in the stimulus. The model has a
sloping rate-level function with a dynamic range greater than
60 dB @Fig. 7~B!#, which is somewhat higher than the aver-
age dynamic range of 26 dB forOL units ~Rhode and Smith,
1986!.

The model’s ability to simulate onset unit responses us-
ing stimuli other than tone bursts at CF was also investi-
gated. The model strongly synchronizes~vector strength
50.74! to the stimulus envelope of an amplitude-modulated
~AM ! tone with modulation frequency of 125 Hz@Fig. 8~A!#.
The somatic potential during one stimulus trial exhibits
cycles of depolarization with spikes on the rising edge that

FIG. 6. Computed responses to CF tone bursts at three stimulus levels.~A!–~C!: PSTHs using 100 stimulus trials.~D–F!: somatic potentials for one stimulus
trial. ~A! FSL53.460.8 ms, peak rate5560 spikes/s, sustained rate533 spikes/s.~B! FSL52.360.3 ms, peak rate51450 spikes/s, sustained rate542 spikes/s.
~C! FSL51.7360.17 ms, peak rate52200 spikes/s, sustained rate537 spikes/s. ~D! sustained depolarization515 mV. @~E! and ~F!# sustained
depolarization520 mV. In ~A!–~C!, the horizontal line indicates the upper 95% confidence interval for a Poisson process with the same average rate. In
~D!–~F!, the horizontal line at235 mV indicates the spike discrimination threshold.

FIG. 7. ~A! Response area~isointensity contours! of the model obtained
using 30-ms tone bursts at four stimulus levels~0, 20, 40, and 60 dB mSPL!
with 30 stimulus trials.~B! Rate-level function of the model using 2.8 kHz
~CF! tone bursts.
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are synchronized to the stimulus envelope@Fig. 8~B!#. Simu-
lations using AM tones with higher modulation frequencies
result in much lower than expected vector strengths because
the octopus cell model receives inadequate inputs due to in-
sufficient synchronization in the auditory periphery model.

The model responds weakly to frequency-modulated
~FM! tone bursts, although there is a small increase in the
tendency to fire when the stimulus frequency is near the CF
of 2.8 kHz @Fig. 8~C! and ~D!#. While the peak firing rates
for frequency sweeps in either direction are slightly above
those expected for a Poisson process with the same average
rate, they are well below the peak rates of 600 spikes/s or
greater for other stimuli. However, it should be noted that the
FM stimuli were presented continuously without a silent pe-
riod; the inclusion of an intervening silent period elicits an
onset response in addition to the responses that are shown.

The model exhibits an onset response to short-duration
bursts of broadband noise presented at an intermediate
stimulus level of 40 dB/Hz1/2 @Fig. 9~A!#. Compared to CF
tone-burst responses, the somatic potential exhibits a similar
onset spike, but has a slightly larger sustained depolarization
than that observed for CF tone bursts at the same level@Fig.
9~B!#. At a noise level of 20 dB/Hz1/2, the onset response is
greatly reduced, but the sustained rate is similar to the re-
sponse at 40 dB@Fig. 9~C!#. At a noise level of
60 dB/Hz1/2, the onset response is similar to that at 40 dB,
with a slightly elevated sustained rate@Fig. 9~D!#.

While octopus cells have been associated with bothOL

andOI units, many of the model’s responses described thus
far are largely consistent withOL responses. By increasing
only the number of excitatory inputs, a reasonable variation
because this parameter has not been precisely estimated, the

FIG. 8. Computed responses to AM and FM tone bursts.~A! PSTH to a 60-ms AM tone~40 dB mSPL, carrier frequency5CF; modulation frequency5125
Hz, modulation depth51!. Vector strength50.74. ~B! Somatic potential during one stimulus trial of simulation inA. ~C! PSTH to a 167-ms FM tone
~high-to-low linear frequency sweep: 5 to 0 kHz!. ~D! PSTH to reversed stimulus fromC: ~low-to-high linear frequency sweep: 0 to 5 kHz!. The instantaneous
frequency for both FM stimuli is shown on the axis between theC andD. Both FM stimuli were presented at 40 dB mSPL.

FIG. 9. Computed responses to noise bursts.~A! PSTH to 40 dB/Hz1/2 noise: FSL52.760.4, sustained rate559 spikes/s.~B! Somatic potential to one stimulus
trial: spike amplitude520 mV, sustained depolarization525 mV ~40 dB/Hz1/2 noise!. ~C! PSTH to 20 dB/Hz1/2 noise: FSL53.361.4, sustained rate558
spikes/s.~D! PSTH to 60 dB/Hz1/2 noise: FSL52.060.17, sustained rate567 spikes/s. The stimulus was uniformly distributed pseudorandom white noise with
60-ms duration presented with 30-ms silent periods.
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model’s responses becomes more consistent withOI re-
sponses. The number of inputs were increased not by adding
additional synaptic conductances, but rather by increasing
the instantaneous spike rate~probability! of the 15 existing
synaptic conductances: Specifically, representing 120 inputs
rather than 60 inputs required multiplying the original input
spike rates by an additional factor of two. In the first set of
simulations, the peak synaptic conductance for each input
was reduced by one-half when the rate of each input was
doubled such that, on average, the total synaptic conductance
remained constant. The resulting response to a CF tone burst
presented at 40 dB mSPL exhibits moreOI characteristics
than the model with 60 inputs: the onset peak increases and
becomes less variable with a lower sustained rate@Fig.
10~A!#. The somatic potential exhibits sustained depolariza-
tion of 20 mV with small subthreshold amplitude fluctua-
tions @Fig. 10~B!#.

In the second set of simulations, the peak synaptic con-
ductances were not reduced when the input rates were
doubled such that, in this case, the average total synaptic
conductance was also doubled. The CF tone-burst response
again exhibitsOI characteristics with a significant onset peak
and a very low sustained rate@Fig. 10~C!#. The average la-
tency of the first spike decreases by 0.3 ms with a small
increase in standard deviation compared to the original
model having 60 inputs. The somatic potential exhibits a
sustained depolarization of 25 mV@Fig. 10~D!#, which is
larger than that of the original model. In this case, the spike

detection threshold was increased to232 mV ~from 235
mV! to improve spike detection in lieu of the larger sus-
tained depolarization. The rate-level function for this model
configuration exhibits decreased dynamic range and response
saturation at approximately one spike per stimulus trial.

III. DISCUSSION

In this study, a computational model of an octopus cell
was developed using parameters estimated from anatomical
and electrophysiological data. The objective was to simulate
a representative octopus cell in order to better understand the
anatomical and physiological properties that are important,
or at least sufficient, for computing spike-discharge activity
typical of OI andOL units. One of the principal findings is
that a relatively simple model involving a single dendrite, a
lumped, active soma, spike-related active channels, and
many small excitatory inputs is able to account for many, but
not all, of the major response properties attributed to octopus
cells/onset units that have been reported in separate experi-
mental studies. Specifically, the model exhibits a reasonable
first-spike latency, which is one of the defining properties of
onset units. At a second level of comparison, the frequency
selectivity is representative ofOI units, but too broad for
typical OL units. The dynamic range is larger than bothOI

andOL units. Synchrony to AM tones compares well to both
OI andOL units, within the limits of the auditory periphery
model. The FM sweep preference compares toOL units, but

FIG. 10. Effects of increasing the number of represented independent inputs from 60 to 120. Synaptic conductance densities were either decreased by one-half
@~A! and~B!# or unchanged@~C! and~D!#. ~A! PSTH: FSL52.460.2; sustained rate58 spikes/s.~B! Somatic potential: sustained depolarization520 mV. ~C!
PSTH:FSL52.060.4; sustained rate56 spikes/s.~D! Somatic potential: sustained depolarization525 mV. The spike discrimination threshold was increased
to 232 mV to compensate for the larger sustained depolarization.~E! Rate-level function for the model in~C! and~D!. Stimulus was CF tone burst at 40 dB
mSPL.
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notOI units. The response to wideband noise stimuli is con-
sistent for bothOI andOL units. Increasing the number of
~represented! independent inputs causes many response
properties to become more similar to that ofOI units. We
assert that rather than invalidating the model, the specific
discrepancies between the model and experimental data
serve to highlight areas that require additional investigation.
This is a desired outcome of any investigative modeling
study.

Developing the model was an iterative process, with its
eventual form resulting from a compromise among some-
times contradictory data, interdependent parameters and
qualitative parameter estimation. The model structure was
established by abstracting anatomical features of octopus
cells ~e.g., cell size; distribution, number, and type of synap-
tic inputs!. Rm and active channel parameters~rate constants
and densities! were set such that the effects of current injec-
tion on the computed somatic potential were similar to intra-
cellular recordings from octopus cells, for bothin situ ~Feng
et al., 1994! and brain-slice preparations~Golding et al.,
1995!. Synaptic conductance densities were set such that
computed somatic potentials and spike-discharge properties
for simulated nerve shocks and CF tone bursts were similar
to corresponding experimental observations~Golding et al.,
1995; Rhodeet al., 1983!. In combining data from several
species, an implicit assumption was made that the various
observations related more to common features of a general-
ized octopus cell, rather than to unique features of octopus
cells in a particular species. The compartmental modeling
approach to mathematically representing these parameters is
arguably the most accurate and plausible approach available,
although the equations comprising the model do not reflect
all of the known details of octopus cells.

Verification of the model rested on comparing computed
responses to physiological responses of the few identified
octopus that have been extensively characterized by Rhode
et al. ~1983!, Golding et al. ~1995!, and Fenget al. ~1994!.
Since there is inherent variability among these experimental
descriptions due to the limited cell population, different ex-
perimental procedures, different species, and intrinsic varia-
tions among individual octopus cells, the model was evalu-
ated in terms of whether the simulated average sustained
somatic depolarization, peak and sustained firing rates and
distributions of first-spike latencies were within biologically
plausible ranges and whether they demonstrated appropriate
response trends.

In current-clamp experiments, the model’s sustained de-
polarization compares well to one of the octopus cells re-
ported by Fenget al. ~1994! at subthreshold and slightly su-
prathreshold current levels, although at much higher current
levels, the model exhibits less sustained depolarization than
the cell@compare Fig. 4~A! with Fig. 1~E!#. A simulated CF
tone burst at 40 dB mSPL corresponds to the typical stimulus
used to characterize onset units. For this stimulus, the mod-
el’s peak rate is 2200 spike/s and the sustained rate is 37
spikes/s, yielding a peak-to-sustained ratio of 59, which is in
the middle of the range of 10–100 found for bothOI and
OL units ~Rhode and Smith, 1986!, and which qualitatively
compares well with the CF tone-burst response of the iden-

tified octopus cell~responding as anOL unit! reported by
Rhodeet al. ~1983!. Because there are so few identified and
characterized octopus cells, values for the distribution of
first-spike latency were taken from pooled responses ofOI

and OL units recorded in PVCN. The experimental data
show that CF tone bursts presented at moderate sound levels
elicit first-spike latencies between 2 and 4 ms, with standard
deviations of 0.1–0.3 ms~Rhode and Smith, 1986; Winter
and Palmer, 1995!. The latency tends to decrease with in-
creased sound level~Winter and Palmer, 1995!. For a com-
parable moderate-level stimulus, the model’s mean first-
spike latency is 2.360.3 ms and it decreases with higher
stimulus levels.

The ability of the octopus cell model to synchronize to
AM tones compares favorably to the synchronization ofOI

and OL units within the limits of the auditory periphery
model. The vector strength for the modeled response to a
moderate-level AM tone with modulation frequency of 125
Hz is 0.73, which is consistent with the experimental data.
The degree of AM synchronization is less than expected at
higher modulation frequencies because the auditory periph-
ery model has insufficient synchrony at the higher frequen-
cies. In general, the auditory periphery model is less accurate
for nontonal stimuli because, in part, it does not account for
cochlear nonlinear frequency interactions and intensity re-
lated changes in peripheral filtering.OI andOL units typi-
cally synchronize to AM tones better than their auditory
nerve inputs~Rhode and Greenberg, 1994; Frisinaet al.,
1990!. Using AM tones with carrier frequency set to the
unit’s CF, Rhodeet al. ~1994! reported a tendency of
high-CFOL units to exhibit low-pass or bandpass temporal
modulation transfer functions~MTFs!. The average cutoff
frequency of the MTFs was 1100 Hz and the average maxi-
mum vector strength was 0.6760.12. The synchronization to
AM tones was found to be largely insensitive to stimulus
level. Frisinaet al. ~1990! also reportedOL units to synchro-
nize strongly to AM tones, although these units were most
likely VCN multipolar stellate cells rather than octopus cells.
Direct comparison of modeled and experimental AM re-
sponses forOI units is not possible because of the paucity of
experimental data for these units.

The tendency to respond to FM sweeps in one direction
preferentially has been described in responses of some, but
not all onset units~Godfreyet al., 1975; Rhode and Smith,
1986!. Rhode and Smith~1986! reported thatOI units have
the highest sweep preference, followed byOI units with
spontaneous rates less than 2 spikes/s.OL units with higher
spontaneous rates have little direction preference. The model
does not exhibit a significant directional dependence al-
though there is a slight increase in average firing rate at times
when the stimulus’ instantaneous frequency nears the CF of
the model. This modeled response is more consistent with
OL units thanOI units.

Winter and Palmer~1995! found wideband noise and
two-tone stimuli to generally facilitate responses of onset
units. Modeled responses to simulated wideband noise bursts
are generally consistent with these data. The sustained rate in
response to a 40-dB/Hz1/2 noise burst is 17 spikes/s~40%!
higher than the sustained rate in response to a 40 dB mSPL
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CF tone burst. The average first-spike latency also increases
by 0.4 ms and is slightly more variable. Simulations using
two-tone stimuli were not part of the present study.

While the argument that the model represents a set of
sufficient, although perhaps not essential, parameters of oc-
topus cells is strengthened by this robustness in simulating
responses of onset units, the argument is tempered by the
assumptions and simplifications of the model. Some of the
simplifications are straightforward with easily measurable ef-
fects. For example, simplifying the input structure and re-
moving the axon reduces the mean first-spike latency by 0.8
ms ~25%! and the standard deviation by less than 10% com-
pared to the more detailed model~Levy, 1996!. As a second
example, synaptic conductances, which include voltage-
sensitive potassium channels that contribute to the fast syn-
aptic potentials of octopus cells~Golding et al., 1995!, are
described by a simple alpha-function with a 0.5-ms rise time
~see Appendix!.

However, other simplifications are more complex. Not
implementing the axon of the representative octopus cell and
placing the active channels directly on a soma compartment
requires scalingḡNa and ḡK by 1.7 because of the increased
leakage conductance associated with the larger compartment.
Additionally, the absolute values of these parameters are dif-
ficult to estimate because no direct experimental measures
have been made. Setting these parameters to fit intracellu-
larly recorded spike amplitudes and durations is problematic
because of possible membrane damage by the electrode.

Feng et al. ~1994! suggested that ‘‘membrane proper-
ties,’’ presumably including inward rectifier channels~Gold-
ing et al., 1995!, may play a critical role in the onset re-
sponse. However, the present model cannot be used to
investigate functional effects of inward rectifier channels be-
cause they are not explicitly represented. These channels ac-
tivate under hyperpolarization and contribute to the cell’s
smallRin in this membrane state. Since the model does not
include inhibitory inputs and there is very little hyperpolar-
ization following a spike, the simulations~with the exception
of hyperpolarizing current injections! do not involve condi-
tions in which these channels would be activated. Beyond
this issue, the modeled onset responses do suggest that both
OL andOI responses can be generated by a cell with a rela-
tively simple membrane that has only passive synaptic con-
ductances and spike-related active conductances. While these
simulations do not rule out the possibility thatOI andOL

units may correspond to octopus cells with different types of
channels, or even to different cell types, they do offer an
alternative explanation: Onset response variations may be the
result of morphological or synaptic input variations within a
population of otherwise similar octopus cells.

As a specific example, the model was used to investigate
the effects of increasing the number of independent excita-
tory inputs. IfOI andOL responses represent two extremes
of an underlying response continuum involving the same
morphological cell type~Rhode and Smith, 1986!, then the
number of inputs to a cell may be a factor in establishing that
cell’s position in the continuum. While several investigators
have described the averaging of many weakly effective,
near-coincident synaptic inputs as a contributing factor to the

onset response of octopus cells~Rhode and Smith, 1986;
Kim et al., 1986; Goldinget al., 1995!, there are few esti-
mates of the numbers of inputs to these cells@see, e.g., Liber-
man ~1993!# and these estimates are not precise.

Within the constraints of the model, the modeled re-
sponses indicate that increasing the number of inputs trans-
forms anOL unit to anOI unit in terms of a smaller sus-
tained rate and greater first-spike precision. This response
change occurs both with and without compensatory adjust-
ments in synaptic conductance density. In addition, the
changes in the PSTH patterns fromOL to OI are accompa-
nied by changes in the dynamic range of the model that are
also consistent with experimental findings. The response
saturation of the model with 120 inputs simply reflects the
model’s inability to discharge more than once~on average!
per stimulus trial.

In conclusion, this study contributes to the investigation
of neuronal mechanisms underlying unit responses in the
VCN and the functional implications of these responses on
auditory processing. The relatively simple octopus cell
model described here quantitatively predicts reasonable oc-
topus cell/onset unit responses to typical experimental
stimuli. While this study focused on describing the model’s
plausibility and accuracy, additional studies focus on the un-
derlying response mechanisms~Kipke and Levy, 1997!.
More generally, computational models of this type promise
to help bridge the chasms among electrophysiological and
morphological observations, single-unit responses, and the
complex, dynamic network-level neural computations that
comprise auditory processing in the brain stem.
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APPENDIX

Table AI lists the model parameters. The following
membrane equations describe the compartmental model so-
lutions to the two-dimensional cable equations written for
each section of the model. The membrane potential for den-
drite compartmentj ( j 5 1,...,15),Vdj(t), is

cm
dVdj
dt

52gL~Vdj2Er !2gsyn~ t !~Vdj2Esyn!

1
1

r a
~Vd~ j11!2Vdj!2

1

r a
~Vdj2Vd~ j21!!.

~A1!

The potential of the passive somatic compartmentVs1(t) is
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cm
dVs1
dt

52gL~Vs12Er !

2H ~Vs12Esyn!(
j51

4

gsyn~ t !
~ j !J

1
1

r a
~Vs22Vs1!2

1

r a
~Vs12Vd1!. ~A2!

The potential of the active somatic compartmentVs2(t) is

cm
dVs2
dt

52gL~Vs22Er !2gNa~ t !~Vs22ENa!2gK~ t !

3~Vs22EK!2
1

r a
~Vs22Vs1!. ~A3!

Vs2(t) is the variable described as the ‘‘somatic potential’’ in
the text and figures.

1. Voltage-dependent conductances (active channels)

Sodium:

gNa~Vm ,t !5AcḡNam
3h,

with

dm/dt5am~12m!2bmm,

am~Vm!5
20.64~Vm2Er213!

e2~Vm2Er213!/421
,

bm~Vm!5
0.56~Vm2Er240!

e~Vm2Er240!/521
,

dh/dt5ah~12h!2bhh,

ah~Vm!50.256e2~Vm2Er217!/18,

bh~Vm!5
8.0

e2~Vm2Er240!/511
,

Potassium:

gK~Vm ,t !5AcḡKn
4,

with

dn/dt5an~12n!2bnn,

an~Vm!5
20.064~Vm2Er215!

e2~Vm2Er215!/521
,

bn~Vm!51.0e2~Vm2Er210!/40.

Time is specified in milliseconds,Ac is the membrane sur-
face area of the compartment (cm2) andVm is the compart-
ment membrane potential~mV!. The rate equations for the
activation and inactivation parameters are based on a previ-
ous modeling study which simulated hippocampal responses
recorded at 37 °C~Traub, 1982!, with slight modifications to
better match available octopus cell data.

2. Synaptic conductance

With one input spike att 5 0, the synaptic conductance
varies as ana function,

gsyn~ t !5Acḡsyn
t/tpe2t/tp,

whereḡsyn is the maximum conductance density for either a
soma or dendrite compartment, andtp is the time to peak.
This is implemented as the second-order differential equation

gsyn9 ~ t !1
2gsyn8

tp
1
gsyn
tp
2 5

e

tp
s~ t !,

wheres(t) is the input spiketrain,

s~ t !5d~ t2tn!,

with tn , n 5 1,...,N representing the times of theN spikes of
the input auditory-nerve fiber.
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Sensitivity of the cochlear nucleus octopus cell to synaptic
and membrane properties: A modeling study
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Octopus cells of the posteroventral cochlear nucleus precisely fire at the onset of short-duration tone
bursts, followed by little sustained activity. While this characteristic onset response has been
described in experimental studies, its underlying mechanisms are not completely known. The
objective of this study was to investigate these mechanisms through a sensitivity analysis of selected
parameters of a compartmental model of the octopus cell. The parameters relate to cell morphology,
passive electrical properties, synaptic inputs, and active channels. The modeled responses were used
to evaluate the effects of four postulated mechanisms on the onset response: the cell’s small
membrane time constant, the cell’s numerous weakly effective excitatory inputs, increases in spike
threshold caused by sustained depolarization, and electrical loading of the soma by the dendrites.
Simulations indicate that the model’s onset response to tone bursts is an emergent property of
multiple cell parameters that is best predicted by the ratio of synaptic conductance density to
membrane leakage conductance density and by the level of sustained depolarization during the tone
burst. © 1997 Acoustical Society of America.@S0001-4966~97!00907-7#

PACS numbers: 43.64.Bt, 43.64.Qh@RDF#

INTRODUCTION

Octopus cells comprise one of the principal cell types in
the posteroventral cochlear nucleus~PVCN!. Each octopus
cell receives afferent inputs from numerous auditory-nerve
fibers that form excitatory synapses on its soma and its few
short, relatively large dendrites~Osen, 1969; Kane, 1973;
Rhodeet al., 1983!. The dendrites extend along the tonotopic
axis resulting, in part, in broad frequency selectivity. Octo-
pus cells have been associated with either anOI response
~Godfreyet al., 1975; Rouiller and Ryugo, 1984; Fenget al.,
1994! or an OL response~Godfrey et al., 1975; Ritz and
Brownell, 1982; Rhodeet al., 1983; Smithet al., 1993!. The
OI response consists of one or two precisely timed spikes
following the onset of the tone burst and no spikes during the
duration of the stimulus. TheOL response consists of pre-
cisely timed onset spikes with sustained activity throughout
the duration of the stimulus at rates up to 200 spikes/s~God-
frey et al., 1975; Rhode and Smith, 1986!. The tendency of
these cells to respond at the onset of tone bursts suggests that
octopus cells trade spectral resolution for temporal precision
~Golding et al., 1995! and that they may contribute to the
encoding of temporal information, such as fundamental fre-
quency~Kim et al., 1986!.

Various mechanisms of the octopus cells’ onset response
have been suggested. Based on observations of GABAergic
terminals on octopus cells~Saint Marieet al., 1989! and en-
hanced responses in PVCN onset units to GABA antagonists
~Palombi and Caspary, 1992!, inhibitory inputs have been
suggested as a mechanism of reducing the sustained activity
of octopus cells~Palombi and Caspary, 1992!. However, in-
hibitory responses have not been observed in intracellular
recordings of octopus cells~Goldinget al., 1995; Fenget al.,

1994!. Separate from inhibitory effects, three mechanisms
have been suggested to play a role in the onset response,
including ~1! a brief synaptic integration time that requires
near coincidence of inputs for spiking~Goldinget al., 1995!,
~2! many weakly effective excitatory inputs that must tem-
porally and spatially summate to be effective~Rhode and
Smith, 1986; Goldinget al., 1995!, and~3! increases in spike
threshold related to increased depolarization~Ritz and
Brownell, 1982; Fenget al., 1994!. In addition, previous
modeling studies have shown that the electrical loading of
the soma by dendrites can affect the measured membrane
time constant~Rall, 1967!, as well as the sustained firing rate
~Baer and Tier, 1986!.

In a previous study~Levy and Kipke, 1997!, a biologi-
cally plausible computational model of a representative oc-
tupus cell was developed and verified as accurately simulat-
ing the types of responses that have been associated with
octopus cells. This compartmental model has parameters
based on many of the known morphological and physiologi-
cal features of these cells, including excitatory synaptic in-
puts from simulated auditory-nerve fibers distributed on the
dendrites and soma. The accuracy and robustness of the
model was established by comparing computed responses
with physiological responses for a wide range of stimuli,
including current injections, characteristic frequency~CF!
tone bursts, amplitude modulated tone bursts, frequency
modulated tone bursts, and wideband noise. It was demon-
strated that increasing the number of independent inputs
from 60 to 120 resulted in the response changing fromOL to
OI . While this parameter variation is reasonable for octopus
cells, it certainly is not a unique way of transforming the
model to account for bothOI andOL responses. The effects
of additional model parameters should be investigated.

The objective of this study was to use the previously
verified octopus cell model~Levy and Kipke, 1997! to inves-a!Electronic mail: kipke@asu.edu
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tigate the mechanisms of the model’s onset responses. The
approach was to conduct a sensitivity analysis of model pa-
rameters to relate response variations to changes in summary
parameters that correspond to the postulated mechanisms.
This study provides increased insight into the mechanisms of
the onset response. Additionally, this study suggests relation-
ships between presumably normal variations in octopus cell
properties and variations in onset responses, and it demon-
strates the robustness of the model for simulating onset re-
sponses.

I. METHODS

A. Octopus cell model

The octopus cell model is fully described in a previous
paper~Levy and Kipke, 1997! and will only be summarized
in this section. The compartmental model represents a typical
octopus cell having four 73150-mm cylindrical dendrites
and a 25325-mm cylindrical lumped soma. The cell is speci-
fied to have dendritic and somatic synaptic inputs from 60
independent auditory-nerve fibers ranging in CF from 4 to
1.4 kHz, although these inputs are lumped and simplified in
the model. The 56 dendritic inputs of the representative oc-
topus cell are represented with 14 independent, time-varying
synaptic conductances distributed uniformly on the equiva-
lent dendrite~one conductance in each of 14 dendrite com-
partments!, each with a peak density of 1.2 mS/cm2 and a
rise-time of 0.5 ms. The spike rate~probability! of the
auditory-nerve input driving each conductance is increased
by a factor of 4 and its refractory period is reduced by a
factor of 4 ~to 0.19 ms!, relative to the outputs of the audi-
tory periphery model. This input scaling scheme was found
to accurately represent the 56 inputs and is addressed in a
previous paper~Levy and Kipke, 1997!. The passive soma
compartment receives four independent synaptic conduc-
tances, each with a peak density of 0.3 mS/cm2. The synap-
tic transmission delay is represented by a constant 0.5 delay
between the input spike and the onset of the postsynaptic
conductance change.

This model constitutes the ‘‘reference model’’ as de-
scribed below. It has a characteristic frequency~CF! of 2.8
kHz and its responses are consistent with anOL unit for CF
tone bursts, current injections, nerve shocks amplitude-
modulated tone bursts, and noise stimuli~Levy and Kipke,
1997!. The model parameters most relevant to the results of
this paper are listed in Table I, while the full mathematical
description of the octopus cell model is provided in the com-
panion paper~Levy and Kipke, 1997!.

The model was implemented using the GENESIS neu-
rosimulator ~Bower and Beeman, 1995! running on a Sun
Sparc 20 workstation~Sun Microsystems, Inc.!. It is deter-
ministic except for the pseudo-random spike generators. The
simulations that involve the same number of independent
inputs and stimulus use identical input spiketrains, i.e., these
simulations share the set of auditory-nerve spike probabili-
ties and random number seed for the spike generators.

B. Auditory periphery model

Since auditory-nerve fibers provide synaptic inputs to
octopus cells, a separate model of the auditory periphery is
used to transform the digital stimuli to simulated spike activ-
ity in the auditory nerve. For this study, this model has seven
channels, with each channel consisting of a peripheral band-
pass ~gammatone! filter ~Holdsworth et al., 1988! driving
two nonlinear processes representing neural transduction
~Meddis, 1986, 1988; Meddiset al., 1990! for medium spon-
taneous rate~15 spikes/s! and high spontaneous rate~64
spikes/s! auditory-nerve fibers. The output of each channel is
a numerical sequence representing the average spike prob-
ability of an auditory-nerve fiber having a CF equal to the
center frequency of the peripheral filter.

C. Simulations and data analysis

The modeled responses were analyzed in terms of sus-
tained somatic depolarization, first-spike latency~FSL!, peak
firing rate, and sustained firing rate. The sustained depolar-
ization ~SD! was estimated visually as the average depolar-
ization from the resting potential~reported to the nearest65
mV! from 10 to 30 ms after stimulus onset with spikes ig-
nored. Spikes were discriminated from the somatic potential
with 15-ms resolution using a fixed amplitude threshold set at
235 mV. PSTHs were binned at 250ms and were con-
structed from 100 presentations of the stimulus. The peak
firing rate corresponded to the onset peak of the PSTH~a
spike in the same bin for all trials corresponds to a peak rate
of 4 000 spikes/s!. The sustained rate was defined as the
average rate over the interval from 10 to 30 ms after stimulus
onset. The FSL was defined as the mean and standard devia-
tion of the latency of the first spike within 0.5–5 ms of
stimulus onset for each presentation of the tone bursts, and
was calculated using 15-ms resolution.

The parameters selected for sensitivity analysis relate to
cell morphology, passive electrical properties, synaptic in-

TABLE I. Model parameters.

Description Symbol Value

Specific membrane capacitance Cm 1mF/cm2

Specific membrane resistance Rm 0.5 kV cm2

Specific axial resistivity Ra 150V cm
Soma diameter ds 25 mm
Soma length l s 25 mm
Equivalent dendrite diameter dd 17.6mm
Equivalent dendrite length l d 237mm
Reversal potential for synaptic
conductance

Eexc 45 mV

Reversal potential for leakage
conductance

EL 265 mV

Synaptic conductance density Gexc 1.2 mS/cm2

Leakage conductance (1/Rm) GL 2 mS/cm2

Potassium maximum conductance
density

ḡK 70 mS/cm2

Sodium maximum conductance density ḡNa 35 mS/cm2

Time constant of excitatory input texc 0.5 ms
Equivalent dendrite characteristic
length

l 383mm

Equivalent dendrite electrotonic length L 0.62
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puts, and active channels, and were varied by a factor of two
above and below the nominal values used for the reference
model. For variations that altered the membrane area, the
maximum synaptic conductance for a compartment was kept
constant by compensating the synaptic density. In addition,
the dendrite length was adjusted to maintain an electrotonic
length of 0.6ld ~keeping each compartment length
0.04ld!. For example, when the dendrite diameter was
halved, the dendrite length was divided by& and the syn-
aptic density was multiplied by 2&. These changes isolated
the effects of the selected parameters by maintaining electro-
tonic equivalence and constant synaptic conductances be-
tween models. Parameter variations representing changes in
the number of synaptic inputs and synaptic density were an
exception. The number of inputs was varied by increasing
input spike probabilities and reducing the synaptic density by
the same amount such that, on average, the total number of
input spikes remained the same. No compensatory changes
were made when synaptic density was varied. All of the
simulations used 30-ms tone bursts~1 ms rise–fall time! re-
peated at 20 Hz at the model’s CF of 2.8 kHz.

To facilitate quantitative comparisons of effects among
the parameter variations, three summary parameters were
calculated from the model’s low-level parameters. The first
two summary parameters:~1! membrane time constant,tm
5RmCm , and ~2! dendritic-to-somatic conductance ratio,
r5gin,d /gin,s5r in,s /r in,d are standard modeling quantities
~Segevet al., 1995!. The third summary parameter, synaptic-
to-leakage conductance density ratio, S/L
5Gexc/GL was defined in this study as a means of succinctly
representing the interaction between the synaptic conduc-
tance density,Gexc, and the specific leakage conductance,
GL51/Rm . In the expression forr, the dendritic input con-
ductance,gin,d , is the inverse of the dendritic input imped-
ance,r in,d5Rm /pldd coth(L) ~Rall, 1989!. The somatic in-
put conductance,gin,s , is the inverse of the somatic input
impedance,r in,s5(4Ral s /pds

2)1(Rm /pdsl s) for a single-
compartment, cylindrical soma.

II. RESULTS

Responses to tone bursts and summary parameters of the
reference octopus cell model and its variants are summarized
in Table II. To facilitate describing the results, an onset re-
sponse ‘‘quality’’ ~ranging fromOI to OL! is defined in
terms of peak rate, FSL, and sustained rate. ‘‘MoreOI ’’
refers to a response having a smaller sustained rate, higher
peak rate, and/or smaller FSL than a reference response.
Likewise, ‘‘moreOL’’ refers to a response with the opposite
trends. The responses resulting from each parameter varia-
tion are compared to the corresponding responses of the ref-
erence model.

A. Responses of the reference model

In response to a CF tone burst at 40 dB mSPL, the
somatic potential and spiking properties of the reference
model were qualitatively similar to typicalOL units and
some octopus cells~Rhodeet al., 1983; Rhode and Smith,
1986; Rouiller and Ryugo, 1984; Godfreyet al., 1975; Win-
ter and Palmer, 1995!. The PSTH exhibits the characteristic

sharp onset peak followed by a low sustained rate that is
characteristic ofOL units @Fig. 1~A!#. The soma remains de-
polarized throughout the stimulus period with small-
amplitude spikes riding on a sustained depolarization@SD
520 mV; Fig. 1~B!#. The values of the summary parameters
represent the reference state of the model;r56, tm
5 0.5 ms,S/L5 0.6.

B. The effects of stimulus level

At 20 dB mSPL, the onset response persists, albeit with
a smaller peak rate and a longer FSL~mean and standard
deviation! @Fig. 2~A!#. At 60 dB mSPL, the peak rate in-
creases and the FSL~mean and standard deviation! decreases
relative to the 40 dB mSPL response@Fig. 2~B!#. At both 20
and 40 dB mSPL, the sustained rate is slightly smaller than
that at 40 dB mSPL. However, the sustained depolarization
is less at 20 dB mSPL than at the two higher stimulus levels
@Fig. 2~C! and ~D!#. The summary parameters~tm , r, and
S/L! do not change with stimulus level.

C. The effects of cell morphology

The effects of cell morphology were investigated by
separately varying the diameters of the dendrite and soma.
Decreasing the dendrite diameter by one-half causes the re-
sponse to become moreOL compared to the reference model.
The PSTH exhibits a slightly smaller peak rate, a smaller
mean FSL and a slightly larger FSL standard deviation@Fig.
3~A!#. The sustained rate increases from 42 to 225 spikes/s.
Doubling the dendrite diameter causes the response to be-
come moreOI with the PSTH containing only an onset peak
and no sustained firing@Fig. 3~B!#. The peak rate decreases
and the mean FSL increases, although the FSL standard de-
viation does not change. The sustained depolarization
~SD520 mV! does not change relative to the reference
model when the dendrite diameter is decreased by one-half,
but it does decrease slightly~s.d.515 mV! when the dendrite
diameter is doubled@Fig. 3~C! and ~D!#.

Changes in dendrite diameter cause significant response
changes which are best summarized in terms ofr andS/L,
because, in this case,tm does not change and SD changes
very little. With the smaller dendrite diameter,S/L increases
and the dendrite loads the soma less~smallerr!, leading to
more of anOL response. With the larger dendrite,S/L de-
creases and the dendritic load on the soma increases~larger
r!, leading to more of anOI response.

In separate simulations, the synaptic conductance den-
sity rather than the total synaptic conductance was held con-
stant as the dendrite diameter was varied. In this case, the
sustained rate is intermediate to the reference model and the
previously described one-half dendrite model, while the sus-
tained depolarization decreases. By keeping the synaptic
conductance density constant, a smaller dendrite diameter
does not effectS/L, but it still decreasesr. These simula-
tions further indicated that bothr andS/L affect the quality
of the onset response.

Variations of the soma diameter~with ḡNa and ḡK held
constant! do not significantly change the FSL, although SD
decreases with both increases and decreases in soma diam-
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eter, and the sustained rate increases when the diameter is
doubled. These parameter variations changer, but do not
changetm andS/L. When the soma diameter is halved, the
dendritic load on the soma increases, which causes lower
sustained depolarization and sustained rate. When the soma
diameter is doubled, the dendritic load on the soma decreases
and the responses change in the opposite direction. In these
simulations, the sodium and potassium conductance densities
were not changed from the reference model, although the
somatic synaptic density was adjusted to maintain the same
somatic synaptic conductance. When the sodium and potas-

sium densities were adjusted to maintain constant total con-
ductances~i.e., doubling them when the soma was halved!,
the response changes are similar to those resulting from
changing the active channel densities without diameter
changes~described below!.

D. The effects of passive membrane parameters

The effects of passive membrane properties were evalu-
ated by separately changingRm , Ra , andCm . WhenRm is
decreased by one-half, the response becomes moreOI com-

TABLE II. Summary of parameter sensitivity. SD: sustained depolarization,r: dendritic-to-somatic conduc-
tance ratio,tm : membrane time constant,S/L: synaptic-to-leakage conductance density ratio.

Parameter
Peak rate
~spikes/s!

Sustained
rate

~spikes/s!
FSL
~ms!

SD
~mV! r

tm
~ms! S/L

Reference model
40 dB mSPL 1440 42 2.360.3 20 6 0.5 0.6

Stimulus intensity
20 dB mSPL 560 33 3.460.8 15 6 0.5 0.6
60 dB mSPL 2200 37 1.760.2 20 6 0.5 0.6

Dendrite diameter
1/2 1200 225 1.560.7 20 2.1 0.5 1.7
2 560 0 3.460.3 15 16.9 0.5 0.2

Soma diameter
1/2 1280 28 2.460.3 15 12 0.5 0.6
2 1200 119 2.360.3 15 3 0.5 0.6

Specific memb. resistivity,Rm

1/2 880 0 3.360.4 10 4.2 0.25 0.4
2 1200 116 1.960.6 25 8.5 1 0.9

Specific memb. capacitance,Cm

1/2 1920 102 2.160.4 15 6 0.25 0.6
2 1800 2 2.760.3 20 6 1 0.6

Specific axial resistivity,Ra

1/2 1240 33 2.460.3 20 8.5 0.5 0.9
2 1320 76 2.360.3 20 4.3 0.5 0.4

Synaptic conduct. density,Gexc

1/2 1160 0 3.760.4 10 6 0.5 0.3
2 1320 215 1.660.6 25 6 0.5 1.2

Number of synaptic inputs
1/2 1080 103 2.360.5 15 6 0.5 1.2
2 2040 8 2.460.2 20 6 0.5 0.3

Inhibition
1560 31 2.660.3 10 6 0.5 0.6

No AN fiber adaptation
560 66 2.460.9 15 6 0.5 0.6

Max. Na21 conduct.,ḡNa
1/2 1240 5 2.660.3 20 6 0.5 0.6
2 1400 223 1.960.6 15 6 0.5 0.6

Max. K1 conduct.,ḡK
1/2 1300 93 2.360.3 20 6 0.5 0.6
2 1160 13 2.460.3 15 6 0.5 0.6

Max. K1 and Na21 conduct.
1/2 1600 9 2.560.3 20 6 0.5 0.6
2 1360 168 2.160.4 15 6 0.5 0.6
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pared to the reference model with the PSTH exhibiting a
smaller peak rate, increased FSL~mean and standard devia-
tion! and no sustained firing@Fig. 4~A!#. When Rm is
doubled, the peak rate again decreases, but is now accompa-
nied by a sharply increased sustained rate and a decreased
mean FSL@Fig. 4~B!#. At the smallerRm , the sustained de-
polarization decreases~SD510 mV!, while at the higher
Rm , the sustained depolarization increases relative to the ref-
erence model@Fig. 4~C! and ~D!#.

Variations inRm cause each of the summary parameters
to change. At one-halfRm , tm , r, and S/L all decrease.
WhenRm is doubled, the summary parameters all increase.
In this case, the larger SD is accompanied by an increase in
sustained firing, which suggests that the spike threshold in-
creases less than the increase in the size of the somatic po-
tential fluctuations produced by the inputs.

Since tm5RmCm , variations inCm further isolate the
effects oftm . DoublingCm results in a decreased sustained
rate and increased mean FSL; decreasingCm by one-half
results in an increased sustained rate and decreased mean
FSL. It is notable that these responses are opposite to those
resulting from changes inRm ~e.g., compare twiceCm and
twiceRm!. Moreover, these responses contradict the hypoth-
esis that a smallertm alone leads to more of anOI response.

Variations inRa further isolate the effects ofS/L. De-
creasingRa by one-half does not significantly change the
onset response, while doublingRa causes the response to
become moreOL . In these simulations,r varies inversely
with Ra , tm does not depend onRa , and S/L varies in-
versely withRa . The relationship betweenS/L andRa re-
sults from how the synaptic conductances were compensated
with changes in the surface area of a dendrite compartment.

E. The effects of synaptic properties

The effects of synaptic properties on the onset response
were evaluated in four ways:~1! changing the synaptic den-
sity, ~2! changing the number of inputs,~3! using constant
input spike probabilities, and~4! adding inhibitory inputs.

Decreasing the synaptic density by one-half causes the
response to become moreOI with a small decrease in peak
rate and no sustained activity. The mean FSL increases by
1.4 ms with a small increase~0.1 ms! in its standard devia-
tion. Doubling the synaptic density makes the response more
OL with a small increase in peak rate and a large increase in
sustained rate. The mean FSL decreases by 0.7 ms with a 0.2
ms increase in standard deviation. In this case, the sustained

FIG. 1. Responses of the reference model to a 40 dB mSPL tone burst at
CF. ~A! PSTH. ~B! Somatic potential. All of the PSTHs shown are con-
structed from 100 stimulus trials. The horizontal line in the somatic potential
trace at235 mV is the spike discrimination threshold~r56, tm 5 0.5 ms,
S/L 5 0.6, SD520mV!.

FIG. 2. Responses of the reference model to stimulus intensity variations.~A! and~C! PSTH and somatic potential to a 20 dB mSPL tone burst; SD515 mV.
~B! and~D! PSTH and somatic potential to a 60 dB mSPL tone burst; SD520 mV ~r56, tm 5 0.5 ms,S/L 5 0.6!.
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depolarization increased to 25 mV as a result of temporal
and spatial summation of larger synaptic potentials.

Changing the number of independent inputs was repre-
sented by changing input rates and synaptic densities. Spe-
cifically, doubling the number of inputs~from 60 to 120! was
implemented by doubling the input rates and halving the
synaptic densities such that, on average, the total number of
input spikes times the conductance in a compartment re-
mained constant. Doubling the number of independent inputs
makes the responses moreOI @Fig. 5~A!#. The mean FSL
does not change appreciably, but the standard deviation de-
creases. The sustained depolarization does not change from
the reference model@Fig. 5~C!#. Halving the number of in-
puts was implemented by halving the input rates and dou-
bling the synaptic densities, resulting in fewer, but stronger
inputs. Decreasing the number of independent inputs by one-

half makes the computed responses moreOL . The PSTH has
a slightly broader peak occurring at the same latency and a
higher sustained rate@Fig. 5~B!#. Sustained depolarization
decreases from that of the reference model, although the syn-
aptic potentials increase in amplitude@Fig. 5~D!#.

The PSTH differences in these four cases are best ex-
plained in terms ofS/L and SD sincetm andr do not change
with any of these parameter variations.S/L and SD varies
directly with synaptic density and inversely to the number of
inputs. A decreasedS/L reflects smaller synaptic potentials
that lead to an increase in the degree of coincidence required
of the inputs to reliably elicit a response, and thus, more of
anOI response. Conversely, a largerS/L leads to moreOL

responses. However, the FSL varied differently depending
on howS/L is changed, either by varying synaptic density,
or by changing the number of inputs. The mean FSL de-

FIG. 3. Effects of dendrite diameter relative to the reference model.~A! and~C! PSTH and somatic potential with dendrite diameter decreased by one-half;
r52.1,tm 5 0.5 ms,S/L 5 1.7, SD520 mV. ~B! and~D! PSTH and somatic potential with dendrite diameter doubled;r516.9,tm 5 0.5 ms,S/L 5 0.2,
SD515 mV.

FIG. 4. Effects of variations in specific membrane resistance,Rm , relative to the reference model.~A! and~C! PSTH and somatic potential withRm decreased
by one-half;r54.2,tm 5 0.25 ms,S/L 5 0.4, SD510mV.~B! and~D!PSTH and somatic potential withRm doubled;r58.5,tm 5 1.0 ms,S/L 5 0.9, SD525
mV.
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creases and the standard deviation increases when the synap-
tic density (Gexc) is doubled because fewer input spikes are
needed to bring the soma to threshold, with no change in the
input rate. When the number of inputs is halved~and synap-
tic densities are doubled!, the FSL becomes more widely
distributed with no change in mean latency because again
fewer input spikes are needed to elicit the first spike, but the
input rate also effectively decreases by one-half.

The effects of auditory-nerve fiber spike rate adaptation
on the onset response were evaluated by removing the nor-
mal adaptation from the auditory-nerve fiber inputs, i.e., by
setting the fiber spike probabilities to a constant value
throughout the stimulus. The onset response becomes more
OL in terms of a decreased peak rate and increased sustained
rate. The mean FSL increases by 0.1 ms with a relatively
large 0.6-ms increase in standard deviation. The sustained
depolarization decreases~SD515 mV!. Removing adapta-
tion from the inputs does not affect the three summary pa-
rameters.

The effects of delayed inhibition were investigated by
adding inhibitory inputs on the distal dendrites. These inputs
were driven by auditory-nerve inputs that were delayed an
additional 0.5 ms relative to the excitatory inputs. The inhibi-
tory inputs lead to more of anOI response in terms of a
larger peak rate and a smaller sustained rate. The mean FSL
increases by 0.3 ms with no change in standard deviation.
The sustained depolarization also decreases~SD510 mV!.
The inhibitory inputs do not effecttm , r, andS/L.

F. The effects of active channel conductances

Changing the densities of the active potassium and so-
dium conductances, both separately and jointly, highlights
active channel effects on the model’s onset response. In these
simulations, the channels’ rate constants were not modified.

DecreasingḡNa by one-half makes the response moreOI with
a slightly larger mean FSL, but with no change in standard
deviation nor sustained depolarization. DoublingḡNa makes
the response moreOL with no appreciable change in peak
rate, but with a larger sustained rate and decreased FSL
~mean and standard deviation!. Variations inḡK do not affect
the onset response to such a large degree. DecreasingḡK by
one-half causes the response to become moreOL , with
slightly elevated sustained firing. Neither the FSL nor SD
changes significantly. DoublingḡK causes the response to
become moreOI , but again, with little change in FSL and
slightly decreased SD.

These results demonstrate that the effects ofḡK and
ḡNa are opposite. However, when these parameters are
changed in concert, the effects ofḡNa dominate the model’s
response. Specifically, when bothḡNa and ḡK are decreased
by one-half, the model becomes moreOI @Fig. 6~A!#, but
with little change in sustained depolarization@Fig. 6~C!#.
When ḡNa and ḡK are doubled, the model becomes more
OL @Fig. 6~B!#. The somatic potential exhibits decreased sus-
tained depolarization@Fig. 6~D!#.

The summary parameters,tm , r, andS/L do not depend
on active channel densities and thus, are not useful for ex-
plaining these results. They can be explained in terms of
changes in spike threshold. IncreasingḡNa leads to a larger
inward sodium current and a concomitant decrease in spike
threshold, the membrane potential at which the total inward
current becomes greater than the outward potassium and
leakage currents. DecreasingḡNa reduces the sodium current,
which increases the threshold and makes spiking less likely.
The effects ofḡK are negligible because the active potassium
conductance is not activated at subthreshold depolarizations.
The small decrease in sustained depolarization whenḡNa
and/orḡK is doubled is probably due to repolarizing current
from more and larger spikes.

FIG. 5. Effects of variations in the number of inputs relative to the reference model.~A! and ~C! PSTH and somatic potential with the number of inputs
doubled;r56, tm 5 0.5 ms,S/L 5 0.3, SD520 mV. ~B! and ~D! PSTH and somatic potential with the number of inputs decreased by one-half;r56, tm
5 0.5 ms,S/L 5 1.2, SD515 mV. The synaptic conductance density was changed to compensate for the different numbers of inputs as described in the text.
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III. DISCUSSION

This study explores the response space of a compart-
mental model of the octopus cell by varying selected model
parameters and observing their effects on the characteristic
onset response of this cell type. The defining features of this
response are the one or two spikes that occur with great
precision shortly after the onset of each stimulus presentation
and the low rate of sustained firing during the steady-state
portion of the stimulus. Relating response variations to pa-
rameter variations helps to gain insight into the underlying
mechanisms of the onset response. This approach is compli-
cated by the fact that the octopus cell model is nonlinear.
Effects of particular model parameters~trends towardOI or
OL responses! are a nonlinear function of other parameters,
and isolated parameter variations often affect more than one
summary parameter. While each parameter variation in this
study reflects a change from the same initial condition~i.e.,
the reference model!, the general robustness of the model
suggests that these results would remain consistent if alter-
native initial conditions were selected. However, in spite of
these difficulties, it is possible to discern response trends
related to general types of parameter variations, and from
these trends, to begin to build a picture of the mechanisms.

The dendritic-to-somatic conductance ratior quantifies
the degree of loading on the soma by the dendrite~s!. One
working hypothesis is that a larger predicts more of anOI

response. However, the simulations demonstrate that whiler
predicts the effects of cell morphology, it does not predict
the effects of other cell parameters. Specifically, when the
dendrite diameter is doubled or the soma diameters are
halved,r increases and the response becomes moreOI . This
association betweenr and onset quality is expected under the
hypothesis. However, whenRm is doubled,r increases, but
the response becomes moreOL . Additionally, r does not
change with some parameter variations that result in notable
response changes~e.g., synaptic conductance density!.

The membrane time constant,tm, relates to the effective

temporal integration window of the model, i.e., the time
frame during which near-coincident inputs summate to cause
somatic depolarization. A second working hypothesis is that
a smaller time constant requires more input coincidence and,
thus, results in more of anOI response. However,tm is
found to be of limited use in predicting the onset response.
For example, doubling eitherCm or Rm causes a doubling of
tm . WhenCm is doubled, the FSL increases and the sus-
tained rate decreases. However, whenRm is doubled, the
FSL decreases and the sustained rate increases.

These opposite response changes reflect the different
roles thatCm andRm play in the onset response. Specifically
as Cm increases, the membrane conductance decreases,
whereas whenRm increases, the membrane conductance in-
creases. Thus, combining these observations and the simula-
tion results, one notices that the FSL is related to the mem-
brane conductance and not the time constant. The effect of
the membrane conductance is to increase the size of the syn-
aptic potential, and thus, reducing the FSL. Additionally,
while a smallertm decreases the coincidence window for the
inputs, it has little effect on the FSL because it is less than
the rise-time of the synaptic conductance. These results con-
cerningtm run counter to the notion that the octopus cell’s
fast membrane underlies its short-latency response.

For many of the parameter variations, the response
changes can be explained in terms of changes in the synaptic
density ratioS/L which is an indicator of how effective a
synaptic input is in causing a somatic depolarization~termed
‘‘synaptic effectiveness’’!. Specifically, for parameter varia-
tions whereS/L increases, the synaptic effectiveness in-
creases and the response becomes moreOL . Likewise, for
variations whenS/L decreases, the synaptic effectiveness de-
creases and the response becomes moreOI . The most direct
method of changingS/L is by changing the synaptic conduc-
tance density,Gexc, butS/L also changes with variations in
dendrite diameter,Rm , Ra , and the number of independent
inputs. For these parameter variations, synaptic effectiveness

FIG. 6. Effects of variations in active channel densities relative to the reference model.~A! and ~C! PSTH and somatic potential withḡNa and ḡK both
decreased by one-half;r56, tm 5 0.5 ms,S/L 5 0.6, SD520 mV. ~B! and ~D! PSTH and somatic potential withḡNa and ḡK both doubled;r56, tm
5 0.5 ms,S/L 5 0.6, SD515mV.
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tends to dominate the effects of the other mechanisms and
become the strongest predictor of the quality of the onset
response. The most notable exceptions to this trend are with
variations in soma diameter and active channel conductances
in which there are significant response changes, although
S/L does not change. However, these exceptions can be ex-
plained in terms of other mechanisms, including the effects
of the active channels on the spike threshold.

Finally, a third working hypothesis for an onset response
mechanism is that an increase in the somatic sustained depo-
larization decreases the sustained rate through an increase in
spike threshold due to partial inactivation of the sodium
channel~i.e., through depolarization block!. However, the
simulations indicate that the SD response parameter does not
predict such changes in sustained rate. For example, the
highest observed level of SD~from increasingGexc! is ac-
companied by a relatively high sustained rate rather than a
low rate as predicted. These results do not outright contradict
the hypothesis unless depolarization-block is strictly defined
as producing an unattainable threshold rather than just an
increased threshold. These results do suggest that the thresh-
old remains only slightly above the sustained depolarization.

In some simulations, a notch is evident in the PSTH
immediately after the onset peak@for example, in Fig. 3~A!#.
This brief silent period is associated with a relatively large
amplitude spike. The large initial spike causes increased so-
dium channel inactivation which leads to an increased spike
threshold and relative refractory period. Additionally, the
model fires precisely on nearly every stimulus trial which
effectively obviates any subsequent spikes for three to five
milliseconds after the PSTH onset peak.

In summary, one of the results of this study is that the
onset response is an emergent property of the model. The
basic onset response results from the interactions of many
parameters, each of which are assigned biologically plausible
values. Halving or doubling the values of individual param-
eters affect the quality of the onset response, ranging from
OI to OL , but is not sufficient for eliminating the response
completely. Some parameters, such asRm , cause more of a
change than other parameters. This suggests that the onset
response is a robust feature of the general structure of octo-
pus cells and that relatively modest individual variations in
morphological and physiological properties within a popula-
tion of octopus cells are sufficient for generating responses
ranging fromOI to OL .

A second result is that the quality of the onset response
cannot be predicted solely from any one of the four analysis
parameters~membrane time constant, sustained depolariza-
tion, dendritic-to-somatic conductance ratio, and synaptic-to-
leakage conductance ratio!. These parameters are relatively
simple summary measures of a subset of model parameters
or responses, and are each related to a proposed mechanism
of the octopus cell’s onset response. This result suggests that
any one of these proposed mechanisms alone is not sufficient
for accounting for the quality of the octopus cell’s onset
response. Specifically, there is no obvious relationship be-
tween the time constant of the model or the level of sustained
depolarization and the onset response. However, there is a
strong relationship between the ratio of the synaptic conduc-

tance and the leakage conductance and the onset response. It
is hypothesized that this ratio affects the synaptic potential
size as well as the efficiency in which the synaptic potential
is transmitted to the soma, i.e., it changes the synaptic effec-
tiveness. In addition, the simulations demonstrate that an in-
creased sustained somatic depolarization usually corresponds
to an increased sustained firing rate, and that increasing the
active-channel sodium conductance density increases the
sustained firing rate. However, the sustained somatic depo-
larization does not entirely block spike activity. Thus, it is
hypothesized that the sustained somatic depolarization af-
fects the threshold and the onset response, but by a limited
amount.
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Interpretation of distortion product otoacoustic emission
measurements. I. Two stimulus tones
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The interpretation of common but poorly understood observed characteristics of distortion product
emissions is assisted by the development of a simple model. This model essentially includes only
saturation of the cochlear amplifier, with emissions arising naturally from the same nonlinear
processes which cause the saturation. The model provides useful physical explanations of emission
behavior, particularly considered as a function of the stimulus intensities of the two primaries, i.e.,
behavior with fixed stimulus frequencies. It is assumed that emission generation consists of two
main components which are always present in the total emission, but which most often have
approximately opposite, i.e., canceling, phases. One component arises in a small region centered
about the peak of the emission generation function, while the other arises from the region basal to
this peak. At low stimulus levels with normal cochlear amplifier operation, the peak of the emission
generation function is sharp, so the emission from the peak region dominates the total emission. This
‘‘peak’’ emission has typically been characterized as the ‘‘active’’ emission. At high stimulus levels
where saturation is important, or at all levels when the gain of the cochlear amplifier is reduced, the
summed ‘‘basal’’ component dominates the total emission. The characteristics of this basal emission
are similar to, and continuous with, the characteristics of the truly ‘‘passive’’ emission, i.e., the
emission observed when the cochlear amplifier gain is identically zero. Under circumstances when
the emissions from the peak and basal components are approximately equal, there is seen a sharp
‘‘notch’’ characteristic of phase cancellation. The simple model produces emission distributions as
a function of independent variation of the two stimulus amplitudes which are in good agreement
with observation. It is shown that the furosemide assay provides a good estimate of cochlear
amplifier gain when a correction factor of about 10 dB is added. However, when using two stimulus
tones, neither absolute emission amplitudes, or emission input–output functions, or the furosemide
assay can adequately distinguish between cases of moderate versus poor cochlear amplifier
dysfunction when the cochlear amplifier gains are in the range from about half normal to zero.
© 1997 Acoustical Society of America.@S0001-4966~97!01006-0#

PACS numbers: 43.64.Jb, 43.64.Kc@RDF#

INTRODUCTION

Since their discovery~Kemp, 1978!, otoacoustic emis-
sions have become an increasingly important tool for the
investigation of cochlear function. In particular, distortion
product otoacoustic emissions have proven useful in both
clinical and research settings. One reason is that these emis-
sions are measurable both in humans and in many common
laboratory animals. In contrast, other stimulus paradigms
such as spontaneous, transient-evoked, and stimulus fre-
quency emissions are relatively easy to measure in humans,
but not as easily measured in most nonprimates~Avan et al.,
1990!.

Distortion product otoacoustic emissions are produced
when two tones~frequenciesf 1 and f 2! are presented to the
ear. Combination tones are emitted by the cochlea in re-
sponse. The strongest emission is usually at the cubic distor-
tion tone ~CDT! frequency of 2f 12 f 2 . Distortion product
emissions have some advantages and unique features which
allow measurements to be made which probably cannot be

made in any other way. These features provide their
strengths and, simultaneously, of course, their potential
weaknesses.

One such feature is that emissions are intrinsically a
global response from the cochlea, representing the summed
response at the ear canal from all parts of the basilar mem-
brane. The available evidence is that the majority of the CDT
emission energy originates in the region containing the peaks
of the two traveling waves atf 1 and f 2 , and is probably
more closely associated with thef 2 peak~Brown and Kemp,
1984; Martinet al., 1987!. In any case, for emission mea-
surements the two frequenciesf 1 and f 2 are usually rela-
tively close together, so that the emission originates in a
relatively localized area of the cochlea. This suggests that, by
simply changing the stimulus frequencies, the region in the
cochlea which is being measured changes. This feature al-
lows for great flexibility compared to eighth nerve or direct
basilar membrane measurements. The disadvantage of the
global aspect is that emissions coming from even slightly
different regions in the cochlea can, depending on their rela-
tive phases at the point of summation, add or subtract from
the summed emission. There are a number of complex phe-a!Electronic mail: dmmills@u.washington.edu
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nomena observed which might be attributed to such phase
cancellation ~e.g., Kössl, 1993; Lonsbury-Martinet al.,
1987; Mills et al., 1993; Whiteheadet al., 1992a!.

As another example, it is now well established that CDT
emissions measured while presenting low-level stimuli are
highly correlated with good cochlear amplifier function, and
are similarly vulnerable to ototoxic insult~Brown et al.,
1989; Johnstoneet al., 1990; Rübsamenet al., 1995; White-
headet al., 1992b!. CDT emissions from high-level stimuli
appear to be relatively invulnerable, and are at least poten-
tially useful to determine the ‘‘passive’’ cochlear response
~Mills et al., 1993, 1994; Schmiedt and Adams, 1981!. How-
ever, high and low are relative terms, and there is noa priori
way to know how to interpret the emissions measured in
many circumstances. For example, in developing animals, or
in situations of moderate conductive hearing loss, high
stimulus levels may be required to obtain measurable emis-
sions. However, these high stimulus levels may correspond
in the cochleato low-level signals, physiologically. Such
emissions actually may be indicative of the sensitive, vulner-
able aspects of cochlear functioning~Mills et al., 1994; Mills
and Rubel, 1996!. As will be shown, the presence of ‘‘pas-
sive’’ emissions also interferes with measurements to distin-
guish moderate and severe cochlear amplifier dysfunction, at
least measurements restricted to two tone stimuli.

Another potential virtue of distortion product emissions
is the large number of different stimulus parameters which
may be specified. These provide a four-dimensional space
over which to explore cochlear function, consisting of the
frequencies and intensities of both stimuli, i.e.,
f 1 , L1 , f 2 , L2 ~Mills and Rubel, 1994!. In practice, this as-
pect may have led to more confusion than understanding.
When the stimulus frequency ratio is changed, for example,
there are complex changes in CDT amplitude and phase re-
sponses~e.g., Brown and Gaskill, 1990; Brownet al., 1992;
Whiteheadet al., 1992a; Mills and Rubel, 1997!. In general,
the reasons for these changes are not well established. In
terms of phase changes as a function of stimulus frequency
ratio, attempts have been made to employ these to estimate
traveling wave latencies, with moderate success~Brown
et al., 1992; Brown and Kemp, 1985; Kimberleyet al., 1993;
Mahoney and Kemp, 1995!. However, a number of recent
measurements clearly show that emissions typically appear
to be made up of two or more components, each associated
with a different latency ~Brown et al., 1996; Moulin and
Kemp, 1996a, b; Stoveret al., 1996; Wableet al., 1996;
Whiteheadet al., 1996!.

There are also complex changes with fixed frequencies
and with stimulus amplitude levels,L1 andL2 , varied inde-
pendently~Mills and Rubel, 1994!. For example, the CDT
emission amplitude is not symmetric, so that given the same
L1 , higher CDT amplitudes can occur forL2,L1 compared
to L25L1 . Recently, there has been an emerging consensus
on recommendations for usingL1 /L2 ratios in the range
10–15 dB ~Hauser and Probst, 1991; Millset al., 1993;
Whiteheadet al., 1995a, b!. However, the criteria used to
decide upon the best stimulus amplitude ratio remains uncer-
tain.

Clearly, many such issues can be resolved only through

an adequate understanding of the relevant cochlear dynam-
ics, i.e., those nonlinear dynamics which explain the genera-
tion of distortion product emissions. Such an understanding
would presumably involve several stages. First would be the
determination of a generally accepted linear dynamical
model of cochlear functioning which would produce the ob-
served sharpness of tuning for a single, low-intensity tone.
Second would be the specification of the mechanism for the
nonlinear response, including the process for generation of
the distortion product emissions, and relevant calculations
involving two-tone stimuli.

Unfortunately, for even the linear cochlear model there
is no consensus. For example, while the basilar membrane
deflection itself certainly appears to be actively amplified, it
has been suggested that additional sharpness of tuning is
provided by dynamics of a subsystem involving the tectorial
membrane~e.g., Allen, 1980; Allen and Fahey, 1993; Brown
et al., 1992; Gummeret al., 1996; Zwislocki, 1985!. It is
probably a considerable understatement to say that, for co-
chlear mechanics at the present time, there is simply not an
adequate determination of the characteristics of the structures
involved to construct a unique dynamical model.

In spite of this lack of consensus, it seems useful to
attempt to develop a simple, pragmatic model which can
assist with understanding some aspects of distortion product
emissions. Given the current uncertainties, it seems prudent
to take the most general view possible, and to use elements
that are well established by observations without tying the
model to particular mechanisms or dynamics. The basic
model presented is therefore intended to be of the absolute
minimum complexity required to plausibly provide the nec-
essary nonlinear features, and to introduce the fewest pos-
sible free parameters. The goal is not to provide a tautologi-
cally ‘‘correct’’ model, but to employ a simple model as a
way to further our physical understanding of some complex
and confusing observations. In particular, the emission
model leads to an improved physical understanding of the
complex cochlear responses as a function of stimulus inten-
sities. It further provides some useful guidance, and tentative
quantitative results, connecting the actual cochlear amplifier
gain with observed emission characteristics.

In this paper the model is applied to cases in which there
are at most two stimulus tones present. Applications to situ-
ations in which there are three tones, especially emission
‘‘suppression’’ paradigms, are considered in Part II~Mills,
1997!. In Part I, the model illustrates that the important fea-
tures of the observed variation with the two stimulus inten-
sities can be explained by simple saturation alone. On the
other hand, the model results imply that saturation alone can-
not provide an adequate explanation for the complex behav-
ior observed when the stimulus frequency ratio is varied.

I. METHODS

For comparison with model predictions, results are pre-
sented for distortion product emission measurements from
adult gerbils. All procedures and equipment used were as
previously reported~Mills and Rubel, 1996, 1997!. In addi-
tion, it may be noted that contour maps in this and previous
reports~Mills et al., 1994; Mills and Rubel, 1994! were gen-
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erated using Systat 5.1~Systat, Evanston, IL! with the line fit
algorithm ‘‘NEXPO.’’ Model maps presented for compari-
son use the same stimulus level grid interval as the observed
emission measurements. Contour lines in observed maps
were omitted when the emission amplitudes were less than
10 dB from the noise floor. Contour lines in model maps
were omitted at a corresponding level to make the compari-
sons clearer.

Procedures for the care and use of the animals used in
this study were approved by the University of Washington
Animal Care Committee~re: Grant No. NIH DC 00395, On-
togeny of sensory processes!.

II. MODEL

The cochlear response will be approximated using a
quasilinear approximation. The stimulus is generally as-
sumed to consist of two sinusoidal inputs of different fre-
quencies~f 1 and f 2!. Except in the regions where either
wave would be the appropriate frequency to be amplified by
the cochlear amplifier, the total cochlear response is assumed
to be linear and passive, consisting simply of the linear su-
perposition of the two stimulus waves. In the regions where
amplification occurs, the amplification of each individual
wave is limited by the saturation of the force providing the
amplification. The two traveling waves interactonly through
this saturation of the cochlear amplifier. That is, the amount
of gain available will be assumed to depend on the instanta-
neous sum of the amplitudes of the two waves at any co-
chlear location. The amplitude of distortion produced will be
assumed to be small compared to the typical amplitudes of
the two primary waves, at least near and basal to their peaks.

To considerably simplify the calculations, the basic co-
chlear response will not be determined through the integra-
tion of a wave equation with the attendant necessity to
choose relevant dynamical variables. Rather, the typical re-
sults from such calculations will be assumed, and parameters
matched to observation. In choosing these parameters, there
will be three main sources. Model parameters associated
with the linear, active response will be based on the thresh-
old cochlear responses along the basilar membrane derived
from a transform of neural recordings~Allen and Fahey,
1993!. Parameters associated with the passive cochlear re-
sponse will be chosen to fit distributions summarized by Dal-
los ~1973, Fig. 4.14!. These cochlear responses were based
on a comparison of observational data of basilar membrane
motion and modifications of a model originally proposed by
Zwislocki ~1965!, and represent essentially passive cochlear
function. The general effects of saturation on the active re-
sponse will be developed in accordance with the interpreta-
tion of basilar membrane measurements at different stimulus
levels ~Johnstoneet al., 1986!. The generation of the emis-
sions will be assumed to arise naturally from thesamenon-
linear process or processes that result in the observed satu-
ration.

For the model, the usual assumptions are made for the
frequency-place relationship~e.g., Tarnowskiet al., 1991!.
That is, the passive response of the basilar membrane is as-
sumed to be fixed such that the positions of the resonant
peaks are located at equal intervals with equal changes in the

logarithm of the frequency. For convenience, distances from
the base,x, are indicated by thedecreaseof frequency in
octaves. That is, the locationx53 denotes a characteristic
frequency 1/2351/8 of the characteristic frequency at the
base (x50). For any frequency, the place where the travel-
ing wave begins to be amplified is assumed to be fixed on the
basilar membrane, and this location is assumed to be inde-
pendent of amplitude. This location is also assumed to be
approximately the location at which a passive wave of the
same frequency would peak, although this assumption is not
essential. The distance over which the amplification force is
present,w, is also assumed to be fixed and amplitude inde-
pendent. At the same time that a wave becomes vulnerable to
amplification by the cochlear amplifier, it is assumed that
resistive losses also begin to be important. This assumption
is justified partly by the observation that the amplification
begins where the passive response would peak, which is the
location where resistive losses become important for the pas-
sive wave. The resistive losses are presumed to increase
sharply as the apical end of the cochlear amplifier gain re-
gion is reached, located atxf5xw1w. Thereafter, the resis-
tive losses are assumed to remain large. A sketch of this
model is shown in Fig. 1~A!.

A typical ‘‘threshold tuning curve’’ for the model is
shown in Fig. 1~B!. This is obtained from the low-amplitude
response of the model, i.e., operated in the linear regime, and
results from the calculated response at a fixed location to a
single tone varied in frequency. Possible effects of the
middle ear are ignored in these presentations. The threshold
shift associated with the sharp tip of the tuning curve,DT, is
defined as shown, and is equal to 38 dB in this case.

As the stimulus level is increased above the linear re-
gime, the effects of saturation must be taken into account.
For any wave in its own active amplification zone, it is as-
sumed that the available cochlear amplifier gain,ga , will be
reduced depending on the instantaneous amplitude of the to-
tal cochlear response at that point. That is, the degree of
saturation of amplification of a given traveling wave is as-
sumed to depend on the instantaneous amplitude of the sum
of all waves at that point, including the amplitude of the
traveling wave itself. This is a critical simplifying assump-
tion. This suggestion is supported by measurements of two
tone suppression~e.g., Cooper, 1996! and from experiments
in which a high-intensity low-frequency tone was shown to
modulate the cochlear amplifier gain for high-frequency
tones ~Patuzzi et al., 1984!. In the latter experiment, the
maximum reduction in gain occurred during the maximum
excursion portions of the low-frequency cycle. This result
implies that the passive, high-amplitude responses in the co-
chlear base, caused by the intense low-frequency signal, tran-
siently interferred with the amplification there according to
the instantaneous amplitude.

The precise form for the reduction of gain due to satu-
ration is derived in Fig. 1~C!. Consider first a single wave at
frequencyf , which at any distance from the base,x, and at
time, t, can be represented approximately by

y~x,t !5y0~x!sin 2p f t. ~1!

Note that the responsey(x,t) is taken to be that cochlear
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variable which best represents the cochlear sensitivity, and is
not necessarily the basilar membrane deflection~Allen,
1980; Neely, 1993; Zwislocki and Cefaratti, 1989!. For the
moment, consider the situation of a hard saturation, such that
the gain available to the traveling wave is equal toga when
uy(x,t)u is below ysat, but zero when it is larger. Foruy0u
,ysat, saturation has no effect on the traveling wave. How-
ever, if the cochlear responsey(x,t) exceedsysat during any
part of the cycle, there will be zero energy input duringthat
portion of the cycle. We assume, however, that energy may
still be fed into the wave for therest of the cycle. On aver-
age, then, the gain will be reduced by the fraction (ysat/y0)
when y0>ysat, as shown by the upper dashed line in Fig.

1~C!. This statement actually represents an approximation,
correct within the factor 2/p, to the solution of the relevant
trigonometric equation. Although it is not essential for the
model, it may be noted that if the equivalent ‘‘Q’’ is reason-
ably high, the cochlear response will remain approximately
sinusoidal even if power is supplied only during part of each
cycle ~e.g., consider pushing a swing!.

For the actual model computations, such an abrupt on–
off saturation is not used. Instead, a physiologically realistic
‘‘soft’’ saturation function is employed, shown by the lower
dashed curve in Fig. 1~C!. The instantaneous gain reduction
function plotted is equal to$12tanh2(y/ysat)%. This is, for
example, a useful approximation for the saturation effects in

FIG. 1. Clockwise from upper left.~A! A sketch of the basic model. The distance from the base,x, represents thedecreasein characteristic frequency in
octaves from the base. For a given frequency,f , identified with the distance,xf , the active amplification zone extends from the distance (xf2w) to xf . The
distancesxf are assumed spaced at equal logarithmic intervals inf . As the response at a given frequency,f , propagates in from the left, the traveling wave
first benefits from a passive growth,gp , here equal to 10 dB/octave. When the stimulus reaches the pointx5xw5(xf2w), active amplification of the
traveling wave by the cochlear amplifier begins. A typical amplification rate of 80 dB/octave is illustrated, with the width of the active zone,w50.8 octaves.
At the same time that amplification begins, resistive losses begin to become important. The resistive losses are assumed to increase rapidly as the end of the
amplification region is approached, i.e., nearxf . For the model shown, the increase is proportional to the fourth power of the distance from the start of the
amplification region. Following the amplification region, it is assumed that the resistive losses remain high, so that the traveling wave quickly decreases to
negligible amplitude. The characteristic loss rate,gd , illustrated is 140 dB/octave.~B! The linear, threshold tuning curve calculated for the model parameters
above. It is assumed that the cochlear response is monitored at a fixed pointx and that the stimulus frequency is varied. It is assumed that the distancex is
large enough that the active zone,w, for all stimulus frequencies is located to the right of the base. The stimulus level required to reach a criterion response
at this position is plotted on the vertical axis, with the stimulus frequency on the horizontal axis.~C! As stimulus levels are increased, the amplitude of the
traveling wave reaches values at which the instantaneous gain of the cochlear amplifier is reduced due to saturation. The saturation is assumed to affect the
growth rate of waves only when they are in their respective active amplification zones. The lower dashed line denotes the assumed instantaneous gain
reduction~on the vertical axis! plotted against the instantaneous cochlear response amplitudey(x,t) on the horizontal axis. The lower dashed line shown is
$12tanh2(y(x,t)/ysat)%. The resultingaveragegain reduction for a sinusoidal signal with amplitudey0(x) is given by the solid line. The upper dashed line
gives the curve (ysat/y0) for reference. Note that for this panel the axes are not logarithmic.~D! The variation of the cochlear response for single tones with
stimulus level as a parameter, stepped at 20-dB intervals. At larger amplitudes, saturation of the cochlear amplifier becomes important, resulting in a reduction
in the available gain at that point. The peak of the cochlear response shifts about 1/2 octave toward the base at large stimulus levels. At low stimulus levels,
the difference,Ga , between the peak response with normal cochlear amplifier gain~solid line! and zero gain~dashed line! defines the intrinsic net gain of the
cochlear amplifier. For this case,Ga is 43 dB. For low stimulus levels, the peak location is denotedxc f , which is slightly less thanxf .
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the outer hair cell voltage-displacement transfer function
~e.g., Santos-Sacchi, 1989, 1991!. After suitable convolution
of this instantaneous response, theaverage gainavailable to
the traveling wave of amplitudey0(x) is obtained, and illus-
trated by the solid line in Fig. 1~C!. It can be seen that the
average gain reduction is approximatelyysat/y0 for y0
greater than about 2ysat.

These calculations imply that for excursions with a peak
value of 2ysator more, there is the same amount of power fed
into the traveling wave over each cycle for either hard or soft
saturation. Thus when the amplitude of the response is large
compared to the characteristic saturation level, the precise
form of the saturation matters little. Because energy can still
be fed into the traveling wave at times near the zero cross-
ings, there is some cochlear amplifier gain even at compara-
tively high signal levels. For signal levels 20 dB above the
saturation level, for example, the gain is reduced to 10% of
its normal level. This is still a significant amount of gain,
both in terms of producing a modest amplification of the
cochlear response and in terms of producing distortion prod-
ucts.

Because the gain is specified as a function of stimulus
amplitude, the model results in a single nonlinear first-order
differential equation for the case of a single tone stimulus.
This is numerically integrated to obtain the responses shown
in Fig. 1~D!. Responses are illustrated for stimulus tones
stepped at 20-dB intervals. To obtain these responses, the
values forga andgd were first chosen so that the low stimu-
lus amplitude response of the model would approximately
match the shapes of threshold cochlear responses at mid and
basal regions of the cochlea in the cat~Allen and Fahey,
1993!. Note that the typical total cochlear amplifier gains
observed for the cat are somewhat larger than the responses
in Fig. 1, which were chosen to be more typical of the gerbil.
The value for the passive slope,gp , was set at 10 dB/octave,
based on the range of 7–12 dB/octave for both theory and
observation of essentially passive basilar membrane re-
sponses~Dallos, 1973, Fig. 4-14!.

A third requirement for the model is that it give reason-
able responses as a function of stimulus intensity for single
tone responses as inferred by Johnstoneet al. ~1986!. This
agreement includes a half-octave basal shift in the peak lo-
cation as the stimulus level increases, which is also sug-
gested by pure-tone damage studies~Cody and Johnstone,
1981!. Note that, in this model, the peak shifts toward the
base with increasing stimulus level because the loss rate is
assumed to be independent of amplitude, but the gain is not.
As the overall amplitude of the response increases, the satu-
ration reduces the gain of the cochlear amplifier. The peak,
which is located at the point where the cochlear amplifier
gain and resistive losses are equal, therefore naturally moves
toward the base.

By definition, the net effective gain of the cochlear am-
plifier is given by the difference between the response peak
with normal and zero gain at low stimulus levels where the
response is linear~Nuttal and Dolan, 1996!. This is the value
Ga shown in Fig. 1~D!, which is 43 dB in this example. Note
that the ‘‘cochlear amplifier gain’’ can refer to two different
quantities: One is the underlying gain ratega in dB/octave

which is a model parameterinput; the other is the effective
peak gainGa , in dB, which is anoutputof the model. The
context, or the use of the corresponding symbols, will make
clear which is meant.

The value ofGa obtained should be compared with that
found for the threshold shift, which was 5 dB less@Fig.
1~B!#. The difference is due to the assumption of a 10-dB/
octave passive gain. If the passive growth is set to zero, both
values are identically 43 dB. While only a small difference,
this example illustrates the danger of assuming that the
threshold shift and cochlear amplifier gain areidentical. For
similar reasons, a difference between these two measures can
occur if the middle ear transfer is frequency dependent.

The shape of the cochlear response function at zero gain
@lower, dashed curve in Fig. 1~D!# is identical to the shape
when the cochlear amplifier gain is completely saturated, i.e.,
the response at the highest stimulus levels. Except for an
amplitude scale factor, the results of peak broadening from
eithercause will have identical effects on the emissions from
the cochlea, as will be shown in detail.

As the stimulus level increases, the effective gain of the
cochlear amplifier decreases. At each stimulus level, re-
sponses such as those in Fig. 1~D! give the peak value
reached. The peak values plotted against the stimulus levels
give the corresponding input–output, or ‘‘growth’’ functions
~Fig. 2!. Also shown is the growth function for the zero gain
case.

As in Fig. 1~D!, the vertical difference between the peak
amplitudes with normal and zero gain defines the cochlear
amplifier gain at a given stimulus level. Note that, because
the slope for the input–output function is 1:1 at low stimulus
levels, the cochlear amplifier gain can be defined equally
well as the horizontal shift as shown in Fig. 2. Although it is
a trivial difference, it is often a conceptual advantage with a
fixed noise floor to focus on the horizontal measurement,
equivalent to measuring a threshold shift. In Fig. 2~B!, the
shift in location of the peak of the response is also shown.

Now consider the situation relevant to distortion product
emissions when two primary tones~frequenciesf 1 and f 2!
are present simultaneously. Considering only the primaries,
the cochlear response at any point,x, can be approximated
by

y~x,t !>y1~x!sin~2p f 1t !1y2~x!sin~2p f 2t !. ~2!

It is assumed that the gain available to the cochlear amplifier
is reduced depending on the instantaneous amplitudey(x,t)
according to the gain function in Fig. 1~C! ~the lower dashed
curve!. Equivalently, theaveragereduction~over one com-
plete cycle! is indicated by the solid curve, as a function of
the sum of the amplitudes$y1(x)1y2(x)%. As discussed
above, the gain available is assumed to depend only on the
instantaneousmagnitudeof the total cochlear response at any
point, independent of how the traveling waves reach that
response level. Saturation affects thef 1 or f 2 response only
within each frequency’s respective active amplification
zones.

With two stimulus frequencies present, the model results
in two coupled, nonlinear, first-order differential equations
which can easily be numerically integrated to obtain the co-
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chlear response. Cochlear responses for parameters appropri-
ate to distortion tone emissions are illustrated in Fig. 3. Un-
less otherwise noted, the stimulus frequency ratio isf 2 / f 1
51.28, and the stimulus amplitude ratio isL1 /L2510 dB.
The stimulus levels increase 20 dB between each pair of
responses.

Inspection of the resulting curves leads to the following
conclusions. Even withL1 larger thanL2 at the base of the
cochlea, for low stimulus levels thef 2 cochlear response
increases sharply when it reaches its cochlear amplifier re-
gion, quickly becoming larger than thef 1 response. It is
consequently much larger than thef 1 response when that
frequency finally begins to be amplified. At moderate levels
when saturation begins to be important, thef 2 response re-
duces the gain available to thef 1 response significantly com-
pared to the single tone response. Only for stimulus levels
much above the saturation level~top curves in Fig. 3! does
the f 1 response dominate thef 2 .

The generation of distortion products is assumed to be
due to the same nonlinearity~or nonlinearities! that cause the
saturation. To estimate the rate of generation of the emission
from the primary response intensities,y1(x) andy2(x), note
that an emission at a frequency of 2f 12 f 2 will have an
instantaneous generation rate proportional to (y1)

2y2 for
small signal amplitudes, assuming only reasonable smooth-
ness in the distortion mechanism~Schetzen, 1989!. While the

emission generation for the real cochlea will undoubtedly
saturate at high stimulus levels, this assumption will be ex-
pected to give adequate results at lower signal levels that are
correct for any reasonable, physiologically relevant satura-
tion mechanisms~i.e., mechanisms without discontinuities in
magnitude or slope!. With this assumption, the distribution
of the emission generated is shown in Fig. 3 by the dashed

FIG. 2. Variation of the peak cochlear response with stimulus level for a
single tone stimulus.~A! Amplitude response. The maximum responses are
determined from cochlear response curves such as Fig. 1~D!, and plotted
versus stimulus level. The growth function for normal cochlear amplifier
gain ~80 dB/oct! is shown by the solid curve, while the growth function for
zero gain is shown by the dashed line. At low stimulus levels, the difference
is Ga , here 43 dB, as in Fig. 1~D!. ~B! Location of maximum cochlear
response as a function of stimulus level. The peak location shifts about
1/2 octave toward the base with increasing stimulus level. Parameters same
as Fig. 1.

FIG. 3. The response of the cochlea with two tones. The stimulus frequency
ratio is assumed to bef 2 / f 151.28 and the levely1(0) to be 10 dB above
y2(0), i.e., the cochlear responses measured at the base of the cochlea are
10 dB different. Because the middle ear is assumed to be transparent, these
responses at the base may be directly identified with the stimulus levels,
L1 andL2 . Model parameters are the same as previous figures. The solid
lines show the responsesy1(x) andy2(x) at the primary frequencies, in dB
re: the saturation levelysat. The distribution of the cubic distortion tone
~CDT! emissiongenerationis shown by the dashed lines, in dB with an
arbitrary reference. The CDT generation must be integrated to obtain the
total emission seen in the ear canal. Two distinct areas of emission are
denoted in the figure: the region of widthew ~here equal to 1/8 octave!
centered on the peak of emission, and the region basal to this peak region.
Other parameters are the same as previously described.
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lines. For low stimulus levels, the distribution of CDT gen-
eration is quite sharp, but it broadens~especially toward the
base! as the stimulus intensity increases. This broadening
results from the broadening of the peaks of the primary
stimuli which is due to saturation. For later discussion, two
specific regions for the cubic distortion tone generation are
defined, as shown in the top panel of Fig. 3. One region is
the area immediately around and including the peak of emis-
sion, of total widthew . The other region is the area basal to
this peak region.

In Fig. 4~A!, the growth functions for both thef 1 and
f 2 peak responses are summarized. For sufficiently low
stimulus levels, even with two stimuli present the gains of
the f 1 and f 2 peaks are the same as for the single tone case.
The f 2 cochlear amplifier gain is illustrated in Fig. 4~A!. The
location of the maxima of the cochlear responses are shown
in Fig. 4~B!. It can be seen that the maximum CDT genera-
tion is always located between the two traveling wave peaks,
but is closer to thef 2 peak location than to thef 1 peak.

To calculate the total CDT emission, generation func-
tions such as those shown in Fig. 3 must be integrated along
the x axis. Because of probable rapid phase changes in the
traveling waves generating the emissions, it is likely that
there will significant differences in the phases of emissions
generated from different regions of the cochlea. This leads to
the possibility of cancellation when out-of-phase emissions
are summed at the stapes. For simplicity in the model calcu-
lations, it will be assumed that the CDT emissions effec-
tively originate in three generation regions:~1! a small area
around the location of the emission maximum from which,
because of its small size, the emission adds in phase;~2! the
area apical of this peak area, which sums to zero due to rapid
phase changes;~3! the area basal to the peak, which sums to
a nonzero contribution. It is further assumed that the sum for
this third area, the net ‘‘basal’’ emission, may have a differ-
ent phase than the summed emission from the peak region.
The difference in phase angle, denotedC, between the emis-
sions from the two regions as well as the width of the peak
coherence region,ew , will be specified as model parameters.
Note that it is not necessary to specify a size for the basal
region, as the emission generation function falls off suffi-
ciently rapidly toward the base to result in a finite integral.

These two emission generation regions are illustrated at
the top of Fig. 3. Note that for small stimulus levels~lower
sections of Fig. 3!, the peak CDT emission will dominate the
basal, unless the coherence area around the peak is assumed
to be unrealistically small. As response levels reach satura-
tion, however, the total emission from the area basal to the
peak increases to dominate that from the peak region.

Figure 4~C! illustrates the emission growth functions
which may be expected, for different angles,C, between the
summed emission from the peak area and that of the region
basal to the peak. The width of the coherence region around
the peak is taken to beew51/8 octave in all cases. For small
stimulus levels and normal cochlear amplifier gains, the
emission from the peak region dominates the basal region.
However, for large stimulus levels, or for small cochlear am-
plifier gains, the basal emission dominates that from the peak
region. This is to be expected, since the cochlear responses

have quite broad distributions in both these circumstances.
The overall responses with angles,C, near 180° are

quite similar to those most frequently observed, and will be
generally used for later illustrations. An advantage of assum-
ing thatC is approximately 180° is that it clearly divides the
response into different areas, and makes it easy to unequivo-
cally define the crossover stimulus level,Lx , noted in Fig.
4~C!. However, it should be noted that observed emission
functions for a small subset of the parameter space look more

FIG. 4. Growth functions for cochlear responses for two-tone stimuli.~A!
The peak responses at the primary frequenciesf 1 and f 2 are illustrated, for
a cochlear amplifier gainga of 80 dB/octave. Also shown is thef 2 response
for zero gain. The difference at low stimulus levels is the net cochlear
amplifier gain,Ga , as noted. The stimulus level,L1 , is defined to be the
cochlear response at the base, i.e.,y1(0). Note that the peak response for
f 2 actually decreases with increasing stimulus levels nearL15ysat. The
reason is that the passive growth off 1 significantly interferes with the co-
chlear amplifier gain in this region. The active–passive crossover level for
the f 2 response,L f2 , is defined for later use. In this case, it is approximately
equal toysat. ~B! Shift in the location of the maximum responses with
stimulus level. There is about a half-octave shift in the locations of all three
peaks for this range of stimulus levels.~C! The response of the integrated
cubic distortion tone~CDT! emission. For a gainga of 80 dB/octave, three
different curves are shown. The parameter,C, is the difference in phase
angle between the emission originating in the peak coherence region~width
ew51/8 octave! and the emission from the region basal of this peak region.
Only one CDT response is illustrated for a cochlear amplifier gain of zero;
the other angles give nearly the same responses. At low stimulus levels, the
shift in CDT ‘‘threshold’’ defines the differenceAc , between normal and
zero gain as shown. For these parameters,Ac533 dB, compared toGa

543 dB. The characteristic crossover stimulus level,Lx , for the CDT emis-
sion is also defined. Here, it is 20 dB belowysat, so thatLx is about 20 dB
less thanL f2 as defined in A. Same parameters as Fig. 3.
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like the model results for smaller relative angles, such as
those forC50° and 90° illustrated in Fig. 4~C! ~e.g., Mills
et al., 1994; Mills and Rubel, 1994, 1996!.

In Fig. 4 is defined the distance,Ac , the threshold shift
for the emission as the gain is decreased to zero. Note that
the value of the shift does not depend significantly on the
phase angle,C. The threshold shift,Ac , corresponds to the
distanceGa , but isnot equal to it.

III. RESULTS

A. Choice of parameters for input-output functions

As stated earlier, an important task for those employing
distortion product otoacoustic emissions is the selection of a
subset of stimulus parameters. There is rarely time for a
complete investigation of the entire four-dimensional param-
eter space associated with two stimulus tones~i.e., two fre-
quencies and two intensities!. Further, there is obviously
great redundancy in the emission distribution. Therefore,
such a complete exploration should not be required for the
practical determination of most interesting aspects of co-
chlear function. The simple model presented here cannot as-
sist with the choice of frequency ratio, as the observed fre-
quency dependence is complex, and the reasons for this
complexity are largely unknown. However, the model can
and should assist with the determination of the best ampli-
tude ratios at a given frequency ratio. Note that with the
stimulus frequencies fixed, all observed changes with stimu-
lus level must be due to nonlinear effects.

Figure 5 shows the amplitude responses calculated from
the model for theL1 and L2 stimuli varied independently.
Contour lines represent lines of constant CDT amplitude, at
10-dB intervals in all three maps. In Fig. 5~A!, the emission
amplitudes resulting from a cochlear amplifier gainga of 80
dB/octave are shown. Contours for the passive case, with a
cochlear amplifier gain of zero, are shown in Fig. 5~B!.

For determination of the cochlear amplifier gain from
the emissions, one might argue that, instead of the absolute
emission magnitude, it is thedifferencebetween the active
and passive emissions at low stimulus levels that is impor-
tant. The calculated ratios between these two emission am-
plitudes ~difference of the amplitudes expressed in dB! are
shown in Fig. 5~C!. It can be seen that the difference tends to
a constant value of about 100 dB over a relatively large area
in the lower left side of the map. In this region, the ratio
L1 /L2 ranges from120 to210 dB. Because of the slope of
3:1 for the passive growth function, this difference corre-
sponds to a CDT shiftAc of 100/3533 dB. The correct gain
figure,Ac , can be accurately determined only using the low
stimulus levels approximately bounded by the 100-dB con-
tour in Fig. 5~C!. Within this area, one should choose the
stimulus ratios which give the highest absolute amplitudes
for the case of normal gain, to obtain the best signal to noise
ratios. Therefore, when using a single growth function for
determination of the cochlear amplifier gain, the model sup-
ports the idea that the most efficient ratio is in the range
L1 /L2
5110 to120 dB. However, equal level primaries, or even
ratios as low asL1 /L25210 dB, would not give incorrect

results,providedthat the active emissions could be followed
to sufficiently low stimulus level, i.e., at or below the 100-dB
contour in Fig. 5~C!. For the remainder of this report, the
preferred ratio ofL1 /L25110 dB is used unless otherwise
noted.

FIG. 5. Contour map showing the amplitude of the CDT emission as a
function of the stimulus levelsL1 andL2 varied independently. CDT emis-
sion amplitude contour lines are shown at 10-dB intervals, except that they
are not shown below a specific level in~A! and~B! chosen to represent the
typical noise floor.~A! Contour map for case with normal cochlear amplifier
gain (ga580 dB/octave) and other parameters as previous. The angle be-
tween the emission from the region around the peak and the basal region,C,
is assumed to be 180°.~B! A map with the same parameters as~A! except
with zero cochlear amplifier gain.~C! The ratio of the normal versus passive
emission amplitudes, or, equivalently, the difference in dB between emis-
sion amplitudes in maps~A! and ~B!. The line for the growth function for
which L1 is 10 dB aboveL2 is shown for reference.
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B. Distribution of amplitude and phase of normal
emission

We repeat in Fig. 6~A! in more detail the contour map of
the normal emission from Fig. 5. For comparison, in Fig.
6~B! is presented a map derived from measurements of the
emissions from an adult gerbil, forf 258 kHz and for
f 2 / f 151.28, the same frequency ratio as the model. For this
map, measurements were made at 5-dB intervals throughout
the stimulus amplitude spaceL13L2 .

For the model contour map@Fig. 6~A!#, the angle,C,
between the emission from the region containing the peak
CDT amplitude, and the region basal to that, is assumed to
be 180°. Typical phase directions are shown by the arrows.
Note that while the zero phase reference for the map is arbi-
trary, the difference between the angles is not. Where the two
emission amplitudes from the two areas are nearly equal,
there is a sharp decrease in the summed emission amplitudes.
The locations of these ‘‘notches’’ are seen in the sharp in-
ward deflections in the contour lines, further identified by the
shaded lines in Fig. 6. Note that the most prominent notch
occurs across a region where the stimulus levelL1 is a con-
stant, equal to 14 dB belowysat. The notch is parallel to the
right vertical axis. There is also a less obvious notch atL2
5240 dB re: ysat, which occurs for a constantL2 , so that
the notch is parallel to the horizontal axis.

Physically, these results from the model calculations can
be understood as follows. Note first that the emissions in Fig.
6~A! are dominated by either peak or basal emissions, the
areas being delineated by the lines where phase cancellation
between these components occurs. Consider the horizontal
cancellation line at aboutL25240 dB ~re: ysat!. The travel-
ing wave associated withf 2 , i.e., y2(x,t) dominates the re-
sponsey1(x,t) in this region of L1xL2 parameter space.
Whether or not there is phase cancellation then depends pri-
marily on the relative degree of saturation of they2 response.
That is, the proportion of peak versus basal emission de-
pends only on theshapeof the y2 peak. As theL2 level
increases and the wave saturates more, the basal emission
becomes dominant. Therefore, the phase cancellation occurs
for the same L2 level, independent ofL1 . Similar reasoning
explains the vertical notch for constantL1 . As noted earlier,
it requires a much highery1 to dominate the response be-
causey2 peaks first. Oncey1 does dominate the response,
however, the same argument holds, and the location of the
phase cancellation depends only on the level of theL1 am-
plitude.

Overall, the observed results in Fig. 6~B! agree very well
with the model calculations. Consider the contours of con-
stant CDT emission amplitude. The observed emission is
asymmetrical with respect toL1 andL2 , so that these emis-
sions extend to much lowerL2 values, as do the emissions
from the model. The slope of the observed CDT emission at
these very low stimulus levels is approximately the same as
that for the model, including a lower slope seen as a function
of L2 than as a function ofL1 . The passive response also has
the same general slope as the model. The most obvious dif-
ference between the two maps is that the observed response
does not look like the model at the highest stimulus levels.
This is presumably a result of saturation of the emission

generation mechanism at these stimulus levels. As was noted
earlier, the model emissions were calculated using a small
signal approximation which was not expected to properly
represent effects at high signal levels.

In comparing the observed phase response with that of
the model, note that there is a prominent phase cancellation
along the right vertical axis, forL1570 dB SPL. The phase
angles change about 180° across this notch, as expected. As
in the model, the observed phase cancellation occurs for a
constant L1 , for L2 up to about 45 dB SPL.

The observed phase angles in Fig. 6~B! through the en-
tire ‘‘basal’’ emission areas@as identified in Fig. 6~A!# have
all approximately the same, vertical direction~defined as 0°!.
The observed phase angles in the peak emission areas are not
nearly as constant, however. Throughout the lower center of
the map in Fig. 6~B!, the phase angle decreases regularly as
L1 decreases, going from about 270° near the phase cancel-
lation region, at L1565 dB SPL, to about 90° forL1
535 dB SPL. This rotation is in the direction of increasing
phase lag with decreasing stimulus level. This rotation is
independent ofL2 up toL2545 dB SPL. Above this level in
L2 , the phases are again approximately constant. The angles
start at about 270° forL2550 dB SPL and rotate slowly with
increasingL2, reaching about 0° atL2585 dB SPL. These
transition regions atL1570 dB SPL andL2545 dB SPL are
marked with shaded lines in Fig. 6~A!. Note that in the ob-
served map, as in the model, the transition level forL1 is
about 25 dB higher than forL2 . The phase cancellation seen
in the model atL25240 dB re: ysat is not as strong in the
observed map, in contrast to the phase cancellation at fixed
L1 . This appears to be due to the fact that the peak emissions
are rotated as one travels across the map, so that there is not
a 180° difference between the two ‘‘components’’ atL2
545 dB SPL. The possibility of such phase rotation was not
included in the model for simplicity. Note that the frequen-
cies are fixed, so such phase rotations must be entirely due to
nonlinear, stimulus amplitude dependent effects.

The map from the model in Figs. 5 and 6 should also be
compared to other observed responses taken at a similar
scale, with contours drawn by the same fitting function
~Mills and Rubel, 1994, Fig. 1!. There are obviously a vari-
ety of different contour shapes as the parameters are
changed. With respect to the phase cancellation, the follow-
ing points can be made. It is quite common to find a vertical
notch in the lower half of the maps, near the right axis. That
is, there is often a phase cancellation line for thesame L1 in
the region whereL2!L1 . In other maps~not usually the
same ones! there are also seen horizontal notches at a con-
stantL2 , in the region whereL2 is larger than the quantity
(L1225 dB). The emission contours also indicate that the
L1 , L2 asymmetry noted above changes slowly, but is
present for a wide variation in stimulus parameters.

C. Relationship between cochlear amplifier gain
and CDT shift

The shift for the CDT ‘‘threshold,’’Ac is only about 33
dB for the case presented previously~Fig. 4!. The quantity
Ac is the shift in the stimulus level to reach a criterion CDT
amplitude at a given amplitude for normal compared to zero
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gain, at low stimulus levels. In comparison, the shift in the
peak amplitude, or cochlear amplifier gain,Ga , is 43 dB for
the same model parameters@Fig. 1~D!#. For this case, there-
fore, an uncritical use of the CDT shift would lead to an
underestimate of the cochlear amplifier gain by 10 dB. Be-
cause of the simplicity of the model, it is unlikely that model
calculations will give the exact numerical relationship be-
tween the CDT shift and the true gain. However, this calcu-
lation is very helpful to demonstrate that there isnot neces-
sarily an equality between them. Further, the model suggests
that the relationship is likely to become even more discor-
dant when the gain is reduced below normal.

Model responses for cochlear amplifier gains from 0 to
80 dB/octave, at 20-dB intervals, are illustrated in Fig. 7. A
cochlear amplifier operating at half-gain~40 dB/octave!
gives a CDT growth function which is only slightly different
than a completely inoperative cochlear amplifier@Fig. 7~C!#.
At the same time, a cochlear amplifier gainga of 40 dB/
octave produces an improvement in actual threshold ofGa

518 dB @Fig. 7~A! and~B!#. Even this low gain would be of
assistance in overall auditory function. These model results
would predict that CDT shifts~or emission growth functions!
may well distinguish cochleas with good hearing function on
the one hand from those with moderate or profound cochlear
dysfunction on the other. Unfortunately, these model results
imply that distortion product emissions using two stimulus
tones are likely to be comparatively unsuccessful at distin-
guishing cases of moderate from severe cochlear dysfunc-
tion. That is, a 20-dB hearing loss due to partial dysfunction
of the cochlear amplifier~gain half-normal! could not be dis-
tinguished from that with a complete loss of cochlear ampli-
fier function ~gain equal zero! on the basis of emissions us-
ing two stimulus tones.

These model results imply that moderate versus severe
cochlear amplifier dysfunction could not be securely distin-
guished with measurement ofeither the absolute value of the
emissions or the decrease in emissions (Ac) when the co-
chlear amplifier operation is interrupted. However, the mea-
surement ofAc , being a within-subject difference measure-
ment, would always be more accurate than an absolute
magnitude measurement.

Note also in Fig. 7~C! the sharp decrease in the response
~the ‘‘notch’’! resulting from phase cancellation. For low
stimulus levels the emission generated in the CDT peak re-
gion generally dominates, where at higher stimulus levels the
CDT emission generated basal to the peak dominates. The
notch, when observed, marks the dividing line between these
two regions, and appears not to move at all as the cochlear
amplifier gain is varied. However, a notch is not always ob-
served. For thega50 andga520 dB/octave cases, for ex-
ample, the emission distribution is so broad that the emission
from the basal area dominates atall stimulus levels.

The crossover level,Lx , is defined as the intercept be-
tween the peak emission amplitude~before the notch! and
the passive response@Fig. 4~C!#. Of course,Lx requires the
existence of the cochlear amplifier for its determination, be-
cause if the cochlear amplifier gain is zero, the power law
response of the resulting passive emissions gives no scale
factor at all. However, there is only a weak dependence on

FIG. 6. Contour maps comparing model to observation. Lines of constant
CDT emission amplitudes are shown as a function of the stimulus levels,
plotted at 10-dB intervals in both maps.~A! Model. Contour map of the
CDT emission amplitude, same parameters as Fig. 5. The phase cancellation
lines ~or notches, indicated by the broad shaded lines! naturally divide the
L13L2 space into regions where the emission from either the basal region
or the peak region dominates. The relative phase angles of the two emissions
are shown, the zero reference is arbitrary. Lower contour lines have been
deleted to represent the noise floor. The CDT amplitude scale has an arbi-
trary reference level in the model calculations.~B! Adult gerbil. The stimu-
lus frequencies weref 156.25 kHz andf 258 kHz (f 2 / f 151.28). Stimulus
levels were stepped at 5-dB intervals through the rangeL1520–90 dB SPL
andL25210–85 dB SPL, CDT emission amplitudes are indicated, in dB
SPL. Only contours 10 dB or more above the noise floor are shown. Arrows
indicate relative direction of phase angle of emission. The end of the tail of
the arrow is located at the position (L1 ,L2) of the stimulus producing the
emission measured. As noted in the bottom left of the figure, relative phase
lead is indicated by counterclockwise rotation. For example, as stimulus
levels are moved to lowerL1 along the bottom of the map, the phase angles
decrease, i.e., the relative phase lag increases.
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the valueof the cochlear amplifier gain. For a gain varying
from 80 to 40 dB/octave, there is a decrease inLx of less
than 10 dB. This could be demonstrated in Fig. 7~C! ~but is
not! by plotting the intercept of the active emission maxi-
mum with the ‘‘passive’’ emission, as illustrated in Fig.

4~C!. The reason for the weak dependence appears to be that,
as long as the saturation level itself (ysat) does not vary with
cochlear location,Lx is determined primarily by thepassive
properties of the cochlea. It is equivalent to a passive thresh-
old measure which is determined by the input transmission
conductance from the ear canal to the peak of the passive
cochlear response. In the model, this location also marks the
start of the active amplification of the wave. Therefore, one
could say thatLx depends on the entire passive input con-
ductance, i.e., from the ear canal to the point where active
amplification begins~Mills et al., 1994; Mills and Rubel,
1996!.

A summary of the relationship between the horizontal
shift in the CDT~the dimensionAc! and the corresponding
cochlear amplifier gain (Ga! is presented in Fig. 8. The re-
lationship fails of equality except for the trivial case of zero
gain. For most of the range of gains, it would be an adequate
correction to add 10 dB to the measured CDT shiftAc .
However, the estimate of the correction factor derived using
this simple model requires confirmation by experiment
and/or more precise model calculations.

D. Emission response as a function of cochlear
amplifier gain

Acute furosemide intoxication causes a rapid decrease in
endocochlear potential~e.g., Kusakariet al., 1978!. For
times shorter than the typical adaptation time of 15 min
~Mills et al., 1993!, the decrease in endocochlear potential
will result in a proportional decrease in cochlear amplifier
gain. This allows a detailed comparison between observa-
tions and model. During furosemide intoxication, when one
follows the emission response with a given stimulus pair,
noneof the stimulus parameters are changing. In terms of
cochlear ~not neural! function, the only change occurring

FIG. 7. ~A! Peak cochlear responses versus stimulus level, with the gain of
the cochlear amplifier,ga , as a parameter. Only thef 2 response is shown.
The stimulus frequency ratio isf 2 / f 151.28 for all curves, and the stimulus
level ratio isL1 /L2510 dB. Other model parameters are as previous. For a
cochlear amplifier input gain ofga560 dB/octave, the resultant gain of the
cochlear amplifier,Ga , is indicated.~B! There is a nonlinear relationship
betweenga andGa as shown. The relationship is nonlinear because resistive
losses are assumed independent of either the cochlear amplifier gain or the
cochlear response level, so that resistive losses affect the total cochlear
amplifier gain (Ga) more when the gain rate,ga , is small than when it is
large.~C! CDT emissions as a function of stimulus level for the same con-
ditions. The angle between the emission coming from the CDT peak region
and that from the basal emission region is taken to be 180°. There is a notch
at the stimulus level,L1>230 dB re: ysat, where the emissions from these
two regions are equal. The CDT threshold shift,Ac , for a gain of 60 dB/
octave is indicated. Because the emissions depend nonlinearly on the co-
chlear responses, the CDT emission shifts are nonlinearly dependent on the
cochlear amplifier gain,ga . That is, the CDT responses forga520 and 40
dB/octave can be scarcely distinguished from the purely passive case for
ga50. Note that the division into levels where the dominant emission comes
from either the peak or basal regions is only approximate. For gains,ga , of
0–20 dB/octave, there areno regions where the peak emission dominates
that from the basal region.

FIG. 8. The relationship for the model between the horizontal shift in the
CDT emission~the threshold shift,Ac! and the actual gain of the cochlear
amplifier, Ga . A sequence of model integrations with cochlear amplifier
gains,ga , from 0 to 100 dB/octave was used to generate this plot. Values of
ga are indicated at the top of this figure. As noted in Fig. 7~B!, there is not
a linear relationship betweenga andGa . Same parameters as in Fig. 7.
Dashed lines illustrate two approximate relationships betweenGa andAc .

423 423J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 David M. Mills: Interpretation of emission measurements



with acute furosemide intoxication appears to be the change
in the gain of the cochlear amplifier~Mills et al., 1993; Rug-
gero and Rich, 1991!.

The model responses as a function of cochlear amplifier
gain,ga(t), are illustrated in Fig. 9. Results are presented for
three typical stimulus level pairs with the same basic param-
eter set as for Fig. 7@for ga580 dB/octave, denoted by the
heavy line in Fig. 7~C!#. Stimulus level pairs are located 10
dB above the notch in the growth function seen in Fig. 7~C!,
10 dB below the notch, and 20 dB below that.

For the highest level stimuli, in Fig. 7~C!, the emission
is dominated by the basal emission for all gains,ga . The
emission decreases monotonically about 15 dB as the co-
chlear amplifier gain goes to zero. This emission, which we
previously referred to as ‘‘passive,’’ depends significantly on
the cochlear amplifier gain. The ‘‘passive’’ emission is now
understood not to be distinct from the ‘‘active’’ emissionin
any way, i.e., not in the mechanisms of generation, means of
transmission out of the cochlea, etc. The passive emission
originates in a region of the cochlea which~1! produces neg-
ligible emission relative to that from the peak when the emis-
sion distribution is sharp, but which~2! becomes dominant
when the emission distribution becomes broader. The broad-

ening may occur for any reason such as lack of gain or high
stimulus levels. No matter the reason, the emission becomes
truly passiveonly when the cochlear amplifier gain is pre-
cisely zero, or is completely negligible due to very high
stimulus levels. The components which have been called
‘‘active’’ and ‘‘passive’’ might therefore be more correctly
identified by their putative region of generation, i.e., as
‘‘peak’’ or ‘‘basal’’ emissions.

These distinctions become clearer when the emissions
from below the notch area@Fig. 7~C!# are followed in detail.
The middle curve of Fig. 9~A! shows the response for a
stimulus level of2403250 dB re: ysat. Comparing the
contour maps from the model with an observed map~Fig. 6!,
it can be seen that this level is approximately equivalent to
L13L2550340 dB SPL for these parameters in the gerbil.
The normal emission for this stimulus level is located just
below the notch. So, the emission from the peak region
dominates at the normal gain. For stimulus levels about this
magnitude, the CDT amplitude does not change much as the
gain initially begins to decrease. For the particular param-
eters2403250, there is actually a slightincreasein the
emission amplitude as the gain begins to decrease from the
normal level. This increase occurs because the basal emis-
sion component initially decreases faster with a decrease in
ga than does that from the peak region. That is, the decrease
in gain moves the basal response down from a highly satu-
rated location, while the peak response itself stays nearly as
high. This result is related to the compressive nature of the
saturation.

In general, for a stimulus level originally located so the
CDT is near the notch, but below it~see Fig. 4!, the summed
emission is the difference of two nearly equal components.
The total emission therefore can actuallyincreasewith the
initial decline in gain, if the nondominant component ini-
tially decreases faster than the dominant one. The more gen-
eral case is that, because of the compressive nature of the
cochlear amplifier, there is very little decrease in emission
amplitudes at these moderate stimulus levels as the gain ini-
tially decreases from normal.

As the cochlear amplifier gain continues to decrease, the
peaks of the traveling waves decrease rapidly in total ampli-
tude and become more rounded. The resulting distribution of
emission changes, so that the total emission from the peak
region begins to decline more rapidly than the emission from
the basal region. Note that for zero gain, the basal region
always dominates for these model parameters~i.e., ew
>1/8 octave!. Therefore, for emissions for which the peak
region dominates at normal gain, there must come a point as
the gain decreases where the emissions from the peak and
base regions are equal. At this point, assumingC>180°,
there will be a sharp notch. This is shown in Fig. 9 at a
cochlear amplifier gain,ga , of about 37 dB/octave. Below
the notch, the net emission rebounds and then slowly de-
clines. For all gains,ga , below 37 dB/octave, therefore, the
cochlear response is quite broad at all stimulus levels and the
basal emission therefore dominates. The change in the asso-
ciated phase angle is indicated in the bottom panel.

For the third stimulus level pair, withL1 now 30 dB
below the notch level, the emission from the peak region

FIG. 9. Model results. The variation of the CDT emission as a function of
the cochlear amplifier gain is shown for fixed stimulus frequencies and
levels. The pre-injection growth function was the same as that shown in Fig.
7~C! for ga580 dB/octave, which has a notch atL15230 dB re: ysat.
Stimulus levels were chosen which were 10 dB above this notch level, 10
dB below the notch level, and 20 dB below that. The upper panel displays
the CDT amplitude response, the lower the phase angle response for the two
stimulus levels indicated. Note the phase zero reference is arbitrary; the
phase relationship between the two stimulus levels is not. There is a 180°
phase shift for the emission forL13L22403250 following the phase
cancellation at the gainga537 dB SPL. For lower gains, the phase angle of
this emission is the same as that for higher stimulus levels. The phase angle
for the2603270 emission is the same as the initial2403250 angle and
is not shown. The dashed line in the upper panel summarizes empirical
results from three gerbils where the endocochlear potential and emissions
were monitored simultaneously. See text for details.
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drops rapidly with the initial decrease ofga . The decline is
so abrupt that, for any reasonable noise floor, the subsequent
transition to a basal emission will never be observed. The
model results suggest that such a transition must occur.

In simultaneous recordings of the endocochlear potential
~EP! and emissions following furosemide injection in ger-
bils, the following empirical result was obtained~Mills et al.,
1993!. For stimulus levels ofL13L2550340 dB SPL, the
observed change in the CDT amplitude,DCDT, during the
initial decline was related to the observed change in EP,
DEP, by the relationship

DCDT520.009~DEP!2, ~3!

where the CDT amplitude is expressed in dB and the EP in
millivolts ~mV!. The EP change andga(t) can be connected
if the very reasonable assumption is made that the gain of the
cochlear amplifier is linearly dependent on the voltage be-
tween the endolymph and the interior of the outer hair cell, at
least during the initial, rapid decline of the EP.~That is, there
is not time for adaptation, known to occur on a 15-min time
scale, to affect the cochlear amplifier gain.! Equation~3! then
becomes

DCDT520.009* $EP02V0%
2$12ga~ t !/ga0%

2, ~4!

where ga0 is the normal cochlear amplifier gain and the
quantity$EP02V0% is the normal, preinjection potential dif-
ference between the endolymph and the interior of the outer
hair cell, voltageV0 . The curve shown by the dashed line in
Fig. 9~A! illustrates relationship~4! assuming the total pre-
injection voltage {EP02V0} is about 120 mV and the co-
chlear amplifier gain about 80 dB/octave. There is excellent
agreement between the empirical results from observation
and these model calculations.

Our previous interpretation of the form of these re-
sponses, particularly responses like those of Eq.~3!, was that
the cochlear amplifier was normally at a relative maximum
in total gain as a function of the gain rate~Mills et al., 1993!.
This hypothesis was offered at the time as an explanation for
the zero slope of the emissions as a function of EP change, at
moderate stimulus levels. This hypothesis is now thought to
be unlikely because the present model results provide such a
natural, detailed fit with the observations at all stimulus lev-
els. The same physical mechanisms which give rise to emis-
sion growth functions exhibiting saturation with notches are
seen to account for the observed behavior as the cochlear
amplifier gain is decreased. Once the parameters~C and
ew! are chosen which give model growth functions like those
observed at normal cochlear amplifier gains, the behavior as
the gain is decreased follows directly~Fig. 9!.

The model response thus provides a natural explanation
for the complex variation with time of emission amplitude
observed following furosemide injection~Mills and Rubel,
1994!. Figure 10 summarizes observed responses from an
adult gerbil for direct comparison with the model results in
Fig. 9. Figure 10~A! presents the growth function prior to
injection, and about 8 min after injection. Figure 10~B! pre-
sents in detail the time course of the emission amplitudes
following injection, at the three stimulus levels noted in Fig.
10~A!. Note that the axis in Fig. 10~B! is time after injection

with furosemide, not cochlear amplifier gain. The agreement
with Fig. 9 is quite good nevertheless, and, in particular,
there is good agreement between the model and observed
responses in therelationshipsbetween the three curves. For
the moderate stimulus response, this agreement includes a
sharp minimum, followed by a ‘‘plateau’’ associated with a
phase shift of about 180°@Fig. 10~C!#. In contrast, the am-
plitude of the higher level stimulus decreases moderately,
while the phase angle changes very little. The emission with
stimulus levelsL13L2540330 dB SPL drops quickly to
the noise floor and does not reappear.

Even with the large dosages of furosemide used in these
studies, it seems unlikely that the EP would have ever been
driven negative enough to force the cochlear amplifier gain
completely to zero. Comparison with Fig. 9 suggest that the
gains in Fig. 10 declined to aboutga>10–20 dB/octave at
the minimum. This view is reinforced by the observation that
there was still an additional decrease in the emission ampli-
tudes found post mortem, as indicated by the curve segments
on the right hand side of Fig. 10~B!. These measurements,
taken 1-h post mortem, may truly represent a ‘‘passive’’ re-
sponse.

Previous estimates of normal cochlear amplifier gains
were made by comparing the preinjection CDT response
with the emission after injection with furosemide, taken dur-
ing the ‘‘plateau’’ observed at mid-stimulus amplitudes
~Mills et al., 1994; Mills and Rubel, 1996!. The horizontal
shift in the CDT at low stimulus levels, here denotedAc ,
was taken as an estimate of the cochlear amplifier gain. It can
now be appreciated that this procedure underestimates the
true gain for two reasons. First, even if the gain of the
cochlear amplifier had been interrupted completely, Fig. 8
suggests thatAc typically underestimates the true gain,Gc ,
by about 10 dB. Second, a comparison of the observed re-
sponses with the model calculation~Fig. 9! implies that the
gain was probably not reduced completely to zero, but was
probably about 10–20 dB/octave during most of the ‘‘pla-
teau.’’ The gain could have been as high as 37 dB/octave,
but not higher. The effect of this second potential error usu-
ally will be small, however. As shown in Fig. 7, the curves
for ga540 dB/octave andga50 are very similar, with a
horizontal difference of about 5 dB. This adds a relatively
small uncertainty when measuring gains in the normal range.
However, when attempting to measure relatively small co-
chlear amplifier gains, this second effect would need to be
taken into account.

IV. DISCUSSION

A. Possible conclusions from a simple model

One may quite legitimately object to the simple emis-
sion model employed here on a number of grounds. For ex-
ample, it has not been derived through solutions to the trav-
eling wave equation in the cochlea. In that sense, it certainly
fails to represent the ‘‘real’’ cochlea. However, in its defense
several points may be made.

First, although the model does not represent accurately
the ‘‘real’’ cochlea, a cochlea with the qualities of the model
could beconstructed. Such a constructed cochlea would ac-
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complish all the essential, known requirements for a cochlea.
That is, it would provide a spatial frequency analyzer with
signal compression, by providing amplification of low level,
but not high level, signals. Such a constructed cochlea may
be properly termed agedankencochlea, and employed for
the same purposes as such thought experiments have tradi-
tionally been employed. For example, the model calculations
here show that the threshold shift,Ac , is not equal to the
gain of the cochlear amplifier,Ga . This demonstrates that
there is notnecessarilyan equality between these two quan-
tities in the real cochlea. This is actually a useful result,
because at one time it seemed ‘‘intuitively obvious’’ that
such an equality necessarily existed.

Because the model is so simple and calculations conse-
quently easy, it leads itself to exploration of a number of
previously confusing observations. Such exploration can lead
to a better physical understanding of the possible mecha-
nisms in the real cochlea. One example of this understanding
is the explanation of the previously mysterious ‘‘intimate
relationship’’ between active and passive emissions~Mills
and Rubel, 1994!, discussed in the next section.

There are several important observations for which this
model does not provide such physical understanding. It does
not explain at all the complex behavior observed as the
stimulus frequency ratio is changed. This is not particularly
distressing, however, because this behavior is outside the
scope of the model, and this behavior may actually occur
quite outside the cochlear amplifier region in the real co-
chlea. Perhaps more unfortunate is the fact that the model
does not provide an explanation of the observation that the
slope of the emission input–output function at low stimulus
levels is typically about two, rather than three, in the normal
gerbil cochlea~Mills et al., 1994; Mills and Rubel, 1996!.
While it is possible to obtain such slopes with a model of this
type, it requires somewhat artificial assumptions about the
distribution of saturation elements, and such assumptions
have been avoided to maintain simplicity in the model.

The assumption in the model that the emission can be
considered to originate in two adjacent regions with opposite
phases is not entirely arbitrary. For relatively smooth ampli-
tude distributions, this behavior can arise quite naturally
from consideration of the summation of emissions when the
phase angle varies monotonically across the emitting region.
As one proceeds from the stapes, consider the first area
found to have significant emission, and define the region
bounded by the variation of emission phase in this area over
a total of 180°, from190° to290°. The net emission from
this first region would have a single phase angle somewhere
near 0°. The phase over the next region to be defined would
vary from290° to2270°, and the sum would have a net
phase approximately opposite to the first region. The emis-
sions summed from these two regions would, of course, par-
tially cancel each other. The actual sums and resultant angles
would, of course, depend on the actual amplitude distribu-
tion. For the model, the calculated amplitude distribution is
employed together with the simplest approximation to the
phase distribution, that there are only two regions of approxi-
mately opposite phase and that the boundaries of these two
regions are fixed relative to the peak of the emission.

The model also does not consider the possible reflection
of the 2 f 12 f 2 wave at its characteristic place~Stoveret al.,
1996!. It would be possible to account for such reflection
effects with a model of this type but it would require addi-
tional assumptions to be made. In any event, the ‘‘re-
emission’’ at 2f 12 f 2 becomes important only for small
stimulus frequency ratios. So, the model results presented
here are approximately correct for all frequency ratios
f 2 / f 1.1.1.

B. ‘‘Active’’ and ‘‘passive’’ emissions

The model calculations and their good comparison with
observation~esp. Figs. 6, 9, and 10! lead to the following
conclusions. Thereis a ‘‘passive’’ source of emissions, i.e.,
there are emissions when the cochlear amplifier gain is iden-
tically zero. Emissions that had been previously identified as
passive emissions, however, generally can be seen now not
to be strictly passive, or only approximately passive. These
were the emissions at high stimulus levels, or at moderate
stimulus levels when the cochlear amplifier gain was re-
duced. Now it is clear that this gain was probably not iden-
tically zero. Instead, it now seems obvious that these were
generally situations in which the emissions from the region
basal of the emission peak region dominated those from the
peak region. These ‘‘basal’’ emissions are ‘‘continuous’’
with the truly passive emissions.More precisely, it can now
be appreciated that true passive emissions are a special case
of basal emission dominance, occurring for zero cochlear
amplifier gain.

What was correct about the previous suggestions was
that there were two different ‘‘components,’’ and that there
was an ‘‘intimate relationship’’ between them~Mills and
Rubel, 1994!. The two ‘‘components’’ are generated by the
same physical mechanisms in the cochlea, and are always
present. They originate in slightly different areas relative to
the traveling wave patterns~Lonsbury-Martinet al., 1987!.
The shapes of the peaks of the traveling waves determine
which one dominates. In most circumstances, at high stimu-
lus levels the peaks broaden so that the emission from the
basal area dominates and this emission has similar character-
istics to the truly ‘‘passive’’ emission.

The presence in emissions of two nearly equal compo-
nents which usually are 180° out of phase has important
implications for distortion product measurements, and pro-
vides useful explanations for a number of previously confus-
ing observations. These two ‘‘components’’ are always
present in the emission because there is always some emis-
sion contribution from the peak region and from the region
basal to it. The interesting consequences occur depending on
the phase angle between the two components and their rela-
tive amplitudes, and because of the variation in these rela-
tionships with stimulus amplitudes or other parameters.

Further, while there is no requirement in the simple
model that these two regions primarily give rise to out of
phase emissions, typical observed growth functions and con-
tour maps certainly give the impression that this is the case
more often than not@Figs. 6, 10; and Mills and Rubel, 1994#.
Certainly, while the relative angle,C, may vary with param-
eters, it isnot random. In nearly every normal adult gerbil
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which has been measured at the same parameters as in Fig.
10~A!, there was a notch observed in approximately the same
location, with the same characteristics~Mills et al., 1993,
1994; Mills and Rubel, 1994, 1996!. The presence of ob-
served notches does vary with stimulus parameters, of
course, especiallyf 2 / f 1 frequency ratio~Mills and Rubel,
1994!. It seems probable that a detailed model of the genera-
tion of distortion product emissions will confirm that the
phase relationship between these two ‘‘regions’’ is primarily
a result of the phase relationships in the traveling waves
which generate the emissions.

C. Phase cancellation effects and interpretation
of emission measurements

In the model it has been shown that under most circum-
stances the emission consists of several components which
partially subtract from each other. The consequences of this
aspect of the model appear to be verified in observations of
real cochleas~e.g., Figs. 6 and 10!. The effects of these par-
tial phase cancellations can confuse the interpretation of
emission measurements. This is a particular problem for
measurements in which only a small number of stimulus sets
are employed. For example, unusual effects may be seen if
measurement points are located near a region where the two
‘‘components’’ nearly cancel, i.e., near a ‘‘notch’’ in the
input–output function, or if the experimental manipulation
brings such a notch region into the measurement.

For example, consider attempts to measure the effect of
the efferent system on cochlear mechanics, using distortion
product emissions. In a typical paradigm, a single stimulus
pair is presented to one ear. The CDT emission amplitude is
monitored as a variety of manipulations are applied to the
other ear and/or to the efferent system~Kirk and Johnstone,
1993; Kujawaet al., 1992; Morgensternet al., 1995; Siegel
and Kim, 1982; Williams and Brown, 1995!. While most
investigators have found a small decrease in magnitude of
the CDT emission, in fact, the magnitude and sign of the
distortion product emission change due to efferent effects
apparently depend strongly on the amplitude and frequency
ratios of the stimuli employed to obtain the emission. This
result can easily be understood if the emission is assumed to
consist of two or more components in partial phase cancel-
lation, and if the efferent system affects one component more
strongly than the others. Alternately, the efferent system
could be simply changing the angle between the components
slightly. While such measurements establish that the efferent
system does affect cochlear mechanics in some way, the
mechanisms and functional value of these efferent effects
remain to be established. To establish the effect of efferents
on the cochlear amplifier using emissions will require emis-
sion measurements to be made that actually lead to a deter-
mination of the cochlear amplifier gain and/or other impor-
tant parameters.

D. Assessment of peripheral hearing function

It has been shown that emission growth functions using
two stimulus tones can distinguish between cases of normal
cochlear amplifier gain and cases with low or zero gain

~Figs. 5, 7, 8!. The model confirms previous suggestions that
the preferred stimulus ratio isL1 /L2>10 dB. However, the
model calculations also imply that, as long as the amplitude
of the emissions is large enough to be measured, the exact
ratio is not critical~Fig. 5!. It is the difference between the
active and passive emissions which gives a measure of co-
chlear amplifier function.

The presence of the passive emission component in dis-

FIG. 10. Response of emissions with time following furosemide injection in
adult gerbil, monitored at fixed stimulus frequenciesf 156.25 and f 2
58 kHz (f 2 / f 151.28). For all curves, stimulus levelL1 is 10 dB above
L2 . ~A! The pre-injection growth function is shown, stimulus levels were
stepped at 2-dB intervals. The vertical arrows indicate the three stimulus
levels that were followed at 40-s intervals after injection. The growth func-
tion at 8 min after injection is also shown, stimulus levels were stepped at
5-dB intervals. This was the time that there was an apparent phase cancel-
lation in the emission forL13L2560350 dB SPL.~B! Amplitude versus
time response for the emissions at three different stimulus levels. The short
segments on the right side represent measurements made 1-h post mortem.
~C! Phase response following furosemide injection for the two stimulus
levels noted. The shift after the minimum in the response forL13L2560
350 dB SPL was about1190° or2170°.
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tortion product emissions is an advantage in one sense, as it
allows for the determination of the passive input transmis-
sion conductance through the determination of the passive
‘‘threshold’’ measure,Lx , at least in experimental animals
~Mills et al., 1994; Mills and Rubel, 1996!. However, the
presence of the passive emissions has its negative conse-
quence. For two tone stimuli, the presence of the passive
emissions is one factor that makes the discrimination be-
tween moderate and poor cochlear amplifier function so dif-
ficult @Fig. 7~C!#. The other factor is that the total emission
amplitudes fall off much more quickly than the peak co-
chlear response. So, the emission shift,Ac , is nonlinearly
related to the cochlear amplifier gain~Fig. 8!.

These model results imply that discrimination between
these two clinically important states, moderate versus severe
cochlear amplifier dysfunction, cannot be adequately made
using distortion product emissions using two stimulus tones.
The discrimination is poor on the basis of either absolute
emission amplitude, emission growth functions, or the CDT
shift using a furosemide assay. Of these three possible ap-
proaches, the last one offers some hope, in that it involves a
within animal difference. Of course, this assay cannot be
employed with humans.

This is not only a characteristic of the model, but is
supported by the available data. Distortion product emissions
using two stimulus tones have been demonstrated to be suc-
cessful in distinguishing good from moderate cochlear dys-
function but fail to distinguish between moderate and severe
cochlear dysfunction in humans~Gorgaet al., 1993, 1994;
Lonsbury-Martinet al., 1990a, b; Martinet al., 1990; White-
headet al., 1995a, b!. The model results in Fig. 7 illustrate
why this should be the case.

Finally, in this paper only the effects of changing the
cochlear amplifier gain~dB/octave! have been considered in
detail. This parameter is almost certainly an important aspect
of cochlear function, and, in addition, is easily manipulated
experimentally with certain ototoxic drugs. However, given
the complexity of the cochlear amplifier, it is quite likely that
cochlear amplifier dysfunction is effectively multi-
dimensional. Dysfunctions involving changes in other pa-
rameters may require different approaches.
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Two-tone suppression of basilar membrane vibrations in the
base of the guinea pig cochlea using ‘‘low-side’’ suppressors
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The responses of the basilar membrane~BM! in the basal section of the guinea pig cochlea were
measured by laser interferometry. The stimuli were pairs of harmonically related tones, presented
simultaneously. One tone, at the BM’s characteristic frequency~CF! of about 17 kHz, was presented
at a low intensity. The other tone, presented at various intensities, was a ‘‘low-side’’ suppressor,
with a frequency of 0.2–8 kHz. As observed by many others, the suppressor tone, when presented
at high enough intensity, reduced the magnitude of the CF component of BM displacement,
sometimes dramatically. However, regardless of whether the CF component was suppressed or not,
the sum of the displacement amplitudes of the CF and suppressor components was always greater
than the displacement amplitude of the unsuppressed CF component. For suppressor frequencies up
to 4 kHz, the suppression was both tonic and phasic, and synchronized to the suppressor period. For
higher suppressor frequencies, principally tonic suppression was seen. ©1997 Acoustical Society
of America.@S0001-4966~97!06807-0#

PACS numbers: 43.64.Kc, 43.64.Nf, 43.64.Bt@RDF#

INTRODUCTION

For almost two decades, it has been known that the re-
sponses of a point on the mammalian basilar membrane
~BM! which are evoked by a tone at or near the characteristic
frequency~CF! can be reduced~suppressed! by the sounding
of another tone~Rhode, 1977!. This ‘‘two-tone suppression’’
seems to be a universal property of basilar-membrane vibra-
tions, for it has been observed throughout the cochlea, both
in its mid-basal turn~Rhode, 1977; Patuzziet al., 1984b;
Ruggeroet al., 1992; Nuttall and Dolan, 1993!, its extreme
base~Cooper and Rhode, 1993; Rhode and Cooper, 1993;
Cooper, 1996!, and in its apex~Cooper and Rhode, 1993,
1995, 1996!. It can be demonstrated with virtually any CF
response obtained at physiological intensities, and the sup-
pressor tone can have almost any frequency, up to a half-
octave or more above CF, depending on the cochlear loca-
tion.

That is not to say, however, that the frequency of the
suppressor tone is not an important stimulus variable. It is,
both in a quantitative and qualitative manner. For example,
when the suppressor frequency is greater than CF, the
strength of the suppression~termed ‘‘high-side’’! drops off
rapidly with increasing separation of the two frequencies
~Rhode, 1977; Cooper and Rhode, 1996!. Yet, when the fre-
quency of the suppressor is lower than CF~‘‘low-side’’ sup-
pression!, its value seems to be almost immaterial~Cooper
and Rhode, 1996!. Despite this difference, some theoretical
studies~e.g., Geisleret al., 1993! suggest that the same basic
mechanism is at work in all cases of basilar-membrane sup-
pression: namely, the saturation of the ‘‘cochlear
amplifier,’’1 the process in the living cochlea which enhances

the responses of low-intensity sounds~for review, see Dallos,
1992!.

By contrast, the amplifier-saturation theory~cf. Zwicker,
1979!, cannotaccount for important aspects of the low-side
suppression of the discharge rates of auditory-nerve~AN!
fibers ~Cai and Geisler, 1996c!. In particular, it cannot ac-
count for the strong discharge-rate suppressions inflicted by
low-side suppressors upon the class of AN fibers having
‘‘lower’’ rates ~,20/s! of spontaneous discharge~Fahey and
Allen, 1985; Cai and Geisler, 1996b!.

In order to understand this discrepancy, it is necessary to
distinguish between a total response~i.e., the complete out-
put waveform! and particular frequency components of that
response which are dissected out by Fourier analysis. For,
while the common form of the amplifier-saturation theory
produces strong suppression of the CFcomponentwith a
low-side suppressor~Zwicker, 1979!, with only rare excep-
tions does it permit the major peak of thetotal neural re-
sponse to be suppressed below the level of the unsuppressed
CF component~Cai and Geisler, 1996c!. By contrast, the
responses of lower spontaneous primary fibers as a ruledo
undergo strong attenuation of the total response with low-
side suppressors. Indeed, the responses of these primary fi-
bers can occasionally be completely shut off by low-side
suppressors~Fahey and Allen, 1985; Cai and Geisler,
1996a!.

Thus the major purpose of this study is to cast further
light on the low-side suppressions which occur on the basilar
membrane. In particular, we wanted to know which aspects
of the suppressions can be accounted for by the amplifier-
saturation theory, and which aspects match the demonstrated
results of AN-fiber studies. Although low-side suppression
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of basilar-membrane responses has been previously demon-
strated by several different groups~Patuzzi et al., 1984b;
Ruggeroet al., 1992; Rhode and Cooper, 1993; Nuttall and
Dolan, 1993!, in only one study~Cooper, 1996! was enough
information provided to case clear light upon this question.
Cooper’s results strongly support the theory, for in no case
did he observe suppression of the total response, although a
wide range of suppressor frequencies was used~0.25–24
kHz; CF was 26 kHz!.

Here we report experiments which verify and extend
Cooper’s observations. In addition, we show new data on the
temporalattributes of the cochlear amplifier’s reactions to
low-side suppressors. The complex interactions which we
observed between the time-modulated amplitudes and phases
of the cochlear amplifier’s output case new light on its
mechanisms. An abbreviated report of our results, illustrated
with different data, has been given previously~Geisler and
Nuttall, 1997!.

I. METHODS

The responses of the basilar membrane in the basal turn
of the guinea pig cochlea were measured by a laser Doppler
velocimeter~Polytec Corp. OFV 1102!, according to a tech-
nique which has been well described previously~Nuttall
et al., 1991!. Briefly, this technique involves carefully scrap-
ing a small hole in the wall of scala tympani and dropping
small glass microbeads through that hole onto the basilar
membrane, at about the 18-kHz place. The laser beam is then
positioned such that a detectible reflection is obtained from
one of the beads. The difference of the optical frequencies in
the incident and reflected light beams~Doppler shift! can be
used to determine the bead’s instantaneous velocity, which
was recorded by the computer at a 205-kHz sampling rate.
This measuring technique is linear over a large range of ve-
locities.

The data reported here were obtained from six different
animals. For each of them, monitoring of the animal’s com-
pound action potential~CAP! indicated that the surgery and
bead placement caused so little loss in basal cochlear sensi-
tivity ~,10 dB! that the cochlea was judged to be in nearly
normal condition during measurements. Along with this rela-
tive CAP preservation, strong compression of the responses
to CF tones was observed in each case. In two of the experi-
ments, CF responses were obtained both before and after
death. The data from one of these animals are shown in Fig.
1. Note that there was a sensitivity drop of at least 40 dB
with death, a drop which we attribute to the loss of the co-
chlear amplifier. A similar cochlear-amplifier gain was seen
in the other animal in which it was measured. These data
argue that the cochleas of all six animals were in nearly
normal local condition, with large cochlear-amplifier gains,
on the order of 40 dB when measured.

In most of the experiments, the ‘‘alive’’ curve was linear
at low intensities, becoming compressive only in the vicinity
of 30 dB SPL. The curve of Fig. 1 is therefore unusual in our
series as it did not become linear at low intensities. It is
possible that some unknown source of noise was operative in
that case, although compression atvery low intensities~e.g.,

0 dB SPL! is in fact seen in some cochleas, particularly those
which appear to be in excellent condition~e.g., Ruggero,
1992; Nuttall and Dolan, 1996!.

During the early stages of this project, data were also
obtained from two additional animals. Due to a change in
experimental protocols after those first two experiments, the
data obtained from them are not directly comparable with
those of the last six. Nothing in those early data, however,
conflicts with the response behavior reported below.

The stimuli were pairs of harmonically related tones,
digitally synthesized using a 12-bit A/D converter~two chan-
nels! with a total conversion rate of approximately 205 kHz.
One of those tones, the ‘‘CF tone,’’ was fixed in both fre-
quency~usually at 17 kHz! and level~on the order of 30 dB
SPL, which was usually at the onset of single-tone compres-
sion; 34 dB SPL for the animal of Fig. 1!. In one animal,
several different CF intensities were used. The frequency of
the other tone, the ‘‘suppressor,’’ was fixed at either 200 Hz,
500 Hz, or some integer multiple of 1 kHz~1–4 or 8!, and it
was presented in a sequence of intensities, starting at a low
value and increasing in 10-dB steps. When the sequence of
all intensities had been completed at one suppressor fre-
quency, that frequency was changed and a new intensity se-
quence begun. In several cases, repeat sequences were taken.
Reproducibility in all such cases was very good.

Each two-tone stimulus was presented continuously for
about 20 s. The resulting 20-s response record was broken up
into 1000 consecutive 20-ms segments, each time locked to
the stimulus waveform. These segments then were combined
together and further processed to form the average response
for one period of the suppressor tone~or some integer mul-
tiple of that period!. As our interferometer measured bead
velocity, the period histograms were integrated to obtain
basilar-membranedisplacement.

Fourier analysis of the period histograms was used to
separate out various frequency components. Plotting the
waveform of a band of frequencies which bracketed CF~CF
6some integer multiple of the suppressor frequency! was
used to show amplitude and phase modulation of the re-
sponse to the CF tone. When needed, automated peak-

FIG. 1. Responses of the basilar membrane to near-CF tones before and
after death. The level of the CF tone used in this experiment’s suppression
studies~34 dB SPL! is indicated by an arrow. EXP1026.
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picking routines were used to find the minima and maxima
of the various waveforms.

II. RESULTS

A. Response amplitudes

Figure 2 plots the typical behavior of the principal re-
sponse components~CF and suppressor frequency! produced
with a suppressor of frequency 4 kHz. As the sound level of
the suppressor tone (LSUP) was raised, the response compo-
nent at the suppressor frequency grew in a virtually linear
manner. By contrast, the CF response component stayed vir-
tually constant in amplitude untilLSUP reached a certain
threshold level~70 dB SPL in this case!, above which the CF
component was monotonically suppressed. Note that this
threshold of suppression was reached only after the ampli-
tude of the suppressor component exceeded that of the un-
suppressed CF component.

In order to compare the responses produced with sup-
pressors of different frequencies, the amplitudes of the two
principal response components were used as the axes of a
summary figure. Thus the two data points which represented
the principal response components produced by a single two-
tone stimulus in Fig. 2~e.g., those produced at a suppressor
intensity of 89 db SPL, indicated by arrows! were merged
into a single point~marked by an arrow! in Fig. 3, the sum-
mary figure for this experiment.

This figure, which contains the entire set of response
amplitudes obtained in this experimental animal, using sup-
pressors of six different frequencies, has a number of signifi-
cant features. First and most important, suppression of the
CF response component occurred only when the suppressor
component of the response was greater in amplitude than that
of the CF component~the ‘‘equality’’ line marks equal am-
plitudes of the two components!. More precisely, the sup-
pressor in this particular experiment, regardless of frequency,
had to produce a suppressor response component whose am-
plitude was at least 2 nm, in order to suppress the CF com-
ponent, in this case about 0.3 nm in amplitude when unsup-
pressed. More generally, we observed, without exception in

our six experiments, that the low-side suppressor had to pro-
duce a displacement response at least as large as the single-
tone CF component in order for suppression to occur, no
matter what the suppressor frequency.

The consistency of the 2.0-nm suppression threshold in
Fig. 3 argues strongly that the feature of the responses which
produced low-side suppression was BMdisplacement,as op-
posed tovelocity, since the thresholds of suppression would
have varied by about 26 dB if they had been expressed in
terms of velocity~velocity increases linearly with frequency
and there was a 20-fold spread in suppressor frequencies
used in this particular experiment!.

A final feature of the data in Fig. 3 concerns the non-
monotonic behavior of the CF component produced with the
500-Hz suppressor: At low suppressor levels, the CF re-
sponse actually increased with increasing suppressor-
component amplitudes. We attribute these increases in CF-
component amplitude, which was heading toward the
unsuppressed level, to unexpectedly slow recovery of the
basilar membrane from the suppressions produced by the
preceding suppressor~200 Hz!, given just a short time before
the lowest level suppression measurements made at 500 Hz.
As can be seen in the figure, the 200-Hz tone at its greatest
intensity produced strong CF suppression~almost 30 dB!.
Evidently, recovery of the cochlear partition from this sup-
pression was not instantaneous, but took longer than 40 s, the
time interval which elapsed between the end of the 200-Hz
stimulation and the third level of 500-Hz stimulation. This
attribution is supported by the fact that such clear CF recov-
ery was seen only twice, each time during 500-Hz sequences
that immediately followed a 200-Hz sequence that produced
powerful suppression at its last intensity.

In one experiment, CF tones at three different intensities
were used~36–56 dB SPL!, each subjected to suppression by
four different low-side tones having frequencies spaced at
octave intervals~1–8 kHz!. The amplitudes of the two prin-
cipal components of the resulting responses are shown in
Fig. 4, with all of the data points obtained at one CF intensity
joined by a line. These data are illuminating. Most impor-

FIG. 2. The amplitudes of the CF~17 kHz! and suppressor~4 kHz! response
components, plotted as functions of suppressor-tone sound pressure. The
two points generated at 89 dB SPL, indicated by arrows, are melded into one
point in Fig. 3. EXP1016.

FIG. 3. The amplitudes of the CF response component, plotted as functions
of the amplitude of the suppressor response component, for six different
suppressor frequencies~0.2–0.4 kHz!. The amplitudes of the two compo-
nents are equal on the ‘‘equality’’ line. The single point generated from the
two 89-dB points of Fig. 2 is indicated by an arrow. EXP1016.
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tantly, they follow exactly the trends pointed out in Fig. 3, at
all three CF intensities. Thus the behavior in that figure is not
only repeated, it apparently can be extended to include other
CF intensities as well. That is, in our hands CF suppression
occurs only when the amplitude of the suppressor-
components’sdisplacementequals or exceeds that of the CF
response, regardless of the suppressor’s frequency or of the
CF-component’s amplitude.

Although the three curves in Fig. 4 vary slightly from
each other, each one looks like it is plotting a single function.
Since, in fact, each of those curves is a composite made up of
points obtained with four different suppressors~each indi-
cated with a separate symbol!, the conjecture thatdisplace-
mentsof basilar-membrane vibrations determine low-side
suppression is supported in dramatic fashion. For if velocity
or some other derivative were the suppressive agent, then
surely such a combination ofdisplacementdata points would
be much more variable.

Figure 4 has several other interesting features. For one,
the amplitudes of the unsuppressed CF components in the
three curves only differ by about 10 dB. Since the pressures
of the CF tones themselves differed by 20 dB, strong com-
pression of the CF responses occurred, consistent with our
conclusion that the cochlea was in good shape during this
experiment. A second significant feature of Fig. 4 is the near
equality of the thresholds for CF suppression shown in the
three curves~2–3 nm!. This near coincidence argues that
thresholds for the low-side suppression of a CF response are
relatively insensitive to the magnitude of that response.

B. Temporal aspects of the responses

The low-side suppression of CF responses does not sim-
ply reduce the average level of those responses: it also af-
fects them in a phasic manner. Figure 5 shows the wave-
forms of the CF responses obtained in one experiment with
four successive levels of a 500-Hz suppressor. At the lowest
level of the suppressor~56 dB SPL!, the CF envelope is very
slightly modulated at the suppressor frequency~panel A!.
With a 10-dB increase in suppressor level, this low-

frequency modulation becomes clear~panel B!. As will be
shown explicitly in the next panel, the maximum amount of
suppression occurred approximately when the basilar mem-
brane had its greatest displacement toward scala tympani.

With yet another 10-dB increase~panel C!, the depth of
suppression increased. As in the previous panel, the maxi-
mum amount of suppression occurred almost simultaneously
with the positive~scala tympani! peak of the suppressor re-
sponse component, which is shown in this case~right ordi-
nate!. Several new features are also apparent in this response.
First, another phase of suppression appeared in the CF re-
sponse, approximately 180° out-of-phase with the primary
phase. Second, at no time during the suppressor’s period did
the amplitude of the CF response get back to its unsup-
pressed level: It was now suppressed tonically as well as
phasically.

At the highest level of the suppressor~86 dB SPL!, the
CF response was reduced further in amplitude but main-
tained its basic bi-lobed temporal structure~panel D!.

When the frequency of the low-frequency tone is in-

FIG. 4. The amplitudes of the CF response component, plotted as functions
of the amplitude of the suppressor response component, for three different
CF sound pressures~36–56 dB SPL!. Points in each curve were generated
with one of four different suppressor frequencies~at octave spacings from 1
to 8 kHz!, each of which has a separate symbol. EXP0823.

FIG. 5. CF responses obtained with a 200-Hz suppressor~left ordinate!, for
four different suppressor-tone sound pressures~56–86 dB SPL!. Also shown
in panel C is the suppressor response component~right ordinate!. Directions
and suppressions are indicated. EXP1016.
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creased to 3 kHz, a different temporal pattern of suppression
is observed~Fig. 6!. At the lowest suppressor level~58 dB
SPL!, no suppression of the CF response is evident~panel
A!. With a 10-dB increase in suppressor intensity, slight pha-
sic suppression at 3 kHz is seen~panel B!. Although slightly
more 3-kHz phasic suppression is seen at the next suppressor
level ~panel C!, the principal suppressive effect is tonic in
nature. The response component at the suppressor frequency
is also shown in this panel~right ordinate!.

At the highest suppressor level~88 dB SPL!, strong
tonic suppression of the CF response occurred, accompanied
by phasic suppression~panel D!. However, the fundamental
frequency of the latter is not 3 kHz, that of the suppressor,
but 1 kHz instead! Evidently the processes responsible for
maintaining the amplitude of the CF response could not keep
pace with the rapid changes called for by the large 3-kHz
vibrations, and so settled into the slower rhythm set by the
fundamental frequency of the two-tone complex. This inabil-
ity of the phasic suppression to follow the higher suppression
frequencies was universal. Across all experiments, the upper

frequency of the suppressor was around 2 kHz.
As pointed out in Fig. 5~C!, the phase of maximum sup-

pression which occurred at our lowest suppressor frequency
~200 Hz! nearly coincided with the maximum displacement
of the basilar membrane toward scala tympani. This timing
was invariant in the three experiments for which we have
clear data at that frequency. The quantitative defense of this
statement is given in the summary data of Fig. 7, which
shows the phases of maximum CF suppression relative to the
phase of the suppressor component~which was by far the
largest and thus the dominant component in the response!. In
each experiment, all of the data points~each taken at a dif-
ferent suppressor level! cluster tightly around the instant of
maximum scala-tympani displacement. In a fourth experi-
ment, noise distortion of the 200-Hz response components
prevented such phase determinations, but the equally strong
200-Hz phasic modulations of the CF response observed in
that case had almost exactly the same phase relationships to
the waveform of the 200-Hzstimulatingtone as it did in the
other three experiments.

The phases of maximum suppression of the CF response
relative to the phases of the suppressor response component
were also calculated for suppressors of 500 and 1000 Hz.
Such data for one experiment are shown in Fig. 8. As sup-
pressor frequency increased, a gradual increase is seen in the
phasedelay between the displacement peak and the point of
maximum suppression, implying that there were shorttime
delays involved in the activation of the suppression mecha-
nisms and/or in the operation of the suppressor mechanisms
themselves~see below for more evidence!. These time delays
appeared to have different values in the different experi-
ments, leading to increasing disparities in the inter-animal
comparisons made at the higher suppressor frequencies~not
shown!.

In addition to amplitude modulation of the CF response,
a low-side suppressor also produces time-related phase
modulation. This can be seen most clearly in Fig. 9, which
contains the image of a suppressed CF response~solid line!
superimposed upon that of an unsuppressed CF response
~dotted line!. Close attention to the zero crossings of the two

FIG. 6. CF responses obtained with a 3-kHz suppressor~left ordinates!, for
four different suppressor-tone sound pressures~58–88 dB SPL!. Also shown
in panel C is the suppressor response component~right ordinate!. EXP1016.

FIG. 7. The phases of maximum CF response suppressions, relative to the
phase of the 200-Hz suppressor response component, at different suppressor
intensities. All relevant experiments~3!. Top panel shows suppressor re-
sponse component. From Geisler and Nuttall~1997!, with permission.
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images shows that the greater the amplitude suppression of
the CF response, the greater also was its phaselead. This
coupling of amplitude suppression with phase lead seems to
be general feature of the phasic suppressions which we ob-
tained.

Returning for a moment to Fig. 5, notice that all of the
phasic suppressions, both primary and secondary, which
were produced by the 200-Hz suppressor are more or less
symmetrical in time. This symmetry, which generally char-
acterized 200-Hz suppressions in all of our experiments, did
not usually hold at the higher suppressor frequencies. For
example, consider the CF-response waveform shown in Fig.
10. Obtained with a moderately strong 1-kHz suppressor
tone ~75 dB SPL!, the suppression pattern exhibited at this
higher frequency is very asymmetric, with neither the pri-
mary nor secondary suppressions being symmetrical about
their midpoints. Possible neural counterparts of this asymme-
try will be considered in Sec. III.

C. A model

Many of the features of our suppression data can be
mimicked with the ‘‘saturating feedback’’ type of model
suggested more than a decade ago by Zwicker~1979!. The
major premises of this model are that the amplification of
low-intensity responses in the cochlea is due to feedback
forces, that the gain of the cochlear amplifier is controlled by
the receptor currents flowing through the outer hair cells
~OHC!, and that these receptor currents~or the forces con-
trolled by them! show compressively nonlinear behavior at
higher intensities.

One version of this model is shown schematically in Fig.
11. In panel A is an idealized version of an outer hair cell’s
input/output~I/O! curve, showing the compressive character-
istics at either extremity that are universally observed~e.g.,
Russellet al., 1986; Dallos and Cheatham, 1992!. An acous-

FIG. 8. The phases of maximum CF response suppressions, relative to the
phase of the suppressor response component, for three different suppressor
frequencies~200, 500, and 1000 Hz!. Different data points were taken at
different suppressor sound levels~indicated with different symbols!. Note
the increased phase delay with both increased suppressor frequency and
intensity. Top panel shows suppressor response component. EXP0830.

FIG. 9. Suppressed CF response~solid line! compared to an unsuppressed
CF response~dotted line!. Top panel shows suppressor response component
generated simultaneously with the suppressed CF response. Suppressor was
a 1-kHz tone presented at 83 dB SPL. EXP1026.

FIG. 10. Suppressed CF response generated with a 1-kHz suppressor~75 dB
SPL!. EXP0823.

FIG. 11. Idealized sketch on an OHC’s input/output curve~panel A!, with
two-tone input~panel C! and output~panel B!. The envelopes for single-
tone ~CF! stimulation at the same level are shown with shading. The low-
frequency components are removed from the output in panel D. From Gei-
sler and Nuttall~1997!, with permission.
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tic signal ~panel C! forms the input to the whole feedback
system, and the resulting hair cell receptor potential~assum-
ing no cell-membrane filtering! forms the hair cell’s output
~panel B!.

When the input is a single CF tone~only its unvarying
envelope is shown, by shading!, the hair cell’s output also
has a fixed amplitude~that envelope is also shown by shad-
ing!. To the extent that the I/O curve is linear, this output
signal and the resulting cochlear-amplifier gain will also be
linear. However, because this I/O curve is compressive, the
hair cell’s output signal will in fact be compressed when the
input signal is large enough to push the resulting displace-
ments into either of the compressive regions.

This type of compression is seen especially clearly in the
waveforms produced by excitation with two simultaneous
tones, one of them at CF and the other with a much lower
frequency. At the moment that the lower frequency tone
nears its peak, the two-tone input signal is greater in magni-
tude than the CF tone alone~i.e., moves above the shaded
area! and so the outer cell is pushed further out along its I/O
curve than it was for the single-tone case. The resulting out-
put signal shows greatly compressed peaks~panel B!. Iden-
tically the same processes operate at each trough of the low-
frequency signal, where an even greater compression of
response troughs occurs, due to the asymmetrically placed
‘‘rest point’’ of the OHC I/O function.

As a tone with frequency more than an octave below CF
is not amplified in the base of the cochlea~cf. Rhode, 1978;
Ruggero, 1992!, the low-frequency component of the hair
cell’s output voltage obviously produces no self-
amplification. Moreover, that low-frequency component pre-
sumably does not play adirect role in the amplification of
the CF signal either, for, according to theory~cf. Patuzzi and
Robertson, 1988; Hubbard and Mountain, 1990!, only the CF
response contained within the feedback signal affects CF
amplification. Thus, since its only apparent role in cochlear
amplification is its effect upon the OHC’s CF response, we
removed the low-frequency component from the receptor po-
tential to allow better visualization of the CF response. The
resulting hair cell waveform~panel D! is also approximately
that of the CF response of the basilar membrane, should the
OHC I/O function of Fig. 11~A! be inserted into most recent
cochlear models~e.g., Cai and Geisler, 1996c!.

D. Extrapolation of experimental data to estimate
cochlear amplifier properties

The striking similarity of the model’s output@Fig.
11~D!# with the experimental data@e.g., Fig. 5~C!# suggests
that the model is a good representation of the processes in-
volved in the cochlear amplifier. Assuming that is so, the
modeling process outlined in Fig. 11 can be used in an in-
verse fashion with the experimental data to produce an esti-
mate of the OHC’s I/O characteristics. The reasoning is as
follows.

Since the low-frequency component of the basilar-
membrane responses is basically linear~cf. Fig. 2!, it is just
a scaled replica of the low-frequency component of theinput
signal and can be used in its stead. On the output side, the
envelopeof the CF response is a measure of the time-varying

gain of the cochlear amplifier. Thus working forward from
the low-frequency response~representing the acoustic input!
and backward from the envelope of the CF component~re-
flecting the gain of the cochlear amplifier!, an estimate of the
relationship between the two can be established.

Such an estimate was formed~Fig. 12! by plotting the
low-frequency response component on thex axis ~panel C!
and the CF response envelope~panel B! on they axis. The
result is the ‘‘Lissajous figure’’ shown in panel A. Somewhat
disappointingly, this is not a single-valued curve. However,
if the envelope waveform~the ‘‘output’’! is treated as having
been delayed by 150ms relative to the input and that delay is
compensated~i.e., the envelope isadvancedin time by 150
ms!, the resulting curve does become nearly single valued, as
shown in Fig. 13~B!. One branch of this curve can thus be
treated as an estimate of the cochlear amplifier’s input/gain
characteristic~panel D!.

We can go even one step further. Reference to Fig. 11
shows that the gain of the cochlear amplifier is determined
by the slopeof the OHC’s I/O curve: The flatter the curve
~i.e., the smaller the slope!, the lower the gain. Thus if we
were to integrate this input/gain function we would obtain an
~unscaled! estimate of the hair cell’s I/O characteristic. This
has been done@Fig. 13~C!#, producing a curve which does
indeed bear a close resemblance to the I/O curves measured
in living outer hair cells~Russellet al., 1986; Dallos and
Cheatham, 1992!.

The idea of repeating this process at different intensities
of the low-frequency component in order to create a compos-
ite estimate of the entire I/O curve~and to check the consis-
tency of the various estimates! has occurred to us. Unfortu-
nately, strong phasic suppression is always accompanied by
tonic suppression~cf. Figs. 5 and 9!, which is a completely
unknown process. Not knowing how to incorporate this tonic
suppression into the model, at this time we cannot produce

FIG. 12. Relationship between the 200-Hz suppressor response component
~panel C! and the envelope of the resulting CF response~panel B!, expressed
as a suppressor-component/CF-envelope plot~panel A!. EXP1019.
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an estimate of the entire I/O curve just from the phasic sup-
pressions~see Sec. III!.

III. DISCUSSION

A. Comparisons with previous data

Where comparable, the responses reported here are very
similar to those reported in most other studies of the low-side
suppression of basal basilar-membrane vibrations. Of impor-
tance, the phasic suppression of CF responses reported here,
usually with both primary and secondary phases, has been
universally observed in relevant studies~Patuzzi et al.,
1984b; Ruggeroet al., 1992; Rhode and Cooper, 1993; Coo-
per, 1996!. With the lone exception of the study by Ruggero
et al. ~1992!, all of the others also report that the moment of
maximum suppression nearly coincides with the maximum
displacement of the basilar membrane toward scala tympani.
Moreover, the accuracy of this single exception has been
challenged on technical grounds~Cooper, 1996!.

Of particular importance, we report here that suppres-
sion of the CF response component was produced in our
experiments only when thedisplacementof the suppressor
response component was equal to or greater than that of the
CF response component. Or stated more conservatively, the
sumof the CF and the suppressor displacement components
was always greater than that of the unsuppressed CF re-
sponse component. This inequality, first demonstrated by
Cooper~1996!, appears to be an iron-clad rule in low-side
suppression, never violated so far as we know. Although this
inequality is not explicitly mentioned by the other investiga-
tors of low-side suppression, all examples given in their pub-
lished data satisfy it. Nevertheless, until the entire parameter

space available to the two tones is explored, it cannot be
stated that this inequality invariably occurs in low-side sup-
pressions.

The absolute values of the amplitudes which just pro-
duced suppression in our study seem small~e.g., thresholds
about 2 nm in Fig. 4!, but they fall within the 1- to 5-nm
threshold range for suppression reported by Cooper~1996!.

We often observed a delay between the moment of
maximum CF suppression and the peak of basilar-membrane
displacement~cf. Figs. 8 and 13!. Such delays are also seen
by others. For example, Rhode and Cooper gave an example
of a similar ~100-ms! delay in their 1993 paper.

The phase modulations seen in our data also seem to be
a general feature of low-side suppressions. Cooper~1996!
reported that low-side suppression produced phase leads in
his CF response component that could reachaveragevalues
as high as 0.1 cycle, although average phase leads of more
than 1

4 cycle could be achieved if the frequency of the high-
frequency tone were set slightly higher than CF. The phase
leads we observed routinely reached1

4 cycle in the time re-
gions of maximum suppression~cf. Fig. 9!; our average
phase leads would of course have been smaller.

Finally, tonic suppression of the CF response has been
observed in many of these low-side studies in the basal re-
gion ~Ruggero et al., 1992; Cooper, 1996; Cooper and
Rhode, 1996!. Moreover, even in those reports whose figures
did not show tonic suppression, it was not specifically denied
~Patuzziet al., 1984b; Rhode and Cooper, 1993; Cooper and
Rhode, 1993!. Thus tonic suppression might have been seen
in those studies at higher suppressor intensities, but went
unreported.

B. Implications regarding cochlear mechanisms

Among the many characteristics of the model schema-
tized in Fig. 11, three stand out:~1! suppression can only
occur when the peak~or trough! of the BM displacement
~hence receptor potential! produced by the two-tone stimulus
response waveform is appreciably greater in magnitude than
that of the response produced by the CF tone alone;~2!
When suppression does occur, its maximum phasic effect
occurs at the moment of maximum displacement toward one
or the other of the scalae, depending upon the position of the
OHC’s ‘‘rest point’’ @which is biased toward scala tympani
in Fig. 11~A!#; ~3! With intense enough stimulation, a sec-
ondary phase of suppression will occur, centered about the
moment of maximum displacement toward the other scala,
180° out-of-phase with the primary suppression. Overlook-
ing small time delays, these three characteristics were ob-
served, without exception, in our experimental data. Thus the
‘‘saturation feedback’’ theory can be said to account fully for
those aspects of our data, at least in a qualitative sense.

Tonic suppression is not an explicit feature of this
model, although it is expected, as has been pointed out pre-
viously ~Cai and Geisler, 1996c!. For, according to the
theory, the gain of the cochlear amplifier depends upon the
slope of the OHC’s input/output curve. Thus, with a suppres-
sor of large amplitude, a strict application of the theory
would predict that the gain of the cochlear amplifier would
be expected to change from virtually normal~at the instants

FIG. 13. Estimates~unscaled! of the cochlear amplifier’s input/gain function
~panel D! and the OHC’s input/output function~panel C!. The estimates
were formed by advancing the CF envelope of Fig. 12~B! in time by 150ms
~panel B!, taking one branch of the resulting curve~panel D!, and then
integrating~panel C!. EXP1019.
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when the suppressor’s response component passed through
zero! to virtually nil ~at the suppressor component’s peak
and/or trough! at least once during each cycle of the suppres-
sor.

However, a low-Q feedback circuit cannot be trans-
formed into a high-Q circuit instantaneously.Sometime-
dependent processes must be involved, and hence there must
be some suppressor frequency above which the system’s
gain would be unable to follow fully the waveform predicted
from Fig. 11. The fact that we obtained strong tonic suppres-
sion with all of our suppressors, even the 200-Hz tones~Fig.
5!, implies that some of the processes within the cochlear
amplifier must have relatively slow processes. Moreover, the
temporal processes of these suppressions are not constant,
but seem closely tied to the depth of suppression. For in-
stance, the cochlear amplifier seems to have been able to
follow faithfully the substantial phasic suppressions gener-
ated by the 200-Hz suppressor at 66 dB SPL@Fig. 5~B!#,
because the peak of the CF response is unchanged from that
of the unsuppressed case~panel A!. However, at higher sup-
pressor intensities~panels C and D!, the cochlear amplifier
never fully recovered its unsuppressed state at any time.

The subharmonic phasic suppressions which occur at
high suppressor frequencies~Fig. 6! are another clear indica-
tion that time-dependent processes are involved in the co-
chlear amplifier. Unable to follow the rapid transitions de-
manded by those high frequencies~.2 kHz!, the system
synchronizes to a lower frequency, the basic periodicity of
the two-tone complex. The phase modulations seen in the
suppressed portions of the CF responses~cf. Fig. 9! are also
marks of time-dependent processes within the cochlear am-
plifier.

The long recoveries from strong suppression which we
have occasionally seen~e.g., the 500-Hz trace in Fig. 3! in-
dicate that suppressive effects upon the basilar membrane’s
response may sometimes last much longer than previously
recognized. Perhaps they are related to other long-term sup-
pressive effects recently observed in cochlear recordings
~Sridhar et al., 1995; Cai and Geisler, 1996d!, or to the
mechanisms of temporary threshold shift. The total indiffer-
ence of the suppressor response component to these recover-
ies, in fact to all aspects of CF suppression, argues that all
suppressive effects, short or long, take place only within the
mechanisms of the cochlear amplifier, not in the passive
physical properties~e.g., stiffness! of the cochlear partition.

The very small basilar-membrane amplitudes at which
CF suppression is initiated~ca. 2 nm! are very surprising in
view of the much larger responses~nearly 100 nm! which are
produced with strong low-frequency tones~e.g., Figs. 3 and
4!. This small threshold can be accounted for with the feed-
back theory of cochlear amplification~cf. Zwicker, 1979!.
Suppose that in the frequency region near CF the feedback
term can be described by the classic expression:

gain5A/~12A*B!, ~1!

whereA is gain without feedback andB is the output of the
feedback element. If now the termA*B has value 0.99~ne-
glecting phase shifts!, then the gain of the feedback circuit is
100 A. Now suppose that the gain of the feedback element is

compressed just slightly~say 1%!, then the termA*B drops
in value to 0.98 and the gain of the feedback circuit drops to
50 A ~cf. Patuzziet al., 1989; Yates, 1990!. Thus, since it
does seem unreasonable to suppose that slight compressions
in OHC generator potentials occurred at displacement ampli-
tudes much smaller than those produced by intense sounds,
large suppressions of the CF response at low displacements
are not unexpected. The surprise is that, with such high es-
timated gains~ca. 55 dB!, the cochlear amplifier behaves
linearly atany sound level.

Our assumption that the OHC receptor potential is the
controlling signal in the cochlear amplifier’s feedback circuit
is still controversial, for the electrical properties of the hair
cell membrane presumably limit drastically the frequency
range over which this potential could be of significance.
However, indications are that more complete modeling of the
OHCs, including their mechanical and electrical environ-
ments~e.g., Mountain and Hubbard, 1994; Dallos and Evans,
1995! will unravel this mystery.

C. Relationships between basilar-membrane
suppression and auditory-nerve fiber suppression

A comprehensive study of the low-side suppression dis-
played by AN fibers has just been published~Cai and Gei-
sler, 1996a,b,c!. In one phase of that study, a saturating OHC
input/output function similar to that of Fig. 11~A! was im-
bedded in a functioning feedback-circuit model, whose out-
put was used to test the ability of the ‘‘saturation feedback’’
theory to account for those data~Cai and Geisler, 1996c!.

The conclusion drawn in that study was that while the
model could reproduce the phasic properties of the suppres-
sions, it could not account for the greattonic strengthof the
low-side suppressions exhibited by the class of AN fibers
having lower rates of spontaneous activity~,20/s!. In fact,
some of those fibers had their ‘‘driven’’ spike activitytotally
suppressed by the addition of the low-side tone! As the data
presented in this paper are fully consistent with that model, it
follows that the great tonic strength of low-side suppression
exhibited by lower spontaneous AN fiberscannot be ac-
counted for by the low-side suppression observed on the
basilar membrane, at least in the base of the cochlea. Speak-
ing roughly, low-side suppression of basal AN fibers behaves
as if a high-pass filter were located somewhere between the
basilar membrane and the primary neurons, a filter which
sharply attenuates the low-frequency components of basilar-
membrane vibrations during low-side suppression~cf. Pfe-
iffer, 1970!. With a minor exception, no such filtering
mechanism has ever been found. This single exception is the
apparent velocity coupling between IHC cilia deflections and
basilar-membrane vibrations at low frequencies. However,
this high-pass filtering effect appears to be limited to sup-
pressor frequencies below 1000 Hz~Patuzzi and Yates,
1987!, and its calculated effect upon total suppression is very
minor, even for very low suppressor frequencies~Cai and
Geisler, 1996c!. More importantly, such high-pass filtering is
totally at odds with the virtual indifference of low-side sup-
pression to the frequency of the suppressor tone~e.g.,
Schmiedt, 1982!.
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Relevant to the tonic suppression of theCF responses
which is observed on the basilar membrane, it is interesting
to note that the model used in the AN-fiber studies~Cai and
Geisler, 1996c! had to incorporate a ‘‘gain-smoothing’’
~low-pass! filter within the cochlear-amplifier stage in order
to obtain realistic phasic suppressions. The tonic suppres-
sions reported here indicate that the use of a cochlear-
amplifier filter in that model was fully justified. However, the
complex temporal properties which characterize our data at
high suppressor frequencies cannot be accounted for by a
simple low-pass filter. Obviously some much more compli-
cated time-dependent processes are involved.

In our data taken at multiple levels of the CF tone~Fig.
4!, we noted that the suppressor-level threshold for low-side
suppression was relatively insensitive to the level of the CF
tone. This insensitivity to CF level of the basilar membrane’s
suppression threshold seems able to account for a similar
indifference which is observed in the suppression thresholds
of AN-fiber suppression~Schmiedt, 1982; Fahey and Allen,
1985; Cai and Geisler, 1996a!.

Turning to thephasic suppressions, the temporal pat-
terns of suppression observed in AN-fiber discharges are
very similar to those which we observed on the basilar mem-
brane. For example, the basilar-membrane suppression
waveforms shown in Figs. 5 and 9 look much like those
often observed in AN-fiber discharge patterns~e.g., Sachs
and Hubbard, 1981; Sellicket al., 1982; Patuzziet al.,
1984a; Cai and Geisler, 1996a!. One difference between the
two types of studies is that two phases of suppression~called
‘‘peak splitting’’! were observed in the AN-fiber studies only
at low suppressor frequencies~<500 Hz!, while in this
basilar-membrane study we clearly saw two phases of sup-
pression with suppressor frequencies as high as 1 kHz.

Perhaps the asymmetry of the basilar-membrane sup-
pression patterns observed with those high suppressor fre-
quencies can account for the difference. The basilar-
membrane displacement pattern in Fig. 10, for example,
clearly shows two phases of suppression but it would most
probably not produce two clear phases of suppression in a
hair-cell/nerve-fiber model: the main peak would totally
dominate the output of the model.

Another point of comparison between the basilar-
membrane and AN-fiber suppression data concerns the abso-
lute values of the suppression phases. In all of our relevant
experiments, the moment of maximum suppression which
occurred on the basilar membrane at our lowest suppressor
frequency ~200 Hz! nearly coincided with maximum dis-
placement of the basilar membrane toward scalatympani
~Fig. 7!. In agreement with our observations, the moment of
maximum neural suppression incurred by primary neurons in
the first turn of the guinea pig cochlea, coincided, at a very
low suppressor frequency~40 Hz!, approximately with the
maximum displacement of the basilar membrane toward
scala tympani, as inferred from cochlear-microphonic re-
cordings~Sellick et al., 1982!. However, in a recent study of
cat AN fibers, the opposite polarity was observed: maximum
neural suppression, at the lowest suppressor frequency used
950 Hz!, occurred at about the moments of maximum dis-
placement toward scala vestibuli, also inferred from CM re-

cordings~Cai and Geisler, 1996a!. A species difference in
the operating point of the outer hair cell could explain these
findings of opposite polarity, but there is no convincing evi-
dence that such a variation of the operating point occurs.

D. Suggestions for further studies

The most obvious suggestion for future work is to iden-
tify the mysterious factor~s! which suppress~es! the re-
sponses of lower-spontaneous AN fibers so much more
strongly than those of the basilar membrane during low-side
suppression. Perhaps it is extra-cochlear potentials, a sug-
gested by Hillet al. ~1989!. The time-dependent processes of
the cochlear amplifier are also intriguing. Just how low must
the frequency of a suppressor be in order to produce no tonic
suppression? Why does the suppressor frequency of 2 kHz
seem to be the upper limit for faithful following of the sup-
pressor waveform by phasic suppression? Do these limiting
frequencies vary with cochlear position? More fundamen-
tally, what can knowledge about these various time-
dependent processes tell us about the inner workings of the
cochlear amplifier?
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1The still mysterious process by which the low-level responses of the basilar
membrane are greatly enhanced in the living cochlea is often called the
‘‘cochlear amplifier.’’ For convenience~if not for conviction!, we will also
adopt that terminology. By ‘‘gain’’ of the cochlear amplifier, we mean the
difference in the amplitudes of the CF responses obtained in the living and
dead cochleas.
2It is recognized that the response to the CF component of a two-tone stimu-
lus which is evoked on the~nonlinear! basilar membrane is not a fixed-
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modulated response waveform is simply called the ‘‘CF response.’’ For
quantitative purposes, we measured within each CF response the amplitude
of the single sinusoid whose frequency actually is CF. The term ‘‘CF~re-
sponse! component’’ is used to identify that sinusoid. Likewise, by the term
‘‘suppressor~response! component’’ we mean the single sinusoid within a
response whose frequency is that of the suppressor tone.
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Characterizing cochlear mechano-electric transduction in ears
damaged with pure tones
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Cochlear microphonics were recorded in response to Gaussian noise from the round window of
Mongolian gerbils. A nonlinear systems identification procedure provided the frequency-domain
parameters of a third-order polynomial equation describing cochlear mechano-electric transduction
~MET!. Exposure to an 8-kHz pure tone at 100 dB SPL for 20 min reduced the magnitude of the
linear, quadratic, and cubic terms significantly. Animals exposed to a 1- or 4-kHz pure tone showed
changes in the quadratic term. Differentiation of the polynomial equation and algebraic
manipulations of the coefficients provided physiologic indices of MET. The sensitivity, saturation
voltages, and sound pressures required to saturate MET were altered in animals exposed to an 8-kHz
pure tone. Limited changes occurred in animals exposed to a 1- or 4-kHz pure tone. ©1997
Acoustical Society of America.@S0001-4966~97!05607-5#

PACS numbers: 43.64.Nf, 43.64.Kc, 43.64.Wn@RDF#

INTRODUCTION

Cochlear mechano-electric transduction~MET! is a pro-
cess in which cochlear partition displacement is converted
into electrical events via deflection of hair-cell stereocilia.
This process is reflected by the cochlear microphonic~Nieder
and Nieder, 1971; Patuzziet al., 1989a!, an electrical poten-
tial generated from the vector summation of outer hair-cell
currents~Dallos et al., 1972!. In a previous study, Chertoff
et al. ~1996a! characterized MET in Mongolian gerbil by ap-
plying a nonlinear systems identification procedure~Bendat,
1990! to the cochlear microphonic~CM! recorded at the
round window. The nonlinear systems identification proce-
dure provided the frequency-domain parameters of a third-
order polynomial equation characterizing MET. The third-
order polynomial description accounted for 83%–92% of the
MET for low and high frequencies, respectively.

In addition to providing a phenomenological description
of MET, the frequency-domain parameters were used to gain
insight into the physiologic mechanisms underlying MET. A
physiologic interpretation was obtained by solving the equa-
tion for a range of input sound pressures. The solution
yielded an asymmetric saturating function grossly similar to
single hair-cell MET functions~Dallos, 1986; Hudspeth and
Corey, 1977! and MET functions obtained with pure-tone
modulation ~Nieder and Nieder, 1971! and low-frequency
pure-tone procedures~Patuzziet al., 1989b!. The saturation
and asymmetry in the function was related to the influence of
transduction channel state on hair-cell receptor currents.

Exposure to a 4-kHz tone at 100 dB SPL for 20 min
altered the parameters of the polynomial model and coher-
ence functions~Chertoffet al., 1996a!. Although the change
in coherence functions indicated that MET became more lin-
ear at about 4 kHz, the change in the polynomial parameters

were variable and the limited number of animals (n54)
made it difficult to provide a physiologic description of the
altered MET. The main purpose of this study was to charac-
terize MET in animals with hearing loss produced by pure-
tone stimulation and use indices derived from the coeffi-
cients of the polynomial model~see the Appendix! to
describe physiologic changes in MET. Animals also were
exposed to pure tones with different frequencies to evaluate
the sensitivity of the indices to hearing loss associated with
damage to different frequency regions of the cochlea.

I. GENERAL METHODS

The methods in this study are similar to that reported
previously by Chertoffet al. ~1996a!; therefore, only a brief
description is presented. More detail is provided where meth-
ods differed.

A. Animal preparation

Thirty-two Mongolian gerbils~45–76 g! with normal
hearing were used as subjects. Normal hearing was defined
as compound action potential~CAP! thresholds below 25 dB
SPL for the frequencies 1, 2, 4, 8, and 16 kHz. Animals were
anesthetized with pentobarbital~64 mg/kg! and subsequent
injections of one-third the initial dose given as necessary.
Body temperature was recorded by a rectal thermometer and
maintained at 37 °C with a heating pad~Harvard!. To gain
access to the round window, the left pinna was removed and
the postauricular aspect of the bulla exposed. The bulla was
opened with a surgical drill and a silver ball electrode placed
against the round window. The electrode was held against
the round window with a cotton wick, which also kept the
middle ear dry through capillary action. The bulla remained
opened during the entire experiment.

a!Author to whom all correspondence should be sent. Electronic mail:
mchertof@kumc.wpo.ukans.edu
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B. Stimulus delivery and data acquisition

The signals and data acquisition procedures used in this
study were similar to those described earlier~Chertoffet al.,
1996a!. Tone bursts and Gaussian noise signals were created
in an array processor~AP2, Tucker–Davis Technology! and
digitized at 65.536 kHz~DA1, Tucker–Davis Technology!.
The output of the digital-to-analog converter connected to a
headphone buffer~HB6, Tucker–Davis Technology! and to a
shielded~Mu metal! headphone~Etymotic ER-2!. The head-
phone was coupled to a tube and sealed to the external bony
canal. Signal level and spectrum were monitored with a cali-
brated probe microphone~Etymotic ER7-C! placed approxi-
mately 5 mm from the umbo of the tympanic membrane.

Tone bursts, 2 ms in duration and windowed with a 1-ms
cos2 ramp, were used to elicit compound action potentials
~CAP!. Cochlear microphonics were recorded in response to
a frozen 250-ms sequence of Gaussian noise windowed with
a 5-ms cos2 ramp. The signal was delivered at 88 dB SPL
and the spectrum equalized between 100 and 10 240 Hz us-
ing an inverse filter routine developed by Chertoff and Chen
~1996!.

Electrical activity recorded from an electrode on the
round window and a needle electrode inserted in the neck
~ground! was filtered between 3 and 30 kHz and amplified
500 times by a low-noise amplifier~Stanford SR560!. Sub-
sequently, the signal was low-pass filtered at 16 kHz, ampli-
fied ten times~Stewart VBF 10M!, and digitized at 65.536
kHz ~AD2, Tucker–Davis Technology!.

Threshold estimates were obtained by monitoring the
CAP on a digital oscilloscope while attenuating signal level
until 25 dB SPL. If a response was present at 25 dB SPL, the
CAP was recorded and stored on disk. Ensuing CAPs were
recorded at signal levels progressively attenuated by 5 dB
until 0 dB SPL. One CAP response consisted of the average
of 200 signal presentations.

For the nonlinear systems identification analysis of
MET, both the input signal and the CM were recorded. A
sequence of frozen Gaussian noise was delivered to the head-
phone and recorded by the microphone. The rms was com-
puted and the attenuator adjusted by a feedback software
routine to obtain the desired signal level. When the desired
signal level was obtained, the noise was recorded by the
microphone, digitized, averaged ten times, and stored on
disk. Next, the same sequence of noise was delivered and the
CM recorded, digitized, and stored on disk. One response
was the average of ten signal presentations. This procedure
was repeated for ten noise sequences that differed in phase
resulting in a set of ten input and ten output records.

C. Experimental design

This study consisted of three successive experiments
completed over eight months. In the first experiment 16 of
the 32 animals were divided into a control group (n58) and
a group exposed to a 4-kHz pure tone (n58). The results
~Chertoffet al., 1996b! showed that although the major hear-
ing loss was at 8 kHz, changes in the polynomial parameters
occurred at frequencies below and including 4 kHz. In a
second experiment, eight additional animals were exposed to

an 8-kHz pure tone in order to shift hearing loss to higher
frequencies to determine if configuration of hearing loss in-
fluenced the indices derived from the polynomial parameters.
For completeness, we conducted a third experiment in which
eight final animals were exposed to a 1-kHz pure tone.

The control and exposure groups received the following
procedure. CAP thresholds were obtained to tone bursts, fol-
lowed by CM recordings to Gaussian noise. In the control
group, a silent interval of 20 min elapsed and subsequent
recordings of the CAP and CM obtained. In the experimental
groups, the 20-min silent interval was replaced with either a
1-, 4-, or 8-kHz pure tone presented at 100 dB SPL~Mercer
9805!. After exposure, CAP thresholds and CM recordings
were repeated. In the 1- and 8-kHz exposure groups, the CM
was recorded a second time after exposure~approximately 20
min later! to determine the reliability of the change in poly-
nomial coefficients.

The harmonic distortion in the acoustic system was mea-
sured during a 1-kHz exposure in one animal to ensure that
the level of the harmonics were not large enough to cause a
hearing loss. The highest level of distortion was 45 dB SPL.
A pure-tone signal at this level and frequency was presented
to an additional animal for 20 min to determine if this expo-
sure level created a hearing loss. The results showed that at
this signal level and duration, no hearing loss could be mea-
sured. Therefore, the hearing loss produced in this study was
due to the energy at the exposure frequency and not the
harmonics.

D. Signal processing and nonlinear systems
identification

Each input and output record was divided into 256 point
subrecords. With a record length of 16 384 points, this
yielded 64 subrecords per record. The total of 10 input/
output responses resulted in 640 distinct subrecords from
which spectral estimates were obtained. For the spectral es-
timates, leakage error was reduced with a Hanning window
and overlap processing of 50% was used to recover energy
lost by the Hanning window~Bendat and Piersol, 1986!.

The magnitude and phase of the linear system frequency
response functions were obtained from the ratio of the cross-
spectral density functions and the input autospectral density
functions. The magnitude and phase represent the voltage
and phase of the CM relative to the sound pressure at the
tympanic membrane. The magnitude and phase of the non-
linear frequency response functions of the third-order poly-
nomial model of MET were obtained from uncorrelated
spectral density functions computed from conditioned input
records~Chertoff et al., 1996a; Bendat and Piersol, 1986,
1993; Bendat and Palo, 1990!. The magnitude and phase of
these functions represent the gain and sign of a third-order
polynomial equation relating input to output.

E. Statistics

The influence of hearing loss on the dependent variables
~e.g., ‘‘A’’ coefficients, maximum, minimum, slope, and
sound pressures at maximum and minimum saturation! was
determined by subtracting the particular dependent variable
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of interest before exposure from the dependent variable after
exposure. The difference scores were submitted to a between
group ~control, 1-, 4-, and 8-kHz exposure groups! repeated
measures analysis of variance~ANOVA !. If a group effect
was significantpost hocanalysis was completed with the
Newman–Keuls procedure. If a group by frequency interac-
tion effect was significant each exposure group was com-
pared to the control group with a between-group repeated
measures analysis of variance. This determined if the change
in the dependent variable across frequency differed between
the exposure group and the control group. A probability of
less than 0.05 was considered statistically significant. The
major focus of this study was on group or group by fre-
quency effects. The frequency effect alone was not of inter-
est, only indicating that the dependent variable differed as a
function of frequency. Any violations of symmetry or sphe-
ricity were controlled by adjusting the degrees of freedom
with the Huyn–Feldt procedure~Maracuilo and Serlin,
1988!. The adjusted degrees of freedom are reported when
appropriate.

II. RESULTS

A. Input/output

The input spectrum, averaged across the 32 animals, is
illustrated in Fig. 1~A!. In general the energy was evenly
distributed, although a slight increase was present in the low
frequencies. The energy in the CM@Fig. 1~B!# reached a

maximum at approximately 1.3 kHz, followed by a mini-
mum at 3.6 kHz. Subsequently a second maximum occurred
at 5.4 kHz, followed by steady decrease in energy. The mag-
nitude of the transfer function@Fig. 1~C!# was similar in
shape to the spectrum of the output. The average gain was
1.4660.32 s.d. mV/Pa at 1.3 kHz and 1.1960.34 s.d. mV/Pa
at 5.4 kHz. The largest phase delay~23.3560.33 s.d. rads!
occurred at 2 kHz, followed by a phase transition between 4
kHz and 6 kHz. A delay of23.1260.38 s.d. rads and23.01
60.38 s.d. rads occurred at 8 kHz and 10 kHz, respectively.
The average linear coherence function@Fig. 1~D!#, a measure
of the correlation between input and output, was not unity for
any frequency, indicating the presence of nonlinearity in
these data. Coherence values were smaller for very low fre-
quencies and frequencies centered around 4 kHz, as com-
pared to higher frequencies.

B. Compound action potential thresholds

The influence of pure-tone exposure on CAP thresholds
was obtained by subtracting CAP thresholds before exposure
from CAP thresholds after exposure. Figure 2 illustrates the
change in threshold for the control group and the 1-, 4-, and
8-kHz exposure groups, respectively. The dark solid line is
the mean12 s.d.~averaged across all frequencies! change in
threshold for the control group and any elevation in threshold
above this line was considered a hearing loss. In general, the
1-kHz exposure group had hearing loss which extended for a

FIG. 1. Average~n532 animals! input autospectral density function, output
autospectral density function, transfer function~magnitude and phase!, and
coherence function. Spectral estimates were computed with 640 averages
and a spectral resolution of 256 Hz.

FIG. 2. Change in compound action potential threshold for control animals
and animals exposed to either 1-, 4-, or 8-kHz pure tones. Exposure level
was 100 dB SPL for 20 min. Dark solid line represents mean12 s.d. change
in threshold for the control animals averaged across all frequencies.
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broad range of frequencies. Hearing threshold remained un-
changed at 16 kHz in five of the eight animals. The 4-kHz
group had a small change in hearing at 4 kHz with the major
change at 8 kHz. In some animals the hearing was elevated at
16 kHz whereas in others, hearing was normal. The hearing
loss in the 8-kHz group started at 8 kHz and was more pro-
nounced at 16 kHz. Considerable variability between ani-
mals in the extent of hearing loss occurred in each exposure
group. For example, in the 1-kHz group threshold elevations
at 4 kHz varied from 0 to 40 dB. Similarly, in the 8-kHz

group some animals showed only a minimal change in hear-
ing at 8 kHz, whereas one animal had a 40-dB elevation in
hearing.

C. Cochlear microphonic

The root-mean-square~rms! of the CM in response to
Gaussian noise was obtained from the square root of the area
under the output autospectral density function. The average
change in rms~after exposure/before exposure! for the con-
trol and exposure groups is illustrated in Fig. 3. Kruskal–
Wallis ANOVA yielded a significant change in rms between
groups ~H514.78, p,0.05!. Post hoccontrasts indicated
that the rms in the 8-kHz group was reduced compared to
other groups. Further analysis on individual animals showed
that some animals from the other groups also showed a re-
duced CM. These animals tended to have hearing loss in the
high frequencies. A multiple regression analysis was com-
pleted to determine the relation between frequency at which
hearing loss occurred and the reduction in CM. Results indi-
cated that elevation of threshold at 16 kHz accounted for a
major part of the variance, indicating that animals with hear-
ing loss at 16 kHz tended to have a reduced CM independent
of the exposure condition.

D. Nonlinear systems identification

1. ‘A’ coefficients

The influence of hearing loss on the frequency domain
coefficients of the third-order polynomial equation character-
izing mechano-electric transduction~MET! is illustrated in
Fig. 4. Rows show the linear (A1), quadratic (A2), and
cubic (A3) coefficients, respectively, whereas columns indi-

FIG. 3. Change in the rms amplitude of the cochlear microphonic for con-
trol and exposure groups. Error bars are61 s.d.

FIG. 4. Magnitude of the ‘‘A’’ coefficients before and after exposure for the control animals and exposed animals. The rows representsA1, A2, andA3,
respectively, and the columns, the exposure condition. Solid lines represent the amplitude of theA coefficients before exposure and dotted lines, after
exposure.
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cate the exposure condition. Solid lines are results before
exposure, dashed lines, after exposure. The change in A1
differed between the groups~F3,3857.2, p,0.05! and the
change differed with frequency~F114,106452.26, p,0.05!.
Post hocanalysis revealed that hearing loss caused by expo-
sure to the 1-kHz or 4-kHz pure tones did not alter theA1
coefficient significantly. By contrast, exposure to the 8-kHz
tone reduced theA1 coefficient. Exploring the interaction
indicated that the reduction inA1 in the 8-kHz group was
more pronounced around 1.2 kHz and 6 kHz~F4,5353.40,
p,0.05!.

A2, or the quadratic coefficient, was altered as a result of
hearing loss. The change in A2 differed significantly be-
tween groups~F3,2855.3, p,0.05! and interacted with fre-
quency ~F114,106453.12, p,0.05!. Subsequent analysis
showed that theA2 coefficient increased in animals exposed
to the 4-kHz pure tone. The effect of hearing loss onA2 in
the 1- and 8-kHz groups interacted with frequency~1 kHz,
F14,19552.44, p,0.05; 8 kHz,F6,8752.63, p,0.05!. Expo-
sure to the 1-kHz tone increasedA2 in the low frequencies
and decreasedA2 around 6 kHz. Exposure to 8 kHz resulted
in a reduction ofA2 in the low frequencies.

The bottom row shows the results forA3, the cubic co-
efficient. Similar toA1, the group and group by frequency
interaction were significant~F3,2857.71, p,0.05; F114,1064

52.17, p,0.05!. Further analysis yielded no significant
change inA3 for animals exposed to 1 kHz or 4 kHz when
compared to the control group, whereas theA3 coefficient
was reduced in the 8-kHz group. Neither the 1- or 4-kHz
group showed any interaction with frequency. The 8-kHz
exposure group had a significant interaction~F7,9352.98, p
,0.05! andpost hoccontrasts indicated that the reduction in
A3 was more prominent around 6 kHz.

In addition to changes in theA coefficients, hearing loss
influenced the ‘‘fit’’ of the polynomial model of MET. That
is, the cumulative coherence function, a measure of the pro-
portion of variability described by the of the third-order
polynomial equation, was altered after exposure to pure
tones. ANOVA indicated a significant group by frequency
interaction~F114,106451.50,p,0.05!. After exposure the cu-
mulative coherence increased for the 4-kHz group between
2.5 kHz and 3.8 kHz~F3,4353.72, p,0.05!. The 8-kHz
group yielded an increase in coherence through the center
frequencies and a decrease at the lowest three frequencies
(F9,13252.00, p,0.05!. The increase in cumulative coher-
ence was due mainly to the increase in the linear coherence,
which increased approximately 5% for the 4-kHz group and
1.2% for the 8-kHz group.

2. ‘‘A’’ coefficient reliability

Pure-tone exposure increased the variability in the mag-
nitude of the polynomial coefficients. Figure 5 illustrates the
between-animal standard deviation of the difference scores
in the control and exposure groups. In general, the between-
animal variability was larger for the exposed animals than
for the control animals. Moreover, the 8-kHz exposure group
showed the largest variability, with the greatest variation in
theA1 andA3 coefficients. A correlation between the sec-
ond recording after exposure and the first recording after

exposure was computed to determine the within-animal reli-
ability. For the 1-kHz exposure group, the average correla-
tion coefficients computed across all animals were 0.99,
0.85, and 0.94 for theA1, A2, andA3 coefficients, respec-
tively. For the 8-kHz group, the average correlation coeffi-
cients were 0.99, 0.88, and 0.93 for the threeA coefficients,
respectively. ANOVA showed no significant effects between
recordings one and two for either the 1-kHz or 8-kHz groups,
indicating that the change in the coefficients was reliable.

3. Physiologic indices of MET

Figure 6 shows an example of a MET curve and associ-
ated physiologic indices. The curve was obtained by solving
the polynomial equation for input pressures ranging from
21.5 Pa to 1.5 Pa and using the average (n58) ‘‘A’’ coef-
ficients at 1 kHz. The signs of the coefficients were obtained
from their phase. The maximum and minimum voltages re-
flect the saturation of hair-cell currents when hair cell trans-
duction channels are closed and open, respectively. The
slope represents the sensitivity of MET, that is, the amount
of current flow through hair cells for a given sound pressure.
The sound pressure at which the maximum and minimum
voltage occur reflects the amount of sound pressure~or indi-
rectly, the amount of cochlear partition displacement! re-
quired to saturate hair-cell currents. These indices were ob-

FIG. 5. Between-animal variability of the change in magnitude of the
‘‘ A’ ’ coefficients. Each line represents the standard deviation of the differ-
ence score computed from subtracting the magnitude of theA coefficient
obtained before exposure from theA coefficient after exposure.
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tained from differentiation of the polynomial model of MET
and algebraic manipulations of the ‘A’ coefficients~see the
Appendix!.

The maximum and minimum voltages for the control
and exposure groups before and after exposure are illustrated
in Fig. 7. ANOVA yielded a significant change in both the
maximum and minimum voltage~maximum:F3,2856.92, p
,0.05; minimum:F3,2856.61, p,0.05! and a significant

group by frequency interaction~maximum:F117,109252.02,
p,0.05; minimum: F117,109252.11, p,0.05!. Post hoc
analysis indicated that the maximum and the absolute value
of the minimum were significantly reduced in the 8-kHz
group as compared to the control group. No significant
change occurred for the 1- or 4-kHz exposure groups. The
significant group by frequency interaction was associated
with the maximum voltage in the 8-kHz group~F5,75

52.75, p,0.05!. Results indicated that the reduction in the
maximum voltage was greater for frequencies around 1 kHz
and 6 kHz.

Figure 8 illustrates the sound pressures required to reach
the maximum and minimum of the transduction curves. In
general, more sound pressure was required to reach the maxi-
mum or minimum for frequencies at about 1 to 2 kHz than
for other frequencies in all groups. The amount of sound
pressure required to saturate the transduction curves was al-
tered significantly as a result of hearing loss~positive pres-
sure:F3,2854.22, p,0.05; negative pressure:F3,2856.66,
p,0.05! and the change in amount of sound pressure de-
pended upon frequency~positive pressure:F111,109251.24,
p,0.05; negative pressure:F111,109251.62, p,0.05!. Fur-
ther analysis indicated that more pressure~positive and nega-
tive! was required to saturate the transduction curves for ani-
mals in the 8-kHz exposure group compared to the control
group. Moreover, the effect was more substantial for fre-
quencies around 1.2 kHz and positive sound pressures
(F16,24452.01, p,0.05!. In the 4-kHz group, the pressure
required to reach maximum saturation was reduced signifi-
cantly at approximately 2–3 kHz~F11,15051.92, p,0.05!.

The influence of hearing loss on the slope of the trans-
duction curves is illustrated in Fig. 9. The solid lines indicate
the slope before exposure and the dotted lines, after expo-

FIG. 6. Example of a mechano-electric transduction curve obtained from a
polynomial equation using the averageA coefficients at 1000 Hz in eight
animals. The physiologic indices are illustrated: maximum voltage, mini-
mum voltage, slope, and sound pressures at maximum and minimum volt-
ages, respectively. Values obtained from equations in the Appendix.

FIG. 7. Average maximum and minimum voltages of MET for the control and experimental animals. Top row indicates the maximum voltages and bottom
row the minimum voltages, and columns indicate the exposure conditions. Solid lines represent voltages before exposure, and dotted lines after exposure.
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sure. The analysis indicated a significant group~F3,28

57.26, p,0.05!, and group by frequency interaction
(F117,109252.26, p,0.05!. Post hocanalysis yielded no sig-
nificant differences between the 1-kHz, 4-kHz, and control

groups. In contrast, the slope in the 8-kHz group was re-
duced compared to the control group. Furthermore, a signifi-
cant interaction indicated that the slope was reduced more
for frequencies at 1.2 and 6 kHz~F4,5553.53, p,0.05! for
the 8-kHz exposure group.

III. DISCUSSION

A. Comparison to previous study

The average transfer function relating cochlear micro-
phonic amplitude and phase relative to the amplitude and
phase of the sound pressure at the tympanic showed similar
trends to Chertoffet al. ~1996a!. The magnitude increased
for low frequencies reaching a peak at approximately 1 kHz
and a notch at 4 kHz. Subsequently, the magnitude of the
transfer function showed an increase in gain followed by a
decrease in gain in the high frequencies. The phase illus-
trated a steep phase lag for low frequencies, a phase transi-
tion at the notch frequency, and finally a phase lag reaching
a plateau in the high frequencies.

The magnitude of theA coefficients and phase of the
transfer function, however, differed from the previous study.
The magnitude ofA1 in our previous study was 724.3
6214.4mV/Pa at 8 kHz, whereas in this study the average
value was 1056.26306.7mV/Pa. Overall, larger linear coef-
ficients occurred for five of the six frequencies reported pre-
viously. The magnitude ofA3 became smaller for 0.5, 1, 2,
and 4 kHz and for 8 and 10 kHz the values remained the
same. The magnitude ofA2 was reduced for the low fre-
quencies~0.5, 1, and 2 kHz! and remained the same for the
high frequencies~4, 8, and 10 kHz!. The different magni-
tudes may be due to the different signal levels used in this

FIG. 8. Average sound pressures required to reach maximum~top row! and minimum~bottom row! voltages of MET, respectively. Top row indicates the
pressures required to reach maximum voltage and bottom row the pressures required to reach minimum voltage. Columns indicate the exposure conditions.
Solid lines represent sound pressures before exposure, and dotted lines, after exposure.

FIG. 9. Average slope of MET for control and experimental animals. Solid
line represents the slope before exposure, and the dotted line, after exposure.
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study. In this study we recorded the CM to a higher signal
level ~88 vs 85 dP SPL! because we felt that it would in-
crease the nonlinearity in MET and enlarge the size of the
nonlinear terms. This would be important when examining
the effect of hearing loss on the coefficients. Larger coeffi-
cients would reduce the influence of a floor effect if hearing
loss reduced the magnitude of the coefficients. Although the
magnitude of the linear term increased, the size of the non-
linear terms decreased or remained the same.

The phase delay in this study was less than the phase
delay reported in our previous work. This suggests that the
location of the recorded CM moved within the base of the
cochlea, perhaps due to the higher signal level. This is con-
sistent with earlier work by Honrubia and Ward~1968! who
showed that the maximum CM can shift basally up to 4 mm
in the cochlea with increasing signal level. The mechanism
of the shift was explained by Dallos~1973! as a result of the
nonlinear input/output growth of the CM. That is, with in-
creasing level the response of the base of the cochlea to a
low-frequency tone grows linearly while the response at the
apex saturates. Eventually the CM produced in the base
would dominate, explaining the shift in the CM. More re-
cently, however, changes in peak basilar membrane displace-
ment to lower frequencies due to increasing signal level
~Ruggeroet al., 1992!, and the shift of the peak response of
single hair cells to lower frequencies~Zhang and Zwislocki,
1996! suggests that the shift in the CM may reflect the mi-
gration in the peak of basilar membrane displacement.

Interestingly, the change in the coefficients with level
provides information concerning the adequacy of a third-
order polynomial description of MET. An appropriate model
should be independent of input level~Bendat and Palo,
1990!. This suggests that the third-order polynomial model is
not the best model of MET because the magnitude of the
coefficients changed with signal level. One solution is to
obtain a mathematical function or model which characterizes
MET more appropriately. Until this occurs, however, future
studies may require polynomial functions obtained at mul-
tiple signal levels to characterize MET fully.

B. 8-kHz exposure

The most dramatic change in MET occurred in animals
exposed to the 8-kHz pure tone. All of the animals had hear-
ing loss at 16 kHz, which correlated with the reduction in the
rms of the CM. Moreover, these animals had the largest
change in the polynomial coefficients~A1 andA3!, which
lead to alterations in the physiologic indices describing
MET. That is, the maximum, minimum, and slope of MET
were reduced and the sound pressures required for saturation
where elevated. These results are consistent with Patuzzi
et al. ~1989c! who showed changes in both the magnitude
and shape of the cochlear microphonic transfer curves after
pure-tone exposure lasting more than 150 s.

A reduction in the maximum, minimum, and slope indi-
cate that the amount of current passing through outer hair
cells was reduced as a result of pure-tone exposure. This
could occur for many physiologic reasons. For example, the
reduction in the endocochlear potential, blockage of trans-
duction channels, alterations in the compliance of the basilar

membrane, or changes in hair cell tectorial membrane cou-
pling ~Patuzzi, 1995! could alter these indices. In this study,
a likely location of damage is at hair-cell transduction chan-
nels located in the stereocila~Hudspeth, 1982!. Noise expo-
sure alters hair-cell stereocilia through changes in stiffness,
fusion with neighboring stereocilia, formation of giant ste-
reocilia, splaying, breakage, and complete elimination~for
review see Lim, 1986!. One or any combination of these
anatomic variants would change the mechanics of transduc-
tion channels and lead to permanent closure of transduction
channels. Closure of hair-cell transduction channels would
reduce hair-cell receptor currents~Patuzziet al., 1989c!.

In addition to an overall reduction in the maximum,
minimum, and slope, greater change occurred for frequencies
around 1.2 and 6 kHz. One explanation is that pure-tone
exposure altered the vector summation of hair-cell receptor
currents, leading to frequency specific effects. Another pos-
sibility, however, is that reduction at different frequencies
reflect alterations in different mechanisms involved in MET.
For example, uncoupling outer hair-cell stereocilia from the
tectorial membrane may lead to changes in MET at some
frequencies whereas altering transduction channels directly
could influence other frequencies. Future work using co-
chlear models and studies correlating anatomical changes
with changes in the physiologic indices of MET, will be
necessary to determine if frequency effects relate to modifi-
cations in specific mechanisms underlying MET.

Greater amounts of sound pressure were required to
drive MET into saturation after exposure, indicating that
larger cochlear partition displacements were required to satu-
rate hair-cell receptor currents. This suggests that cochlear
partition compliance was reduced after exposure. A reduc-
tion in compliance would require more sound pressure to
displace stereocilia to get the maximum number of channels
open. This may be the result of a direct physical change of
the basilar membrane, or it could be due to changes in hair-
cell stereocilia. Floppy stereocilia~Lim, 1986! would de-
crease the coupling between the organ of Corti and the tec-
torial membrane, altering cochlear partition vibration. Also,
it is conceivable that floppy stereocilia are more difficult to
displace than stiff stereocilia. Therefore, more cochlear par-
tition displacement would be required to deflect stereocilia to
the angle required to obtain the maximum number of open
channels.

C. 1-kHz and 4-kHz exposure

Exposure to the 1- or 4-kHz pure tones had no effect on
the rms of the CM and limited effects on the polynomial
description of MET. One reason for the limited change in the
1- and 4-kHz groups is the relation between electrode loca-
tion and site of damage. The round window electrode is sen-
sitive to electrical potentials generated from outer hair-cell
receptor currents in the base of the cochlea~Dallos, 1973!.
At high sound pressures, the cochlear partition at the base of
the cochlea vibrates to low and high frequencies. Thus, as-
suming that normal hearing thresholds at 16 kHz indicate
normal outer hair cells in the base of the cochlea, the CM at
low and high frequencies generated from receptor currents in
the base of the cochlea will be normal. This is consistent
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with the results of Patuzziet al. ~1989a! who showed that
damaging the first turn by ablation, streptomycin, current
injection, and acoustic trauma had little effect on the ampli-
tude of the CM generated from a low-frequency tone pre-
sented at high signal levels.

Another explanation for the apparent lack of change in
the 1- and 4-kHz groups is the increase in between-animal
variability after exposure limited the chance of finding a sta-
tistically significant result. This is first seen in the audio-
grams. Animals in the same exposure group could have
threshold elevations that varied by 40 dB. Presently, the rea-
son for the large between-animal variation is not known.
Large between-animal variability in both threshold elevation
and extent of cochlear damage is a common finding of many
noise exposure studies~Cody and Robertson, 1983!, the
mechanisms of which have not been identified@see Hender-
sonet al. ~1993! for a review#.

Although the 8-kHz group showed the largest variabil-
ity, the magnitude of A1 and A3 was reduced in all animals
in that group. This was not the case for the 4-kHz exposure
group. The amount of change and direction differed between
animals. For example, the mean data for the 4-kHz exposure
group showed changes in the A1 coefficient, but not all ani-
mals showed this pattern. Two of the animals in the 4-kHz
group, that had audiograms similar to the 8-kHz group~i.e.,
loss at 16 kHz!, showed a reduction in A1 similar to the
8-kHz group. The other six animals showed an increase in
the magnitude of A1 for high frequencies. It seems possible
that cochlear MET in these animals was altered but the lim-
ited number of animals limited the power of the statistical
analysis. Moreover, in the 1-kHz group, A3 appeared to in-
crease after exposure. Examining individual animals showed
that some animals had large changes after damage where as
others did not. The high correlations between the two record-
ings after damage suggests that these changes were not due
to random fluctuations. It is possible that MET was altered in
animals exposed to the 1- or 4-kHz pure tones but the way in
which MET changed differed between animals. Future stud-
ies with histology will be necessary to determine if these
animals differed in extent or type of cochlear damage.

IV. SUMMARY AND CONCLUSIONS

A nonlinear systems identification procedure provided
the frequency domain parameters of a third-order polynomial
equation characterizing MET in normal animals and in ani-
mals with hearing loss. The coefficients of the equations
were altered by hearing loss. One unique aspect of this study
was that differentiation and algebraic manipulations of the
parameters of the phenomenological model provided physi-
ologic indices of MET. These indices revealed a change in
the sensitivity as well as the saturation voltage and sound
pressures to reach saturation of MET in animals exposed to
an 8-kHz pure tone. These changes indicated a reduction in
hair-cell current and alterations in cochlear partition dis-
placement. Few statistically significant changes occurred in
animals exposed to 1- or 4-kHz tones. This was attributed to
the limited ‘‘vision’’ of the round window electrode to basal

regions of the cochlea and/or the increase in animal variabil-
ity after exposure decreasing the power of the statistical
analysis.
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APPENDIX

The physiologic indices characterizing MET were de-
rived from the polynomial coefficients obtained from the
nonlinear systems identification procedure in the following
manner. The dependence on frequency was eliminated to
simplify notation.

Let

y5A1x1A2x
21A3x

3, ~A1!

then

dy

dx
5A112A2x13A3x

2

and

d2y

dx2
52A216A3x,

dy

dx
50 when 3A3x

212A2x1A150.

The solution to this quadratic equation yields the sound
pressures at the maximum and minimum, respectively.
Hence,

x5
2A26AA2

223A1A3

3A3
. ~A2!

From thex coordinates, the corresponding maximum and
minimum are found by

y5A1x1A2x
21A3x

3

and letting

D5A2
223A1A3 ,

yields

y5
2A2

329A1A2A366A1A3AD72A2
2AD

27A3
2 . ~A3!

The inflection point is obtained by

d2y

dx2
50

when
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2A216A3x50, namely, x5
2A2

3A3
~A4!

at

x5
2A2

3A3
, y5

29A1A2A312A2
3

27A3
2 . ~A5!

The slope at

x5
2A2

3A3

is

dy

dx
5A112A2x13A3x

25
3A1A32A2

2

3A3
. ~A6!
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Absolute pitch is a special ability which allows for special perceptual/cognitive strategies. Studies
have shown differences in event-related scalp potentials between absolute-pitch~AP! and
relative-pitch~RP! subjects of equal musical training. In this study, highly trained musicians~15
females/15 males! performed a melodic interval discrimination task, using intervals on-pitch in
equal-tempered tuning~A45440 Hz! and tuned a half-semitone sharp. Subjects identified target
intervals ~probability 0.2! in a series of 400 randomly transposed intervals. AP subjects were
expected to perform differently across intonation conditions, whereas RP subjects were not.
Event-related potentials~ERPs! were recorded from three midline sites and two lateral sites. ERPs
were analyzed by principal component analysis and analysis of variance. Sex was also considered
as an independent subject variable. Performance was not significantly different either by absolute
pitch or sex. Reaction times did not reveal any significant interactions involving AP or sex, but
showed a significant effect by response type~target/nontarget!. Strong P3 activity appeared to the
target melodic intervals regardless of subject group or intonation. PCA factors with maxima at 352,
511, and 709 ms were sensitive to task relevance. Males showed greater positivity than females
along the midline. A significant intonation by response type by sex interaction indicated a greater
spread of values for females than males, and greater similarity in response by sex for the sharp than
the on-pitch intervals. AP subjects showed reduced P3 activity along the midline, but increased over
lateral sites. In a difficult musical task, the ERPs were sensitive to the sex of the listeners, as well
as to whether they had absolute pitch. ©1997 Acoustical Society of America.
@S0001-4966~97!02807-5#

PACS numbers: 43.64.Ri, 43.75.Cd, 43.66.Hg@RDF#

INTRODUCTION

Although relatively little is known about the neural cor-
relates of perceptual or cognitive processes active during mu-
sic listening, the recording of event-related scalp potentials
has proven to be a useful tool in gaining some insights into
these processes.1–17

Event-related potential~ERP! recording involves sam-
pling brain activity in synchrony with some repeating class
of musical events. Although passive listening is sometimes
measured as a control condition, subjects are usually re-
quired to perform specific tasks in which the individual
stimuli are attended to and evaluated. By averaging the brain
wave samples corresponding to the members of an event
class, knowledge can be gained about the neural response to
musical events of a particular event type.

The early components of the ERP waveforms, such as
the typical negative trough at about 100 ms after stimulus
onset~N1! and the positive peak at about 200 ms~P2! reflect

the processing of the sensory attributes of the stimuli and are
sensitive to their acoustic properties. Components after about
250 ms have been associated with cognitive processing. The
best known of these, called the ‘‘P3’’ or ‘‘P300,’’ is a posi-
tive peak occurring between 300 and 700 ms from the onset
of a task-relevant, infrequent, or surprising stimulus. The P3
has been linked to the use of working memory, that part
of the memory system which transfers current sensory infor-
mation from short-term to long-term memory, and con-
versely compares long-term memories to incoming
information.7,18–24

The purpose of the current study is to investigate the
neural processing of sequential~melodic! musical intervals
as reflected by ERPs. Basic to the perception of music is the
ability to discriminate differences in pitch and the perceived
distance between them. Further, a small segment of the
population possesses long-term memory for pitch, so-called
‘‘absolute,’’ or ‘‘perfect’’ pitch. Absolute pitch~AP! is usu-
ally manifested by the ability to name pitches without
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prompting or the use of a reference pitch, or the ability to
produce a given pitch on request. Although the musical value
of absolute pitch is debatable,25 a considerable number of
professional musicians possess it.

There are clear behavioral differences between AP and
non-AP listeners. AP possessors can with ease and certainty
‘‘track’’ the progression of tonalities~keys! in a musical
composition, and determine~on the basis of pitch, and not
timbral or other textural cues! when a musical idea is re-
called in the original key. A listener without AP might be
able to perform the same task, but with considerably more
expenditure of effort. There are situations in which having
AP is, however, a liability; e.g., dealing with transposed
music, either within or outside standard tunings.
Miyazaki26–29has extensively studied absolute pitch. In par-
ticular, AP possessors have been found to be slower and less
accurate in identifying musical intervals relative to out-of-
tune versus in-tune reference pitches than non-AP subjects.
The non-AP subjects had to rely solely on relative pitch, and
they showed no difference between the out-of-tune and in-
tune conditions. The AP subjects also performed less well
than non-AP subjects in the detection of altered transposed
melodies. Benguerel and Westdal,30 on the other hand, found
that AP subjects could successfully abandon AP in favor of
using a relative-pitch strategy in an interval naming task in
which the use of AP led to naming errors. The manipulation
of the use, or misuse, of AP is one of the goals of the current
study.

It is important to note that AP musicians do not possess
superior pitch discrimination or short-term memory for pitch
relative to non-AP musicians of equal training. Siegel31

found superior memory for pitch among AP subjects only
when the pitch difference was 75¢~0.75 semitone!; when
10¢ ~0.1 semitone! the AP subjects and non-AP controls did
not differ ‘‘in overall performance or rate of forgetting.’’
ERP evidence of the equivalent pitch discrimination of AP
and non-AP musicians has been presented by Tervaniemi
et al.32 in an investigation of mismatch negativity~MMN !.
MMN is a negative component~similar to, but not identical
with N1! elicited by an acoustically deviant stimulus in a
passive listening task, and has been positively correlated
with pitch discrimination ability.33 Tervaniemi et al. con-
cluded:

In summary, with AP and non-AP groups, which
were matched with regard to musical training, differ-
ences were not found in auditory information pro-
cessing reflected by the MMN component of the
ERP. In the light of the earlier MMN results showing
a close correlation between the MMN and pitch-
discrimination accuracy, it might be concluded that
pitch discrimination and identification are based on
different brain mechanisms.~p. 314!

The categorical nature of pitch-naming ability is well
documented.25–27,34–36Category boundaries are not sharply
delineated, however, but are quite fuzzy. Miyazaki26 found
that for pitch increments of 20¢~60 pitches per octave! nam-
ing judgments showed that the greatest agreement and short-
est response times across AP subjects clustered around the

central in-tune~with respect to the equal-tempered scale!
pitch within each name category; as pitches approached the
quarter-tone boundary between name categories, response
times increased and there was considerable disagreement as
to which category the boundary pitches belonged. In this
respect, the naming of pitch seems to resemble the naming of
visual colors.

From a neuroscience standpoint, absolute-pitch ability
provides a unique opportunity to study variations in listening
strategies and possible differences in brain function, as it
provides one area of long-term memory use available only to
a small segment of the general population. Further, there is
emerging evidence of psyiological differences between AP
possessors and musicians without absolute pitch; e.g.,
evoked oto-acoustic emissions from AP possessors are
longer,37 and AP possessors have a larger plenum temporale
on the left side of the brain.38

More centrally, in active listening tasks, that is, those in
which subjects are required to respond to certain stimuli des-
ignated as ‘‘targets,’’ differences in the late cognitive com-
ponents of the ERP have been found between AP and
non-AP subjects. Several studies have found reduced or ab-
sent P3s for AP subjects in tasks involving pitch, timbre, and
sequential interval discrimination.7,17,39,40Surprisingly, when
the AP subjects did produce reduced P3s, the peaks exhibited
significantly shorter latency than those of the non-AP sub-
jects. Everset al.41 have also found this shorter latency with
AP subjects in a visual oddball task, suggesting that the
speedier processing in AP subjects may extend to nonaudi-
tory modalities. In a pitch memory task, however, Hantz
et al.8 found that AP musicians could produce just as robust
P3s as non-AP musicians, and did not have significantly
shorter latencies. Hantzet al.8 did, however, find differences
at the sensory processing level between the two subject
groups: AP musicians showed a greater sensitivity to piano
tones versus white noise than the non-AP musicians. Barnea
et al.42 found differences in the scalp distribution of the P3
between AP and non-AP subjects for auditory stimuli but not
for visual stimuli. In a target-detection task, the two subject
groups produced equivalent P3s. When comparing piano
tones to spoken note names~male voice!, the results were
mixed. AP subjects appeared to produce reduced P3s for
piano tones in a memory probe task, but stronger P3s for
piano tones in a pitch/name comparison task. Overall, the
authors concluded that their ‘‘results suggest that P300
amplitudes represent activities associated with verbal catego-
rization.’’ ~p. 37!

The current study was designed to further investigate the
neural correlates of the processing of pitch at both the sen-
sory and cognitive ends of the ERP. To investigate the pos-
sible use of long-term versus working memory, two subject
groups with equivalent musical training were used: absolute-
pitch musicians~the ‘‘AP’’ group! and relative-pitch musi-
cians ~the ‘‘RP’’ group!. It is assumed that differences in
performance and ERPs across the subject groups will occur
to the extent that the members of the AP group use an AP
strategy. The decision to use only musically trained subjects
was based on the difficulty of the task, which required a
specialized knowledge of musical interval sizes.
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To manipulate the possible use of an AP strategy, the
stimulus series was constructed so that for some intervals the
use of an AP strategy might be advantageous, whereas in
others it would be detrimental.

In addition to absolute pitch, the sex of each subject was
also considered as a subject variable. Although the investi-
gation of sex differences in perceptual and cognitive behav-
ioral data have been conducted for some time, consideration
of such differences in ERP data is relatively recent. The in-
clusion of sex differences in a study primarily designed to
study absolute pitch was motivated largely by our own ear-
lier findings.43

Marvin44 has discovered sex differences among trained
musicians in the accuracy with which they discriminate
among four forms of transformed melodies. Men and women
discriminated equally well in the two conditions in which the
melodies were played in their original temporal order, but
men discriminated significantly better than women in the two
conditions in which the melodies were played backward.
This suggests that the men were better able to mentally
manipulate the melodies as whole shapes, and that the
women may have relied too heavily on a feature-recognition
strategy, which was less effective due to patterns of retro-
grade or retrograde-inversional invariance in some melodies.
The experiment appears to be a musical analog to the vector
versus landmark sex differences found in navigational ex-
periments. Marvinet al.45 also found behavioral differences
by sex among musicians in a melodic recognition task in-
volving modulating melodies; i.e., melodies which changed
key. The two sexes performed equally well on the task, but
females responded significantly earlier than males, presum-
ably responding to the earliest point of difference~a land-
mark strategy! rather than waiting for the completion of the
melodies and comparing initial and final keys~a vector strat-
egy!. Melodic intervals might be considered the building
blocks of longer melodies. To the extent that females show a
greater sensitivity to melodic details, they might be expected
to perform better on the current task and show enhanced
ERP activity.

In other behavioral studies, Hassler46 and McRoberts
and Sanders47 have explored hemispheric sex differences in
musically trained subjects. McRoberts and Sanders asked
subjects to discriminate among fundamental-frequency con-
tours presented either binaurally or dichotically. Their results
suggest that the male advantage found in the binaural condi-
tion reflects a sex difference in the coordination of the two
hemispheres during conjoint processing of the same stimuli
rather than a difference in the degree of males’ hemispheric
specialization for these stimuli. Hassler,46 on the other hand,
tested hemispheric lateralization using tests of spatial orien-
tation, spatial visualization, tactile-visual discrimination, and
verbal fluency. She found stronger lateralization in males
than females in all subject groups except musicians.

Measuring ERPs during a task involving memory for
missing and reordered timbres, Hantzet al.43 found that even
though the two sexes performed equally well on the task,
males had significantly greater late positivity~at 675-ms
poststimulus onset! than females. Females, on the other
hand, had a greater anterior to posterior spread of amplitude

values than males along the midline at 336 ms for the timbre
task, but not for a control condition involving white noise
bursts at two different intensity levels. For the white noise,
females also showed greater differentiation between targets
and nontargets, possibly suggesting a greater sensitivity to
changes in intensity.

The current study investigated the use of absolute pitch,
and possible sex differences, in a melodic interval discrimi-
nation task. Subjects were asked to detect target melodic
intervals under two conditions: when the intervals were on-
pitch in equal-tempered tuning, A45440 Hz, and when the
intervals had been transposed up a quarter-tone~50¢!. The
latter condition~‘‘sharp’’ ! placed the constituent pitches of
the intervals on the quarter-tone boundaries between pitch
name categories, leaving the relative pitches of the individual
intervals internally ‘‘in-tune.’’ It was assumed that when the
intervals were on-pitch, they could be identified either using
relative or absolute pitch, but that when they were sharp,
relative pitch alone would be the reliable identification strat-
egy.

We expected the results to fall along the lines of the
following hypotheses:

~1! Absolute-pitch subjects would show a performance ad-
vantage, either in accuracy or reaction time, for the on-
pitch intervals, or alternatively a performance decrement
for the sharp intervals.

~2! The late positive~P3! components of the ERP should
distinguish between targets and nontargets; for the
relative-pitch subjects, the components should not differ
by tuning, but for the absolute-pitch subjects, the late
components for the sharp intervals should be distinguish-
able from those for the on-pitch intervals.

~3! Absolute-pitch subjects should also show a differentia-
tion in the early sensory-processing components of the
ERP as a function of tuning.

~4! Males may show a greater late positivity than females;
females may show a performance advantage on the task.

I. METHODS

A. Procedures

Interval discrimination was investigated by presenting a
series of melodic intervals. A digitally sampled piano timbre
was used since absolute pitch for piano tones has been
shown to be stronger than for sine tones.36,37 The sounds
were provided by a Roland S-50 Sampling Keyboard, and
were sampled at a rate of 30 kHz. The series, as described
below, was generated and timed by a Yamaha QX1 digital
sequencer via Musical Instrument Digital Interface~MIDI ! to
the digital sampler. The sounds were presented binaurally
through AKG K-240 headphones. Subjects were seated in a
reclining chair inside a sound-treated chamber throughout
the experimental session. Subjects were instructed to keep
their eyes open and to only blink between sounds. They were
also told to relax, keep their head and neck still, not to swal-
low, clench their jaw, etc.

With setup and subject screening time, the brainwave
recording session usually lasted approximately 1 h.
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B. Subjects and screening procedures

Thirty paid volunteers were used in the study, 15 fe-
males and 15 males. Their musical backgrounds were as-
sessed by their answers to a music survey. The survey deter-
mined the subjects’ musical performance backgrounds,
music listening habits, and degree of music academic train-
ing. All subjects were either enrolled in a professional music
school or had a music degree. They had studied a musical
instrument an average of 13.3~females! and 12.3~males!
years. Subjects were from various musical disciplines, but all
could be described as musical professionals.

All subjects were screened for hearing deficits, age, neu-
rological disorders, and prescription medications. The mean
subject age was 21.3~females! and 22.9~males! years. Ten
of the subjects had absolute pitch~5 females, 5 males! as
assessed by asking the subjects to name 12 isolated pitches
without prompting or prior rehearsal. It was an abbreviated
form of the test used in Hantzet al.7 Each of the 12 chro-
matic pitches was played once in a random order, randomly
distributed from F1 to G5. The timbre used in the absolute-
pitch screening test was the same sampled piano sound used
in the interval series. Each pitch lasted 2 s followed by a 6-s
interstimulus interval in which to mark the letter name~e.g.,
D[! of the pitch on an answer sheet. Octave placement of the
pitches was ignored. In scoring the task, one point was given
for exactly correct responses, and no points were given for
any other answers; i.e., no points were awarded for near-hits
~half-step errors!. Chance level of performance was, there-
fore, a score of 1/1258.5%.

All but one of the subjects were right-handed, although
six had familial left-handedness. The lone left-hander was an
AP female. The six subjects with familial left-handedness
were distributed as follows: AP females~1 of 5!, AP males
~0 of 5!, RP females~3 of 10!, RP males~2 of 10!.

C. Stimuli

The interval-discrimination series consisted of notes in
sequential pairs, melodic intervals. Each trial consisted of
one interval in one of three sizes: major 3rd~400¢!, perfect
4th ~500¢!, or tritone ~augmented 4th5600¢!. The intervals
were randomly ordered and randomly transposed to begin
615 semitones on either side of C4. All intervals appeared
in both tuning conditions: on-pitch in equal temperament
tuning with A45440Hz, and transposed a quarter-tone sharp.
Intervals appeared equally ascending/descending and above/
below C4. Of the 400 trials, major thirds appeared with 0.2
probability, perfect fourths with 0.2 probability, and tritones
with 0.6 probability. The perfect fourth was designated the
‘‘target’’ and subjects were instructed to press one of two
buttons to each target trial and the other button to all nontar-
gets. Prior to the test series, subjects heard five examples
each of the targets and nontargets. None of the subjects had
any trouble understanding the task, and none required a rep-
etition of the examples.

The intonation was checked using a Korg multitempera-
ment tuner~MT-1200!. All sounds were of 250-ms duration,
so each interval lasted 500 ms. There was a 1500-ms inter-
stimulus time interval. An intensity level of 75 dB SPL as

measured through a calibrated 6-cc coupler and measuring
amplifier ~B&K, 2130! was maintained.

D. Performance measure

In scoring the task, separate tallies were kept for on-
pitch and sharp intervals. For each intonation category:

score5@~hits/40!-~false alarms/160!#*100;

that is, score5percent correctly identified targets minus per-
cent misidentified nontargets. An overall score was com-
puted as the mean of the on-pitch score and the sharp score.

E. ERP recording

The experiment involved placing tin surface electrodes
on the subject’s scalp using an electro-cap with active leads
at Fz, Cz, Pz, and two custom lateral sites: LTP~left tem-
poroparietal! and RTP~right temporo-parietal!. The custom
sites are at the centers of the squares formed by C3, P3, T5,
and T3, and C4, P4, T6, and T4, respectively. Reference
electrodes were at linked earlobes, and a ground electrode at
the Gnd site~forehead! on the cap. Electrode impedance was
maintained below 5.0 kV. Eye movements were monitored
by additional electrodes placed at the supraorbital rim and at
the lateral canthus of the left eye.

The amplifiers were calibrated at the beginning of each
session. The high filter setting for data recording was 130 Hz
and the low filter setting was at 0.3 Hz. The five brainwave
channels, the eye channel, the button presses, and the music
were all sent to a Data Translations DT2821 A/D board and
sampled at 500 Hz. All data were stored in a 486 PC and
transferred to optical disks for off-line analysis. Sampling
began 100 ms before each stimulus and continued for 1500
ms after stimulus onset. In addition to the digital sampling,
eye movements and subject responses were recorded and
monitored on a strip chart recorder.

The button presses were tallied off-line. For each brain-
wave channel, four averages were computed corresponding
to correct responses to the two stimulus conditions~on-pitch/
sharp! and the two responses~target/nontarget!. To make the
averages, each trial was corrected to a baseline average de-
rived from the 75 ms prior to stimulus onset. Trials contain-
ing artifacts in excess of 75mV were tossed out. The overall
averages were then filtered with a 10-Hz low-pass filter.

F. Data analysis

Principal component analysis~PCA! with varimax rota-
tion was performed on 95 data points beginning at the onset
of the second tone of each interval, the decision point for the
behavioral response, and extending every 8 ms to 760 ms.
PCA was chosen as the method of waveform analysis in
preference to measuring peak amplitudes/latencies or mean
areas of the late components because it recognizes and incor-
porates in the analysis the possibility of component overlap,
and provides a purer set of measures.48

The PCA was computed on 600 waveforms. Only the
six components with Eigenvalues above 1 were retained for
further analysis. Five-way ANOVAS were run separately on
the scores of each of the principal components, with sex and
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absolute/relative pitch as between subject group factors, and
the five recording sites3 two stimulus conditions~on-pitch/
sharp! 3 two response conditions~target/nontarget! as re-
peated measures. Thep values reported, unless otherwise
indicated, are the result of univariate tests corrected for de-
gree of freedom~Greenhouse-Geisser!.

II. RESULTS

A. Subject group factors

Subjects were places into two groups on the basis of
their scores on the absolute-pitch test: absolute pitch~AP,
N510! and relative pitch~RP,N520!. Mean percent correct
for the absolute pitch group was 85.4~s.d.515.0,
minimum562.5, maximum5100.0!; mean score for the
relative pitch group was 20.6~s.d.514.5, minimum50.0,
maximum541.7!. The two nonoverlapping groups are
highly statistically different:F(1,29)5121.36, p,0.0001.
The RP group were expected to perform at chance level
(1/1258.5%). A possible explanation for the higher than
chance scores in the RP group is that the subjects had a great
deal of musical training. Some subjects may have had very

good memory for certain pitches, e.g., A, and may have been
able to use their excellent relative pitch to identify approxi-
mately 20% of the pitches. On the other hand, expecting
perfect or near-perfect scores (12/125100%) from the AP
group, obtaining only about 85% scores may have been due
to the use of a sampled piano timbre, an unfamiliar timbre to
some subjects.

An equal number of each sex was in each group yield-
ing: AP females~5!, AP males~5!, RP females~10!, and RP
males~10!. Age was not statistically different for either ab-
solute pitch or sex groups, but the AP musicians did have
significantly@F(1,29)58.75, p,0.007# more years training
on their instruments: AP~M515.8 yrs, s.d.53.1!, RP ~M
511.4 yrs, s.d.54.1!. Since training has been shown to be a
factor in both performance and ERP differences in musical
tasks, it is possible that differences between the AP and RP
groups may be, in part, attributable to increased training.

B. Performance

The mean performance accuracy scores were as follows:
on-pitch intervals 58.7% (s.d.528.5); sharp intervals 57.1%

FIG. 1. Grand-averaged ERP waveforms by response type~target/nontarget! and intonation~on-pitch/sharp! for the four subject groups: absolute-pitch
females (N55), absolute-pitch males (N55), relative-pitch females (N510), and relative-pitch males (N510). Only the waveforms at Pz are shown. The
time line is measured from stimulus onset.
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(s.d.528.1); overall score 57.9% (s.d.528.1). These scores
are well above chance, but indicate that the task was diffi-
cult. A three-way ANOVA was run on the performance
scores with on-pitch/sharp, AP/RP, and sex as the factors.
None of the performance scores were significantly different
for either absolute pitch@F(1,26)50.03, p,0.862# or sex
@F(1,26)53.58, p,0.069#, nor was the interaction between
AP/RP and sex significant@F(1,26)52.14, p,0.155#. The
nearly significant effect for sex was in the predicted direc-
tion: females~M559.6%, s.d.529.3!, males ~M553.39,
s.d.524.90!. In particular it should be noted that the
absolute-pitch subjects did not have more difficulty identify-
ing the sharp intervals than the on-pitch intervals. Or, put the

other way around, the AP subjects did not show an advan-
tage over the RP subjects for the on-pitch intervals. The lack
of significant behavioral differences by subject group or in-
tonation means that differences in the brain waveforms may
be due to processing differences apart from performance ac-
curacy.

Analysis of reaction times for correct responses revealed
a highly significant effect for stimulus type@F(1,26)
522.7, p,0.0001#. It took significantly longer to identify a
target ~1075 ms! than to reject a nontarget~1013 ms!. A
main effect for absolute pitch approached significance
@F(1,26)53.46,p,0.07#, the AP subjects responding, over-
all, quicker ~999 ms! than the RP subjects~1065 ms!. The

FIG. 2. The principal components~factors! from the principal components analysis. Factors are labeled ‘‘factor 1’’ through ‘‘factor 6’’ in decreasing amount
of variance accounted for. The time line is measured from the second note of each interval; i.e., the decision point. See Table I for the time point of the
maximum and the percent of the variance accounter for each factor.
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interaction between absolute pitch and intonation was not
significant for reaction time, nor was any interaction involv-
ing sex.

C. Waveforms

Figure 1 shows the grand-averaged waveforms for the
pitch interval series by intonation~on-pitch/sharp!, response
~target/nontarget!, and by subject group~absolute pitch/
relative pitch; female/male!. Only the waveforms at Pz are
shown. In general, targets evoked much greater late positiv-
ity than did the nontargets. Other differences are discussed
below.

D. Principal components analysis

The six components~factors! with Eigenvalues above 1
are shown in Fig. 2. Figure 3 presents the centroid~mean
waveform! for the analysis. Time points represent elapsed
time from the onset of the second tone in each interval, the
decision tone, and not from the beginning of each trial, the
onset of the first tone. When comparing Figs. 2 and 3 with
Fig. 1, it should be kept in mind that time points in Figs. 2
and 3 are 250 ms later than those of Fig. 1. Factor scores
measure deviations from the centroid, and not positive or
negative fluctuations relative to baseline zero. Table I pre-
sents the six factors in descending order of amount of vari-
ance accounted for. Of the six factors, only factors 2, maxi-

mum at 352 ms, and factor 5, maximum at 511 ms, showed
a main effect for response type~target/nontarget! @F(1,26)
57.20, p,0.01; and, F(1,26)55.62, p,0.02, respec-
tively#. These two factors account for 25.1% and 3.5% of the
total variance, respectively. Together they represent the P3
activity antecedent to motoric expression of the decision to
correctly press the ‘‘target’’ button rather than the ‘‘nontar-
get’’ button. Figure 4 shows the type by site interaction for
factor 1. Although this factor, accounting for 30.6% of the
total variance, is not significant for response type collapsed
across sites, it is clear that the interaction is significant
@F(4,104)512.74, p,0.0001# and that the factor measures
late P3 activity.

All six factors showed main effects for recording site at
the 0.0002 level or better. No factor was sensitive to the
on-pitch/sharp condition, although factor 6, maximum at 98
ms, approached significance@F(1,26)53.78, p,0.06#. Fac-
tor 6 accounted for only 2.3% of the total variance, however.
The individual factors will be discussed in decreasing order
of the amount of variance for which they account.

As noted above~Fig. 4!, factor 1 shows the characteris-
tics of late P3 activity. Factor 1 scores were fairly flat at all
sites in response to the nontargets, but showed a strong nega-
tive to positive distribution from front to back~electrodes Fz
to Pz! for the targets. Two interactions involving sex were

FIG. 3. The centroid~mean waveform! for the principal components analy-
sis. Factor scores measure deviations from this grand mean. The time line is
measured from the second note of each interval; i.e., the decision point.

FIG. 4. The response type by recording site interaction for factor 1~709 ms
maximum! scores~means for all subjects!.

FIG. 5. The recording site by sex interaction for factor 1 scores.

TABLE I. Principal components.

Factors
% of variance accounted

for
Time of maximum value

~ms!

1 30.62 709
2 25.10 352
3 16.73 168
4 14.36 20
5 3.54 511
6 2.33 98

Sum of 1–6: 92.68
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significant for factor 1: the site by sex interaction@Fig. 5,
F(4,104)53.84, p,0.02# and intonation by type by sex in-
teraction@Fig. 6, F(1,26)55.00, p,0.03#. The site by sex
interaction~Fig. 5! indicates that males had greater positivity
along the midline sites than did females. This greater late
positivity, with a maximum near 700-ms post-stimulus onset,
agrees with data reported by Hantzet al.45 The intonation
~on-pitch/sharp! by response type by sex interaction~Fig. 6!
showed a greater spread of values by females than males,
and that the two sexes had more similar values for the sharp
intervals than the on-pitch intervals.

The intonation by response type by site interaction for
factor 2, maximum at 352 ms, was not significant@F(1,26)
50.01, p50.92#. The P3-like character of factor 2 is indi-
cated in that all values for targets were more positive than
those for nontargets at comparable sites. The interaction also
indicates the lack of a significant difference between re-
sponses to the on-pitch versus sharp intervals. Figure 7
shows the significant@F(4,104)52.94, p,0.04# site by
absolute-pitch interaction for factor 2. The main source of
the interaction was the difference between AP and RP musi-
cians in the reversed relative scores along the midline versus
the two lateral sites. Absolute-pitch subjects showed greater
positivity at the temporal-parietal sites, whereas along the

midline, AP subjects show consistently lower scores than RP
subjects. The current study does not provide enough infor-
mation for a detailed interpretation of this interesting inter-
action. Such differences might be due to different cognitive
strategies employed by the two subject groups or to differ-
ences in arousal levels between the two groups. Further re-
search is necessary to provide enough information for a de-
tailed interpretation of this interaction. Factor 2 also yielded
an almost-significant@F(1,26)53.49, p,0.07# main effect
for sex ~females520.154, males50.165!.

Factor 3, maximum at 168 ms, accounted for 16.7% of
the variance. Figure 8 shows the significant@F(4,104)
53.60, p,0.02# type by site interaction for factor 3. Non-
targets exhibited a greater spread of scores than targets, and
showed larger anterior–posterior distribution, similar to what
factor 1 showed for targets. An almost-significant main ef-
fect for absolute pitch appeared with respect to factor 3
@F(1,26)53.64, p,0.06#: AP520.311, RP50.140.

Factor 4, maximum at 20 ms, had no significant effects
other than by site.

Factor 5~maximum at 511 ms!, one of the P3 factors, is
significant for response type@F(1,26)55.62, p,0.01#. This
can be seen in Fig. 9 in that all values for targets, either

FIG. 6. The intonation~on-pitch/sharp! by response type~T5target/
N5nontarget! by sex interaction for factor 1 scores.

FIG. 7. The recording site by absolute pitch~AP5absolute
pitch/RP5relative pitch! interaction for factor 2~352 ms maximum!.

FIG. 8. The response type~targets/nontargets! by recording site interaction
for factor 3 ~168 ms maximum!.

FIG. 9. The intonation ~on-pitch/sharp! by response type
~T5target/N5nontarget! by recording site interaction for factor 5~511 ms
maximum!.
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on-pitch or sharp, are more positive than the corresponding
values for nontargets.

The intonation~on-pitch/sharp! by absolute pitch inter-
action approached significance@F(1,26)53.08, p,0.08#.
Among the cognitive components, this was the only interac-
tion between absolute pitch and intonation to approach sig-
nificance. AP subjects showed a stronger~more positive! re-
action to the sharp intervals than to the on-pitch intervals.
What is surprising is that the RP subjects seem to have re-
acted the opposite. The type by sex by absolute-pitch inter-
action also approached significance@F(1,26)53.45, p
,0.07#, mostly due to the response to the targets. Interac-
tions between absolute pitch and sex need to be evaluated
with caution, however, due to the lowN caused by dividing
the AP group by sex.

Factor 6, maximum at 98 ms, accounts for 2.3% of the
total variance. The type by absolute-pitch interaction was
significant @F(1,26)54.47, p,0.04#. This result is con-
tained in the intonation by type by absolute pitch interaction
~Fig. 10!, which is also significant@F(1,26)53.95, p
,0.05#. Figure 10 shows that the AP and RP subject groups
responded very much the same to the sharp stimuli regard-
less of type, but differently to the on-pitch targets and non-
targets.

III. SUMMARY AND DISCUSSION

The lack of an interaction between absolute pitch and
intonation, either with respect to performance scores or reac-
tion times, was unexpected. Absolute-pitch subjects per-
formed equally well on the on-pitch and sharp intervals.
Across all subjects, reaction times were significantly shorter
for nontargets than targets, indicating that it was easier to
reject a nontarget than identify a target.

All subject groups produced P3 activity to the targets in
both intonation conditions. This activity can be measured by
comparing scores on three of the PCA factors: factor 1~at
709 ms!, factor 2~at 352 ms!, and factor 5~at 511 ms!. With
respect to factor 1, males showed greater positivity along the
midline sites than females. This finding is in keeping with
results reported elsewhere.45 There was a significant intona-
tion by response type by sex interaction for factor 1, with

females exhibiting a greater spread of values than males, and
greater similarity, by sex, for the sharp than the on-pitch
intervals.

A clear difference in ERPs between absolute-pitch and
relative-pitch musicians was obtained with respect to factor
2. Figure 7 suggests that absolute-pitch subjects showed
lower values ~less positivity! than relative-pitch subjects
along the midline, but higher values~more positivity! at the
temporal-parietal electrode sites. Component 2 had other
typical P3 properties in its timing, midline distribution, and
showing significantly more positivity to target intervals than
to nontargets in this oddball task. This finding can be ex-
pressed as the two groups of musicians having different scalp
distributions of this P3 component. This means that the two
groups to some extent may have used different brain mecha-
nisms while performing the pitch interval task. A decrease in
P3 for absolute-pitch musicians has been taken to support a
context updating interpretation of this ERP component.39

The common account of the absolute-pitch ability suggested
that these individuals have access to a set of internal stan-
dards that allows them to fetch the name of a tone without
comparing the representation of the tone to a recently pre-
sented standard.31 This suggested to Donchin and colleagues
that context updating of tone pitches was not needed by such
absolute-pitch listeners and led to their prediction that AP
subjects would not use the mechanism manifested by the P3.
The data reported here at the midline sites confirms their
findings and extends them to a pitch-interval task. However,
the present data add a new and different result from the lat-
eral sites that went the opposite direction. To the extent that
people with absolute pitch process melodic intervals while
producting a P3, the present data do not support the context
updating interpretation of P3. Whatever the P3 represents
may not have ceased in absolute-pitch musicians, but rather
gone to different brain mechanisms. For example, the greater
P3 activity of AP subjects over lateral sites might be due to
increased use of auditory and language cortex, an interesting
idea that should be more carefully tested in future work.

The AP subjects also showed a stronger reaction to the
sharp intervals at 511 ms~factor 5! than the on-pitch inter-
vals.

The lack of a difference between the AP and RP subjects
in performance may indicate that some of the AP subjects
determined early on that an AP strategy was not going to be
helpful on certain trials, and therefore abandoned the strategy
overall. This may have also reduced the possible ERP ef-
fects. In future work, the problem might be overcome by
presenting the in-tune and sharp intervals in blocks, thus al-
lowing the AP subjects to settle into the use of an AP strat-
egy for the appropriate blocks.

Several interactions involving both absolute pitch and
sex reached near significance. Perhaps with a largerN, such
interactions would become significant. The current study
demonstrates that ERPs are sensitive to both absolute-pitch
and sex differences in musical tasks.
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Forward-masked intensity discrimination: Duration effects
and spectral effectsa)
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Three experiments were completed to examine the effect of masker duration and spectrum on
forward-masked intensity discrimination. Four listeners participated in each experiment. Intensity
discrimination was measured in quiet and in the presence of forward maskers using adaptive
forced-choice procedures. The standard duration was either short~10 ms! or long ~250 ms! in
experiment 1 and short~10 ms! in experiment 2. The standard always occurred 100 ms after the
offset of the masker. In the first experiment employing 1.0-kHz maskers and standards, a short
duration masker~10 ms! produced more masking than a long duration masker~250 ms!. A mid-level
elevation of the Weber fraction was observed for all conditions. To ensure that the results of
experiment 1 were not influenced by off-frequency listening, the second experiment employed a
broadband noise masker. As before, a short duration~10 ms! masker produced more masking than
a long duration masker~100 ms! and a mid-level elevation of Weber fractions was observed. This
outcome is inconsistent with a peripheral sensory effect for which an increase in masker duration
should result in a greater amount of adaptation, and, as a consequence, more masking. A third
experiment employing a broadband noise masker and standard showed the greatest amount of
masking for low-level standards, but only when the duration of the masker and standard was short.
This result is similar to one seen for a single listener in the first experiment for short duration tonal
maskers and standards. For this listener, a second tone presented at 4.133 kHz presented
simultaneously with the 1.0-kHz masker reduced significantly the amount of masking for low-level
standards, but the mid-level elevation of the Weber fraction remained. Taken together, these results
suggest that perceptual similarity plays a role in forward-masked intensity discrimination but does
not account entirely for the mid-level elevation of the Weber fraction. ©1997 Acoustical Society
of America.@S0001-4966~97!02907-X#

PACS numbers: 43.66.Ba, 43.66.Dc, 43.66.Fe@WJ#

INTRODUCTION

Zeng and Turner~1992! reported a marked deterioration
in pure-tone intensity just-noticeable differences~jnd’s! for
mid-level standards when the jnd’s were measured in the
presence of a high-level masker presented 100 ms before the
standard tone. The jnd’s for low- and high-level standards
were, for the most part, unaffected by the masker. They ar-
gue that elevated jnd’s for mid-level standards are consistent
with adaptation of low-spontaneous rate~SR! neurons which
have a slower recovery time from stimulation than high-SR
neurons~Relkin and Doucet, 1991!. The elevation of jnds for
mid-level standards for forward masking is attributed to satu-
ration of high-SR units by the standard; low-SR units are
presumed to operate in a suboptimal region of their response
curve during recovery of adaptation from stimulation by the
masker for mid-level standards.

If the mid-level elevation of jnd’s in forward-masked
intensity discriminationis caused by the failure of low-SR
neurons to recover fully from adaptation by the time the

standard is presented, then the duration of the masker should
play an important role in the size of the intensity jnd for
mid-level standards. Evidence from prior studies, both physi-
ological and behavioral, supports the notion that masker du-
ration is related to the amount of adaptation. In cat, Young
and Sachs~1973! found that the time constant for recovery
from adaptation in auditory nerve fibers increased as the du-
ration of exposure to a masker increased. Harris and Dallos
~1979! reported similar results for chinchilla. Behaviorally,
Kidd and Feth~1982! demonstrated that the effects of for-
ward masking ondetectionincreased as the duration of the
masker increased in a tonal detection task. Based on this
analysis and Zeng’s hypothesis~Zenget al., 1991; Zeng and
Turner, 1992! that the mid-level elevation of jnd’s is due to
slow recovery from adaptation of low-SR neurons, one
would predict that a long duration masker would result in
more adaptation and a greater amount of masking than a
short duration masker. The goal of our study was to investi-
gate the role of masker duration in forward-masked intensity
discrimination.

I. EXPERIMENT 1. FORWARD-MASKED JND’S:
TONAL MASKERS

A. Subjects

Four young~22–30 years! adults with normal hearing
served as subjects. Two subjects~1 and 2! had considerable

a!Portions of this paper were presented at the 129th meeting of the Acous-
tical Society of America in Washington, DC@Schlauch and Lanthier, J.
Acoust. Soc. Am.97, 3276~A! ~1995!#.

b!Corresponding author address: Dept. of Communication Disorders, 115
Shevlin Hall, University of Minnesota, Minneapolis, MN 55455, Elec-
tronic mail: Schla001@maroon.tc.umn.edu
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experience in psychoacoustic experiments. The other two
subjects had never participated in a psychoacoustic experi-
ment prior to this one. All listeners were given several hours
of practice at the tasks in this study prior to data collection.

B. Stimuli

Maskers and standards were 1.0-kHz pure tones that
were digitally generated at a sampling rate of 20 kHz by a
custom-designed 16-bit digital-to-analog converter. Three
channels were employed. The standard and increment were
generated with separate channels that were mixed before be-
ing presented to the headphones. The increment was added
in phase with the standard, but the resultant data in this ex-
periment and subsequent experiments are plotted in terms of
the orthogonal increment~Weber fractions!. A third channel
generated the masker tone.

The masker, which was always presented 100 ms prior
to the standard, had a duration of either 10 or 250 ms. Stan-
dard and increment durations were also either 10 or 250 ms.
All stimuli had 5-ms cosine-squared onset and offset ramps.
The masker level was fixed at 90 dB SPL within a block of
trials. The level of the standard tone varied over blocks of
trials by steps of 10 dB, from 20 to 80 dB SPL.

C. Procedure

Intensity resolution performance was measured using a
two-interval forced-choice~2IFC! adaptive task~Levitt,
1971!. A decision rule was selected that targeted 79.4% cor-
rect performance. For every incorrect response, the level of
the tone added in phase with the standard was increased by 3
dB. After three consecutive correct responses, the level was
decreased by 3 dB. Subjects were given visual feedback re-
garding the accuracy of their responses following each trial.
The Weber fraction for a single block was calculated based
on the mean of reversals in stimulus level direction within
that block. Average thresholds were based on a minimum of
three 50-trial blocks. Time permitting, additional blocks
were completed if the standard deviation of the first three
blocks exceeded 3.5 dB.

Intensity resolution was measured in a quiet condition
~no masker! and in the presence of a forward masker. In the
masked condition, the masker and standard were presented in
each observation interval. In the quiet condition, only the
standard was presented. The masker and standard durations
used in five conditions in experiment 1 are illustrated in Fig.
1. Figure 1 also illustrates the time course of masker and
standard presentation for a single trial in the 2IFC task for
each of the conditions. Note that the time between the offset
of the standard tone in interval one and the onset of the
standard tone in interval two was 850 ms for all conditions.
Fixing this time was presumed to place similar demands on
short-term memory across conditions.

D. Results

Figure 2 illustrates Weber fractions for conditions where
the standard was 250 ms~with 250-ms masker and in quiet!.

All subjects show a mid-level elevation of their Weber frac-
tions under the forward-masked condition compared with the
quiet condition.

Figure 3 illustrates Weber fractions for each listener for
conditions where the standard was 10 ms~with 10-ms
masker, with 250-ms masker, and in quiet!. For most masked
conditions, a mid-level elevation of the Weber fraction is
observed as compared to the unmasked condition consistent
with Zeng et al. ~1991! and Zeng and Turner~1992!. A
larger elevation of the Weber fraction is observed for the
10-ms masker condition than for the 250-ms masker condi-
tion.

Subject 4 in the 10-ms masker, 10-ms standard condition
evidenced more masking than the other subjects and the pat-
tern of masking was different than that for the other subjects.
Her Weber fractions were elevated relative to the quiet con-
dition for all levels with the greatest amount of masking
occurring for low levels rather than for moderate levels of
the standard. Within 20 dB of threshold, a 35- to 50-dB
increment in the standard level@10 log(DI/I11)# was re-

FIG. 1. The time sequence for a trial for the conditions in experiment 1.

FIG. 2. Weber fractions~dB! as a function of level~dB SPL! for conditions
with a 250-ms standard. Data are shown for 4 listeners~S1, S2, S3, S4! in
quiet~circles! and in the presence of a 250-ms masker~squares!. The masker
and standard were 1.0-kHz tones.
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quired to reach the criterion performance level for this task.
A possible explanation for this poor performance at low sen-
sation levels may be due to this subject’s inability to distin-
guish between the offset of the masker and the onset of the
standard for this condition with short duration stimuli. A
consequence of this inability may have been a perceptual
averaging of the magnitude of the masker and the standard, a
result that would yield poor performance for low-level stan-
dards.

Moore and Glasberg~1982! reported that perceptual
similarity of the masker and signal in a forward-maskedde-
tection task may play a role in the amount of masking ob-
served. They demonstrated that the presentation of an audi-
tory cue~in their experiment a noise band! with the masker
reduced significantly the thresholds in a condition where the
frequency of the masker and signal were identical. To exam-
ine the influence of this cognitive phenomenon in our study,
a cue was added to the masker. The cue was a 90 dB SPL,
4.133-kHz tone presented simultaneously with the masker.
Thus, for this condition, the masker interval contained a two-
tone complex; the 1000-Hz masker and the 4.133-kHz cue.
Based on our preliminary data and those of Zeng and Turner
~1992!, the frequency of the cue was assumed to be far
enough away in frequency from the frequency of the stan-
dard so that it would not act as a masker or suppressor of the
standard.1 As seen in Fig. 4, the addition of this cue reduced
significantly the amount of forward masking for low-level
standards compared with the amount observed in the same
condition without the cue.

Figure 5 illustrates the amount of forward masking for
group-mean data for the conditions in experiment 1. Because
subject 4 performed differently than the other subjects in the
10-ms masker, 10-ms standard condition, average data for
this condition are shown with and without her data. In the
panel that included data from subject 4, data from hercued
condition were averaged with the data for the other subjects.
This approach is justified by the finding that subject 4’s data
from the cued condition show the same pattern as that of the
other subjects from the condition without a cue. The greatest

amount of masking was observed in the 10-ms masker,
10-ms standard condition followed by the 250-ms masker,
250-ms standard condition. The least amount of masking was
observed for the 250-ms masker, 10-ms standard condition.

E. Discussion

In experiment 1, a short duration masker yielded more
masking than a long duration masker. At first glance, this
finding seems inconsistent with Zeng’s~Zeng et al., 1991;
Zeng and Turner, 1992! prediction that the elevation of jnd’s
for mid-level standards in forward masking are due to the
slow recovery of adaptation of VIIIth-nerve neurons with
low-SR, and high thresholds. In prior studies, lengthening
the duration of an adapting stimulus increases the amount of

FIG. 3. Weber fractions~dB! as a function of level for conditions with a
10-ms standard. Data are shown for the same 4 listeners as in Fig. 2 for a
quiet condition~circles! and for conditions with 250-ms maskers~squares!
and 10-ms maskers~3!. The masker and standard were 1.0-kHz tones.

FIG. 4. Weber fractions~dB! as a function of level for subject 4~S4! for
some conditions employing 10-ms standards. Weber fractions are shown for
a 1.0-kHz tone in quiet~circles! and for a 1.0-kHz tone in the presence of a
10-ms, 1.0-kHz masker~3!. Also shown are Weber fractions for a 1.0-kHz
tone in the presence of a two-tone complex~triangles!, which included 1.0-
and 4.133-kHz tone. The addition of the 4.133-kHz tone to the 1.0-kHz
masker resulted in significantly smaller Weber fractions for the low-level
standards.

FIG. 5. This figure illustrates group mean differences between Weber frac-
tions ~dB! obtained for masked and quiet conditions for identical duration
standards. The upper-right panel contains average data for S1, S2, and S3
who had similar Weber fractions for the 10-ms masker and 10-ms standard
condition. The remaining panels contain average data for all four listeners.
The data for S4 that were included in the group average in the upper-left
panel are from her condition with a two-tone masker~1.0 kHz and 4.133
kHz!. Note that identical masker and standard durations produced more
masking than the condition where the masker was longer than the standard.
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neural adaptation~Young and Sachs, 1973; Smith, 1977;
Harris and Dallos, 1979! and increases the amount of mask-
ing seen in a forward-maskeddetectiontask~Kidd and Feth,
1982!.

Two explanations come to mind to illustrate why in-
creasing the duration of the masker in a forward-masked in-
tensity discrimination task did not result in more masking.
First, as mentioned earlier, Moore and Glasberg~1982!
showed that perceptually similar sounds show a greater
amount of masking than ones that are not perceptually simi-
lar in a forward-maskeddetectiontask. The finding that an
auditory cue reduced the amount of masking in their study
supports the notion that a cognitive mechanism mediates at
least a portion of the masking in conditions where the
masker and signal are perceptually similar~Moore and Glas-
berg, 1982!. The same mechanism may apply to the present
study. A second explanation involves off-frequency listen-
ing. Wright and Dai~1994! have shown, in a tonal detection-
in-noise task, that duration plays an important role in atten-
tion and directly affects the width of the effective listening
band. If the listening band is narrow for a long duration
masker and wide for a short duration signal, as reported by
Wright and Dai ~1994!, off-frequency listening could ac-
count for the reduction in masking seen for the long duration
masker used in the present study. That is, listeners could
attend to regions above and below the region adapted by the
long duration masker to listen for an increment in the short
duration standard. To isolate an explanation based on off-
frequency listening from one based on perceptual similarity,
additional forward-masked intensity discrimination data for
tonal standards were collected in the presence of a broadband
masker.

II. EXPERIMENT 2. BROADBAND NOISE MASKERS
AND TONAL STANDARDS

A. Subjects

Four additional subjects, ages 25–27 years, were re-
cruited for this study. Three of the subjects had hearing
within normal limits bilaterally~thresholds better than 10 dB
HL!. One of the subjects had normal hearing through 3.0
kHz and a mild sensori-neural loss of 30–35 dB HL at 4.0
and 8.0 kHz.

B. Stimuli

The 1.0-kHz pure-tone standard and increment were
generated in the same manner that was described for experi-
ment 1. The masker was a broadband noise produced by a
custom designed generator. The noise was low-pass filtered
~Kemo, model VBF/25! at 10.0 kHz at 135 dB/oct. The noise
was rectangularly gated.

The masker, which was always presented 100 ms prior
to the standard, had a duration of either 10 or 100 ms. The
standard and increment durations were 10 ms. The level of
the noise masker was fixed at 98 dB SPL~58 dB/Hz!. This
overall level of the noise resulted in a level of 80 dB SPL
within an assumed 160-Hz wide critical band centered at 1.0
kHz ~Scharf, 1970!. The level of the masker in the critical
band was lower than the level of the tonal masker in Experi-

ment 1 and its duration was shorter~100 ms vs 250 ms!.
These changes were made out of consideration for our lis-
teners. The level of the standard tone varied over blocks of
trials by steps of 10 dB, from 30 to 80 dB SPL.

C. Procedure

Detection thresholds for the tonal standard alone and for
the tonal standard in the presence of the BBN masker were
measured using a 2IFC adaptive procedure that converged on
79.4% correct detections~Levitt, 1971!. The same 2IFC
adaptive procedure was used to assess intensity discrimina-
tion performance in three conditions:~1! quiet ~no masker!
10-ms standard;~2! 100-ms masker, 10-ms standard; and~3!
10-ms masker, 10-ms standard.

D. Results

Detection thresholds for the 1.0-kHz tone in quiet and
for the 1.0-kHz tone in the presence of the BBN maskers are
shown in Table I. The masker resulted in a slight~4–5 dB on
average! elevation of the threshold for the standard tone. The
trend was for the 100-ms BBN masker to result in a greater
elevation of threshold than the 10-ms BBN masker, but the
difference is small.

The results of experiment 2 are illustrated in Fig. 6. The
results show that all subjects had elevated Weber fractions in

TABLE I. Detection thresholds~dB SPL! for the 10-ms, 1.0-kHz tone used
as a standard in experiment 2. Thresholds are shown for each of the experi-
mental conditions@quiet and two durations of broadband noise~BBN!#.
Standard deviations are shown in parentheses.

Subject Quiet
10-ms BBN
masker

100-ms BBN
masker

5 25.5 ~0.3! 31.2 ~1.9! 31.0 ~0.2!
6 20.3 ~0.4! 28.7 ~3.7! 23.5 ~1.8!
7 20.0 ~0.4! 20.6 ~0.6! 27.7 ~0.7!
8 19.9 ~2.6! 20.1 ~0.9! 24.9 ~0.8!

Mean 21.4 25.2 26.8

FIG. 6. Weber fractions~dB! as a function of level for subjects S5, S6, S7,
and S8. Weber fractions are shown for a 10-ms, 1.0-kHz tone in quiet
~circles! and for a 10-ms, 1.0-kHz tone in the presence of a 100-ms broad-
band noise masker~squares! and a 10-ms~3! broadband noise masker.
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forward-masked conditions, especially for mid-levels. The
10-ms broadband masker produced, on average, a greater
amount of masking than the 100-ms masker.

III. EXPERIMENT 3: BROADBAND NOISE MASKERS
AND STANDARDS

A. Procedure and method

The procedure and method are identical to those of ex-
periment 2, except that the tonal standard and increment of
experiment 2 was replaced with a 10-kHz wide noise band
~identical to the masker!. The noise standard and increment
were added in phase by splitting the output of a single noise
generator and routing the outputs to separate digital attenua-
tors. The masker was set to 90 dB SPL. All stimuli were
gated rectangularly. The same subjects that participated in
experiment 2 participated in experiment 3.

Detection threshold for the BBN standard alone and for
the BBN standard in the presence of the BBN masker were
measured using a 2IFC procedure that converged on 79.4%
correct detections.

B. Results

Detection threshold for the BBN standard alone and for
the BBN standard in the presence of the BBN masker are
shown in Table II. All of the thresholds for these conditions
are within a few dB of each other indicating that the masker
had little if any effect on detection thresholds. Note, though,
that subject 5, who has a mild high-frequency sensori-neural
hearing loss, has a threshold for the BBN in quiet of 37.5 dB
SPL. His detection threshold for this condition is higher than
the lowest level of the standard of 30 dB SPL employed in
the intensity discrimination task. For this reason, average
data for the intensity discrimination task discussed below
will be examined with and without his data.

The results of experiment 3 are illustrated in Fig. 7.
Weber’s law was found to hold for BBN in quiet, a result
consistent with that of Miller~1947!. For the 100-ms masker,
3 of the 4 subjects~S6, S7, S8! showed elevated Weber
fractions for the mid-level standards. For the 10-ms masker,
the greatest elevation in the Weber fraction was observed for
low sensation levels~SL!. There was a decrease in the Weber
fraction as SL increased for this condition with the 100-ms
masker. The average data, both with and without the subject
with the mild high-frequency hearing loss~subject 5!, show
this result.

IV. GENERAL DISCUSSION

Zeng and Shannon~1995! performed a series of studies
to attempt to isolate the source of the mid-level elevation of
jnd’s seen in forward masking. In electrical hearing, the mid-
level elevation of jnd’s was observed for listeners with co-
chlear implants but not for those listeners with cochlear
nucleus implants. In additional measurements from listeners
with acoustic hearing and thresholds within normal limits, a
large elevation of jnd’s was seen for ipsilateral maskers but
only a small elevation was seen for contralateral maskers.
They argue that the small elevation seen for contralateral
maskers could be due to cross hearing. That is, the high
levels of these maskers was believed to be sufficient to vi-
brate the skull and to elevate the Weber fraction in the ear
with the standard. Taken together, the results of their studies
of electrical and acoustical hearing support the idea that the
mechanism responsible for the mid-level elevation of jnd’s is
located in the auditory nerve or the cochlear nucleus. This
finding supports Zeng and his colleagues hypothesis~Zeng
et al., 1991; Zeng and Turner, 1992! that the mid-level el-
evation of jnd’s in forward-masked intensity discrimination
has a physiological correlate in the slower rate of recovery
from adaptation of low-SR neurons in the auditory nerve.
Despite this attractive link, evidence is accumulating that
much of the masking seen in forward-masked intensity dis-
crimination does not occur at the level of the auditory nerve.

First, the finding in our study that a long duration
masker produced less masking than a short duration masker
is inconsistent with the finding of physiological studies of
adaptation measured in single fibers of the auditory nerve.
Harris and Dallos~1979! found that the time required for
units to recover from adaptation in forward masking in-
creased with the duration of exposure of the adapting stimu-
lus. Although data have not been reported for stimulus dura-
tions and interstimulus intervals identical to those used in the
present experiment, the single finding to date is that adapta-
tion increases with increased duration of an adapting stimu-
lus for neurons in the auditory nerve~Young and Sachs,
1973; Smith, 1977; Harris and Dallos, 1979!.

A possible explanation for the additional masking noted
with short duration maskers than for longer duration ones is

TABLE II. Detection thresholds~dB SPL! for the 10-ms, broadband noise
~BBN! used as a standard in experiment 3. Thresholds are shown for each of
the experimental conditions~quiet and two durations of BBN maskers!.
Standard deviations are shown in parentheses.

Subject Quiet
10-ms BBN
masker

100-ms BBN
masker

5 33.9 ~0.4! 37.5 ~1.8! 40.5 ~1.8!
6 20.1 ~1.2! 19.9 ~2.3! 21.2 ~1.5!
7 23.7 ~0.1! 25.7 ~1.5! 26.7 ~1.9!
8 11.9 ~1.3! 10.0 ~0.5! 13.9 ~2.6!

Mean 22.3 23.3 25.6

FIG. 7. Same as Fig. 6 except the standard and masker were broadband
noise.
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confusion caused by a perceptually similar masker and stan-
dard. In the present study, a short duration masker produced
more masking than a long duration masker when the duration
of the standard was short. We found that perceptually similar
stimuli ~similar or identical in spectrum! result in a greater
amount of masking than perceptually dissimilar stimuli, and
the shape of the masking function may differ as well. A long
duration broadband masker~100 ms! and short duration
broadband standard~10 ms! yielded a masking function with
the greatest amount of masking occurring for mid-level stan-
dards. By contrast, a broadband masker and standard with
the same short duration~10 ms! produced a masking function
with the greatest amount of masking for low-level standards
and the amount of masking diminished as the standard level
increased. The same result was observed for one of the par-
ticipants in experiment 1, where tonal stimuli were used as
the masker and standard. In a follow-up condition for this
listener, an auditory cue, remote in frequency from the
masker and standard, was presented simultaneously with the
masker. The cue was only effective in reducing the amount
of observed masking for low-level standards: The mid-level
elevation of the Weber fraction remained. This result implies
that confusion resulting from perceptual similarity has its
greatest effects at low standard levels. In these conditions,
the listener may integrate the energy in the masker and stan-
dard, which would have a much greater effect for low-level
standards.

The idea that temporal integration of the masker and
standard may play a role in forward-masked intensity dis-
crimination was suggested by Zeng~1994! and Plack~1996!.
Consistent with this notion is their separate findings that el-
evated jnd’s in forward-masked intensity discrimination oc-
cur at levels where loudness enhancement is observed. Ap-
plied to the present study, one would expect to see the
greatest amount of loudness enhancement for perceptually
similar stimuli. We did not measure loudness enhancement
for our stimuli, but Zwislocki and Sokolich~1974! found that
changing the duration of a masker burst from 10 to 50 ms
had a negligible effect on the loudness of a 10-ms burst.
Zwislocki and Sokolich’s~1974! finding is inconsistent with
the hypothesis that suggests tight coupling between loudness
enhancement and the mid-level bump, but data from the
same group of subjects using identical stimuli must be com-
pared before any conclusions are drawn.

If the temporal integration hypothesis is invoked to ac-
count for elevated jnd’s for low-level standards, why did the
Weber fraction remain elevated for mid-level standards in
the presence of the cue designed to signal the offset of the
masker and the onset of the standard? The answer may be
related to the absence of contextual cues in this task at mod-
erate levels. Placket al. ~1995! reported a reduction in mask-
ing when a tone was presented along with the masker and
standard in a forward-masked intensity discrimination task.
A ‘‘reference tone’’ was placed between the masker and
standard or immediately following the standard. This refer-
ence tone reduced the amount of masking produced by the
masker alone when it was close in frequency to the standard,
a result they argue is consistent with the listener making use
of the proximal stimulus~the reference tone! to judge

whether an increment was presented in one of the intervals in
a 2IFC task. According to their explanation, which is based
on the theory of intensity perception of Durlach and Braida
~1969!, the reference tone provides a context for judging
whether an increment was added to the mid-level standards.
At these mid-levels, listeners are supposedly unable to rely
on natural perceptual anchors~i.e., detection threshold and
the level considered uncomfortably loud! located at the ex-
tremes of the dynamic range of intensity.

The increase in the amount of forward masking seen for
perceptually similar stimuli and the reduction in masking
observed when a reference tone is placed in close proximity
to the standard, particularly when the proximal stimulus oc-
curs after the standard, are inconsistent with a peripheral
sensory phenomenon~i.e., cochlea or auditory nerve!. Also
difficult to explain by a peripheral sensory mechanism is the
finding that backward masking produces a mid-level eleva-
tion of the jnd as seen in forward masking~Plack and Vi-
emeister, 1992!. These results, combined with those of Zeng
and Shannon~1995!, who isolated the mid-level elevation of
jnd’s to the auditory nerve or cochlear nucleus, lead us to
conclude that the cochlear nucleus or even higher centers of
the brain are responsible for the elevation of jnd’s observed
in forward masking. Although adaptation of low-SR fibers in
the auditory nerve show a long recovery from adaptation that
is seemingly consistent with a mid-level elevation of jnd’s,
the remaining evidence does not support this theory, at least
at the level of the auditory nerve.

On the other hand, the cochlear nucleus, with its com-
plex interconnections, may provide a physiological correlate
for a short duration masker producing more masking than
long duration one. Shore~1995! examined recovery rates of
several classes of cells in the ventral cochlear nucleus in
forward masking and found that some classes of cells~i.e.,
primarylike, primarylike notch, and onset cells! have slower
recovery in their onset responses to a short duration masker
~50 ms! than to a longer duration masker~100 ms!. The
significance of this finding in the context of the our psycho-
physical findings is muddled somewhat by her observation
that ‘‘as may be expected from the results with auditory
nerve~Harris and Dallos, 1979!, the longer, 100-ms maskers
produced greater rate decrements and slower recoveries than
the 50-ms maskers for all unit types studied~Shore, 1995;
pg. 39!.’’ Clearly, the role of the cochlear nucleus and higher
levels of the auditory system in forward-masked intensity
discrimination requires further study.

V. CONCLUSIONS

~1! Short duration maskers produced more masking
than long duration maskers in a forward-masked intensity
discrimination task. Broadband maskers as well as tonal
maskers produced this effect which eliminates off-frequency
listening as a possible explanation. This result is inconsistent
with what is known about the effects of duration on adapta-
tion in the auditory nerve which implies that the mechanism
producing the masking effect is central to the auditory nerve.

~2! There is evidence that a portion of the masking is
cognitive in origin. For one subject, a cue presented simul-
taneously with the masker reduced the Weber fractions for
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low-level standards. This likely cognitive effect was seen
only for short duration maskers and standards.
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Effects of modulator phase for comodulation masking release
and modulation detection interference
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In an effort to evaluate the importance of across-frequency comparisons of envelope patterns in
comodulation masking release~CMR! experiments and to compare joint effects of target–masker
frequency separation for both CMR and modulation detection interference~MDI ! tasks, thresholds
were measured for three tasks. These tasks were:~a! the detection of sinusoidal amplitude
modulation~SAM! of a tone,~b! the detection of a reduction in the modulation depth of a fully
modulated SAM tone, and~c! the detection of a tone added to a narrow band of noise. Thresholds
were obtained for the target alone and for the target presented with two maskers. For the detection
of SAM, thresholds did not depend on whether the modulation patterns of the target and masker
elements were the same or random. For the latter two tasks, modulator phase effects were apparent
for target–masker frequency separations less than 1–2 oct. In contrast, past work has shown that
observers can compare modulator envelope phases across frequency separations larger than 1–2 oct
@Stricklandet al., J. Acoust. Soc. Am.86, 2160–2166~1989!; Yost and Sheft, J. Acoust. Soc. Am.
85, 848–857~1989!#. In a second experiment, thresholds for the detection of SAM were obtained
after prolonged exposure to a fully modulated SAM tone. For four of the five observers,
modulation-rate specific adaptation was obtained for test/adapting carrier-frequency separations
approaching 2 oct below and 1 oct above the adaptor. ©1997 Acoustical Society of America.
@S0001-4966~97!00206-3#

PACS numbers: 43.66.Dc, 43.66.Mk@JWH#

INTRODUCTION

Modulation detection interference~MDI ! experiments
show that sensitivity to the presence of amplitude modula-
tion at a target frequency is diminished by the addition of an
amplitude-modulated masker at a remote frequency region
~Yost and Sheft, 1989; Yost and Sheft, 1994!. The resulting
interference, the MDI, is largely independent of the fre-
quency separation between the target and the off-frequency
masker. Moreover, when sinusoidal amplitude modulation
~SAM! is used, the magnitude of the MDI does not depend
consistently on the relative phases of the modulators but does
depend on the relative rates of the modulators. When the
target and off-frequency masker do not share the same
modulation rate, the magnitude of the MDI is diminished
~Yost et al., 1989!.

In a recent survey of a large number of experiments,
Yost and Sheft~1994! reported MDIs in the range of 10–15
dB @as 20 log~m!, wherem is modulation depth# across a
number of target-masker frequency separations. However,
substantial individual differences are apparent in the litera-
ture. For example, Hall and Grose~1991! reported that MDIs
were not obtained for all observers, while others have re-
ported observer-dependent effects of relative target-masker
modulation phases for small target–masker frequency sepa-
rations~Bacon and Konrad, 1993; Yost and Sheft, 1994!.

In contrast to MDI experiments, comodulation masking
release~CMR! experiments show that coherence of across-
frequency envelope patterns allows enhanced detection for a
tone added to a masker~Hall et al., 1984!. In a typical CMR
experiment, thresholds are obtained in three conditions. In

one condition, a single narrow-band masker is centered at the
signal frequency. This condition will be referred to as the
target-alone condition. For the other two conditions, two or
more narrow-band maskers are present, one centered at the
target frequency and the other~s! at disparate frequencies.
When both the target and off-frequency maskers are present,
the envelopes of the maskers are either identical or unrelated.
These conditions will be referred to as in-phase and random-
phase conditions, respectively. CMR has been defined in a
variety of ways; here the term CMR will be used to denote
the difference in thresholds obtained in the target-alone and
the in-phase conditions.

Experiments indicate that thresholds are lowest in the
in-phase condition, somewhat higher in the target-alone con-
dition, and higher still in the random-phase condition.
Schooneveldt and Moore~1987! and Cohen and Schubert
~1987! found that when a single off-frequency masker was
used, the magnitude of the threshold differences depended on
the frequency separation between the target and off-
frequency masker. For small target–masker frequency sepa-
rations the CMR is largest, but the CMR falls as the target–
masker frequency separation grows. Likewise, for small
target–masker frequency separations, thresholds in the
random-phase conditions are largest, falling with increases in
target–masker frequency separations. Based on the pattern of
thresholds obtained in an exhaustive study, Schooneveldt
and Moore~1987! suggested that the large CMRs obtained
for closely spaced maskers reflect ‘‘within channel’’ process-
ing, i.e., interactions within single auditory filters. They at-
tributed the CMR obtained for wider target-masker fre-
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quency separations, a value that asymptoted at
approximately 3 dB in their study, to across-channel, or
across-frequency, processing. Thus the 3-dB effect was de-
scribed as reflecting a ‘‘true’’ CMR. Based on their results,
which included masker separations as large as an octave,
Schooneveldt and Moore suggested that the ‘‘true’’ CMR
was relatively independent of frequency separation. How-
ever, Cohen and Schubert~1987! found that for masker sepa-
rations in excess of 3/4 of an octave, thresholds in the target-
alone, the in-phase, and the random-phase conditions are
essentially the same. Only Cohen~1991! has reported sizable
effects of off-frequency envelope patterns~in-phase versus
random-phase! for frequency separations in excess of an oc-
tave, with the largest effect being obtained when the target
and maskers were of different levels.

The contrast between MDI and CMR results, then, is
that for the former class of experiments modulated maskers
interferewith detection of changes at the target frequency
~presence of modulation!, and for the latter class of experi-
ments modulated maskersenhancethe detection of changes
at the target frequency~the addition of the signal!. Both Yost
and Sheft~1990! and Moore and Jorasz~1992! completed
experiments in an effort to begin to understand differences in
the mechanisms which underlie CMR and MDI results. Yost
and Sheft~1990! examined both an MDI and a CMR-like
task. The target frequency was 4000 Hz and the masker fre-
quency 1000 Hz. For the MDI task, the stimulus at the target
frequency was either a tone or a SAM tone, and the threshold
modulation depth of the SAM was estimated. In one of the
CMR-like tasks, the observer detected a decrement in the
modulation depth at the target frequency: The target was
either fully modulated or partially modulated. This parallels
the typical CMR experiment in that a reduction in depth of
modulation mimics the effect of adding a tone to a narrow
band of noise—adding a tone to a narrow band of noise acts
to flatten the slowly fluctuating envelope. For both the MDI
and CMR-like tasks, when an off-frequency masker was
present, it was either~a! a tone or~b! a fully modulated SAM
tone modulated in phase with respect to the target SAM tone.
Their results indicated MDI-like behavior for both tasks.
That is, regardless of whether the signal to be detected was
the presence of modulation or a change in depth of modula-
tion, flanking SAM maskers generated higher thresholds than
did flanking tonal maskers. Moore and Jorasz~1992!, who
used multiple maskers, did obtain a CMR-like result for the
detection of reduction of SAM modulation depth when the
target was fully modulated and its onset delayed relative to
the maskers, but in other conditions obtained MDI-like re-
sults.

The failure of Yost and Sheft~1990! and Moore and
Jorasz~1992! to obtain a CMR is of interest on several
grounds. First, Grose and Hall~1989! and Moore et al.
~1990! have shown that CMRs are obtained when a tone is
added in-phase to the carrier of a SAM tone, a task equiva-
lent to a modulation depth discrimination task. In both ex-
periments, multiple off-frequency SAM tones that were
fairly closely spaced in frequency were used. The multiplic-
ity and nearness of the off-frequency makers may have en-

couraged a dominance of CMR over MDI~cf. Moore and
Jorasz, 1992; Bacon and Moore, 1993!.

A second reason that the failure to measure CMR for
decrements in the modulation depth of SAM tones is notable
is that Stricklandet al. ~1989! and Yost and Sheft~1989!
have demonstrated that observers are able to make across-
frequency comparisons of modulation patterns for SAM
tones separated by more than an octave. In their studies,
observers discriminated between two SAM tones with modu-
lators that were either in-phase or phase-delayed with respect
to one another. The just detectable phase delay was measured
for a variety of carrier-frequency separations. The results in-
dicate that thresholds increase with increasing carrier-
frequency separations up to a separation of an octave or so,
and then level off with further separations. Stricklandet al.
~1989! also demonstrated that for frequency separations of an
octave and larger, sensitivity to differences in envelope
phase did not depend on the addition of low- or high-pass
noise, nor did sensitivity depend on the relative levels of the
two SAM tones. Both groups of researchers interpreted their
data as possibly indicating~a! diminished interactions in a
single, possibly additive channel for carrier-frequency sepa-
rations in excess of an octave, and~b! that under some con-
ditions observers may compare modulator phases across fre-
quency, as indicated by the fact that thresholds were reliably
obtained even when large differences in carrier frequencies
were tested.

These experiments suggest that sensitivity to differences
in the modulation phase of simultaneously presented SAM
tones may depend on cues present in a single channel when
the SAM carriers are separated by less than an octave, but
when the carriers are separated by an octave or more, sensi-
tivity to differences in modulator phases appears to depend
upon across-channel comparisons~Strickland et al., 1989;
Yost and Sheft, 1989!. In contrast, CMRs are not measured
for SAM target-maskers that are widely separated in fre-
quency ~Yost and Sheft, 1990; Moore and Jorasz, 1992!.
Comparisons between the CMR experiments and experi-
ments that examine sensitivity to differences in modulator
phase, however, should be guarded. Fantini~1991!, who em-
ployed simulaneously presented SAM noise maskers, found
that sensitivity to across-frequency differences in modulator
phase did not predict thresholds for the addition of a tone. In
contrast, her data suggest that across-frequency differences
in modulation depth may facilitate the detection of a tone
added to modulated noise maskers.

To summarize, the MDI is relatively independent of the
target–masker frequency separation, and is relatively inde-
pendent of relative target–masker modulator phases, two re-
sults that support the proposition that the MDI reflects
across-frequency interference. In contrast, CMR depends
both on target–masker frequency separation and on whether
envelope patterns are the same or random across frequency,
which suggests that CMR data are largely driven by single-
channel processing. A second observation that suggests a
large single-channel component of CMR is that in the
random-phase condition, thresholds tend to fall with in-
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creases in target–masker frequency separation~Schooneveldt
and Moore, 1987; Cohen and Schubert, 1987!. If the target
and maskers have envelope patterns that are randomly cho-
sen on different trials, and if more than one element~target
and one or more maskers! is passed by a single filter, then an
added tone will lead to less consistent changes in the aggre-
gate envelope, making the detection of the added tone more
difficult.

In experiment I, a single crew of observers completed
both MDI and CMR experiments. Two types of CMR ex-
periments were tested; one using SAM tones as maskers and
the other using narrow bands of noise as maskers. All three
tasks used the same procedures and stimulus parameters. As
a result, experiment I provides within-observer comparisons
across two CMR tasks and an MDI task, and in particular,
provides direct comparisons of the joint effects of target-
masker frequency separation and relative modulator phases
for these three tasks.

In experiment II, the degree of adaptation for the detec-
tion of sinusoidal amplitude modulation was measured. The
experiment was somewhat atypical compared to most selec-
tive adaptation experiments because our goal was to deter-
mine the effect that adaptation to a SAM tone at one carrier
frequency has on observers’ ability to detect amplitude
modulation at a different carrier frequency. This experiment
is largely exploratory in nature and reflects an effort to pro-
vide an estimate of the ‘‘bandwidth’’ for interaction among
carriers independent from that measured by Stricklandet al.
~1989! and Yost and Sheft~1989!. As there is no accepted
model of behavioral adaptation, any interpretation of the ex-
perimental results is guarded.

I. EXPERIMENT I: THE JOINT EFFECTS OF
MODULATOR PHASE AND FREQUENCY
SEPARATION ON CMR AND MDI

In this experiment, three tasks were tested. Observers
detected ~a! the sinusoidal amplitude modulation of a
1500-Hz tone,~b! the reduction in depth of modulation of a
fully modulated 1500-Hz SAM tone, and~c! a 1500-Hz tone
added to a narrow band of noise centered at 1500 Hz. The
SAM tones were modulated at 16 Hz, and the narrow-band

noise masker bandwidth was approximately 25-Hz-wide,
providing an expected rate of envelope maxima of approxi-
mately 16 s.

Figure 1 shows an example of signal and no-signal
stimuli ~left and right columns, respectively! for the detec-
tion of reductions in modulation depth in the random-phase
condition. The central element is the target, and it along with
the two flanking maskers have randomly chosen starting
modulator phases. For the in-phase conditions~not shown!,
the target and maskers have coincident modulation maxima
and minima, and for the tonal maskers~not shown!, the
maskers are not modulated.

For each of the three tasks, thresholds were measured in
four conditions. In one of the conditions, the target-alone
condition, energy was present only in the region of 1500 Hz.
For the other three conditions, two additional maskers were
present. The maskers were equidistant from the 1500-Hz tar-
get frequency on a logarithmic scale, one above and one
below the target frequency. The maskers were either tones or
multitone complexes appropriate for the task~e.g., SAM
tones or narrow bands of noise!. When complex maskers
were used, the maskers’ envelope patterns were either iden-
tical or randomly related. The four conditions will be re-
ferred to as~a! target-alone,~b! tonal maskers,~c! in-phase
maskers, and~d! random-phase maskers. Regardless of the
change to be detected, digital scaling ensured that the level at
the target frequency was the same for the signal and no-
signal stimuli. As a result, across-frequency changes in level
could not contribute to detection~e.g., profile analysis,
Green, 1988!. Finally, the target–masker frequency separa-
tion was systematically varied.

II. METHODS FOR EXPERIMENT I

A. Stimulus generation

The stimuli were digitally generated and presented using
a sample rate of 25 000 samples/s. The target stimulus was
presented via one channel of a two-channel digital-to-analog
converter, and when the off-frequency maskers were present,
they were presented simultaneously through the second
channel. The stimulus duration was 400 ms, including 20-ms
cosine-squared onset and offset ramps. The digital outputs
were low-pass filtered at 8 kHz~KEMO VBF 8; attenuation
skirts approx. 85 dB oct!, summed using an analog adder,
and presented diotically through two channels of Sennheiser
HD410SL headphones.

For the tasks using SAM tone targets, the phases of the
carriers were randomly chosen on each interval from a uni-
form distribution ranging from 0 to 2p rad. For the in-phase
conditions, the starting phase of the target and masker modu-
lator was randomly chosen from a uniform distribution rang-
ing from 0 to 2p rad on each interval. For the random-phase
conditions, the starting phase of the individual modulators
were randomly chosen from a uniform distribution ranging
from 0 to 2p rad.

The narrow bands of ‘‘noise’’ were formed by summing
33 equal-amplitude tones separated by 0.76 Hz~much
smaller than the inverse of the stimulus duration!. On each
interval, the phases of the individual components of the tar-

FIG. 1. Signal and no-signal stimuli~left and right columns, respectively!
are depicted for the random-phase condition. The high- and low-frequency
maskers are the top and bottom sketches, and the target element is in the
center.
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get band were independently chosen from a uniform distri-
bution with a range of 0 to 2p rad. For the in-phase condi-
tion, the same phase relations were used for all noise bands.
In the random-phase conditions, different phases were ran-
domly chosen for the different masker bands. The added sig-
nal tone had a frequency equal to the central component of
the masker, but the phase was random with respect to the
component to which it was added.

The target frequency was 1500 Hz. The off-frequency
maskers were separated from the signal by approximately
0.33, 0.6, 0.88, 1.45, and 2 oct. Each stimulus element~i.e.,
target or masker! was presented at 65 dB SPL.

B. Procedures

A 2IFC procedure was used, with the signal interval
being as likely to be the first as the second interval. The
‘‘signal’’ to be detected was the presence of SAM, the re-
duction in the depth of SAM, or the addition of the 1500-Hz
tone. That is, the standard was a tone~0 percent modulation
depth!, a SAM tone~100 percent modulation depth!, or a
narrow band of noise, respectively.

Thresholds were estimated using a 2-down, 1-up stair-
case procedure which estimated the 71 percent correct per-
formance level~Levitt, 1971!. Each threshold estimate was
generated using blocks of 50 trials and were based on the
average of the last even number of reversals, excluding at
least the first three. For detection of SAM, the initial step
size was 4 dB~20 log~m!!, which was reduced to 2 dB after
three reversals. When the reduction in SAM depth was to be
detected, the initial step size was 0.6 dB, which was reduced
to 0.3 dB after three reversals. On occasion, the track was
driven above 0 dB, a modulation depth greater than 1. On
those occasions, step sizes were reduced to values more ap-
propriate for the observer’s sensitivity~e.g., step sizes of 0.3
and 0.15!, and thresholds remeasured. Due to level equaliza-
tion, there is some difficulty in describing the level of the
added tone for the tone-in-noise task. Here, the added tone is
described in terms of its amplitude relative to the amplitude
of the component to which it was added—signal to compo-
nent level, in dB. Note that this measure is appropriate only
for the target element as only the target element was scaled
to achieve level equalization. Also, this measure is typically
used when the signal is added in phase to a component of the
masker~Green, 1988!, which was not the case in this experi-
ment. Thus the signal level is denoted as ‘‘sig re comp;
rp’’—signal relative to component, random phase. The level
of the added tone was initially adjusted using a 4 dBstep
size, which was reduced to 2 dB after three reversals.

The different tasks were blocked, as were the different
masker conditions~e.g., tonal maskers, target-alone, etc.!
within each task. The order in which the blocks were tested
was randomly determined for each observer. The reported
thresholds are based on the final eight threshold estimates
measured. Regardless of our efforts to reduce the influence
of long-term practice and carry-over effects on the data,1

shifts in sensitivity may be present in the data in some con-
ditions. Unfortunately, there was not ample time to fully re-
peat the experiment. Only Obs 2 repeated one task~SAM

detection!, and for her the two data sets were remarkably
similar. Her most recent data are presented.

Observer 1 participated as a partial requirement for an
undergraduate course, Obs 2 is the second author, and Obs 3
and 4 were paid for participation. All observers had thresh-
olds of 10 dB HL or better~for frequencies ranging from 500
to 8000 Hz! and ranged in age from 22 to 27 years. Results
from two observers who began but did not finish the experi-
ment are not included. Observers were tested in a double-
walled sound-proof booth.

III. RESULTS AND DISCUSSION OF EXPERIMENT I

Figure 2 shows the results for the modulation detection
task. The results for the different observers are plotted sepa-

FIG. 2. Thresholds for modulation detection, 20 log~m!, are plotted as a
function of the frequency separation between the target and off-frequency
maskers in octaves. Thresholds for the individual observers are plotted sepa-
rately and error bars indicate the standard errors of the mean across replicate
threshold estimates. The asterisk and dotted horizontal line indicate the
target-alone thresholds. Squares, circles, and triangles indicate thresholds
obtained for tonal maskers, in-phase, and random-phase SAM maskers, re-
spectively.
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rately. The abscissa indicates the target–masker frequency
separation in octaves and the ordinate shows the threshold
level in increments of 20 log~m!.

Thresholds for the target-alone condition are indicated
using asterisks and horizontal dotted lines. Squares con-
nected with dashed line segments show thresholds obtained
when tonal maskers were used, circles show thresholds ob-
tained with in-phase SAM maskers, and triangles show
thresholds obtained with random-phase SAM maskers. Error
bars indicate the standard errors of the mean across eight
replicate threshold estimates.

For all observers except Obs 1, thresholds obtained with
tonal maskers~squares! are somewhat larger than thresholds
in the target-alone condition~asterisk, horizontal line!.
Across all observers and frequency separations, thresholds in
the target-alone condition are on average 4.6 dB lower than
thresholds obtained with tonal maskers. With regard to ef-
fects of modulator phase randomization, averaging across
target–masker frequency separations and observers, thresh-
olds in the in-phase condition~circles! are 1.8 dB lower than
thresholds in the random-phase condition~triangles!. This
difference is exaggerated for Obs 1 and 3 at the smaller
target–masker frequency separations. Averaging thresholds
obtained in the in- and random-phase conditions, thresholds
are on average 5.5 dB lower for tonal maskers than for
modulated maskers. This difference, the MDI, reaches sig-
nificance in a paired comparisons ANOVA~p,0.05, modi-
fied Bonferroni test for multiple comparisons!.

The results of this condition are in good agreement with
past experiments, except that the MDI is somewhat more
modest than typically reported~e.g., 10–15 dB; Yost and
Sheft, 1994!. As in past experiments, differences in target–
masker frequency separation had little influence on the mag-
nitude of the MDI~cf. Yost and Sheft, 1989; Yost and Sheft,
1994!. The effects of modulator phase randomization were
modest. Past work, which has employed a variety of differ-
ent, but fixed, target–masker phase relations have likewise
reported relatively small phase effects~e.g., Bacon and Kon-
rad, 1993; Yost and Sheft, 1994!. The small effect of phase
randomization emphasizes the degree to which modulator
phase does not interact with sensitivity in MDI
experiments—even when phases are randomized, only a
minimal effect of uncertainty appears to be introduced.

Figure 3 shows the results for the detection of reductions
in modulation depth relative to a standard modulation depth
of 1. The abscissa is target–masker separation in octaves,
and the ordinate shows threshold modulation depth in terms
of 20 log~m!. Note that they axis is reversed relative to that
of Fig. 2, ensuring that ‘‘poorer’’ thresholds are plotted
higher on the ordinate.

For Obs 2–4, thresholds obtained with tonal maskers
~squares! are slightly elevated relative to thresholds in the
target-alone condition~asterisk, dotted line!. Only Obs 1
demonstrates appreciable ‘‘energetic’’ masking with tonal
maskers, masking which lessens as the target–masker fre-
quency separation grows.

Comparing thresholds in the in-phase and target-alone
conditions~circles versus asterisks!, in-phase modulation did
not lead to thresholds lower than those measured without

maskers. Thus no CMR was obtained. The absence of a
CMR might reflect the absence of across-frequency level dif-
ferences that are frequently present in CMR experiments
~Green, 1988; Hall and Grose, 1988; Fantini and Moore,
1994!. For small- and moderate-frequency separations, how-
ever, thresholds are consistently superior in the in-phase
~circles! than random-phase~triangles! conditions. The ef-
fects of modulator phase randomization diminish as the
target-masker frequency separations approach 1–11

2 oct.
Because no CMR was obtained, there is no evidence that

our observers employed across-frequency processing in order
to reduce thresholds. Recall, however, that both Strickland
et al. ~1989! and Yost and Sheft~1989! found that sensitivity
to differences in the modulator phases of two SAM tones
decreased as the frequency separation between carriers in-
creased, a result that may reflect interactions within a single
processing channel. When the two carriers were separated by
an octave or more, thresholds tended to be constant, possibly
reflecting stable across-channel comparisons. In the current
experiment, effects of phase randomization were not ob-

FIG. 3. As Fig. 2, except that thresholds are for the detection of reductions
in modulation depth relative to a standard modulation depth of 1.
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tained for target-masker frequency separations larger than
1–112 oct. Following Stricklandet al. ~1989! and Yost and
Sheft~1989!, it seems reasonable to posit that phase random-
ization leads to poorer thresholds whenever the target and
masker are passed through a single analysis channel.

More generally, given the gross similarity of the current
data and the results of Stricklandet al. ~1989! and Yost and
Sheft ~1989!, it seems plausible to conclude that observers
depended only upon information available in a single chan-
nel, and that interactions within a single channel led to re-
duced sensitivity when the modulator phases were randomly
chosen. For example, if SAM tones with randomly chosen
phases are passed through a single filter, changing the modu-
lation depth of one of the SAM tones will not always have
the same effect on the congregate waveform. For sufficiently
wide target–masker frequency separations, the target and
masker will not interact, and the effects of phase randomiza-
tion would approach zero. Alternatively, the contribution of
across-frequency comparisons, while measurable when
changes in modulator phases are tested~Strickland et al.,
1989; Yost and Sheft, 1989!, may not be measurable in CMR
tasks.

Another plausible explanation is that across-frequency
comparisons were incorporated for all target–masker fre-
quency separations tested but were of diminished usefulness
as the target–masker frequency separation grew. For this ex-
planation it would be assumed that for this task, across-
frequency comparisons are not sufficiently strong to provide
a measurable CMR but are sufficiently detrimental to gener-
ate reduced thresholds when modulator phases are random-
ized. In order to be consistent with the Stricklandet al.
~1989! and Yost and Sheft~1989! data, this explanation
would require that observers are sensitive to differences in
modulator phases for wide-frequency separations, but that
the sensitivity is either too weak, or not incorporated into the
decision, when reductions in modulation depth are to be de-
tected.

The thresholds obtained for the detection of a tone added
to narrow bands of noise are shown in Fig. 4. Thresholds are
expressed as signal re component ratio in dB, with the caveat
that the signal was added without respect to phase of the
masker component to which it was added. Upward pointing
arrows indicate that thresholds could not be reliably esti-
mated. For all observers, thresholds obtained using tonal
maskers~squares! were nearly the same as those measured in
the target-alone condition~asterisk and dotted line!. Only
Obs 1 demonstrates a clear CMR; for modest target–masker
frequency separations, thresholds in the in-phase conditions
~circles! are lower than target-alone thresholds~asterisk, dot-
ted line!. In contrast, in the in-phase condition, both Obs 3
and 4 have the largest thresholds when the target–masker
frequency separation is smallest. Observer 2 provides an in-
termediate result: Thresholds in the in-phase condition are
relatively independent of target–masker frequency separa-
tion.

For the random-phase conditions~triangles!, thresholds
fall as the target–masker frequency separation increases, and
thresholds are higher in the random-phase than the in-phase
conditions for frequency separations less than 1–2 oct. Com-

paring the results obtained for the detection of a tone added
to noise ~Fig. 4! and for the detection of a decrement in
modulation depth~Fig. 3!, the pattern of results tends to be
similar, and in particular, the individual differences obtained
are generally consistent across the two tasks. The most strik-
ing difference in the pattern of results occurs for Obs 2. For
Obs 2, phase effects occur for larger target–masker fre-
quency separations in the tone-in-noise task than the SAM
task. These data are consistent with the results of Fantini
~1991!, who found good correspondence between sensitivity
to a tone added to one of two simultaneous SAM noise-band
maskers and sensitivity to changes in the modulation depth
of two SAM bands of noise.

To summarize the results of experiment I, the results for
the detection of SAM are consistent with past reports in that
the relative target–masker modulator phases did not have a
strong impact on the magnitude of the MDI, even when ran-
dom modulator phases were tested. For both the detection of

FIG. 4. As Figs. 2 and 3, except that thresholds are in terms of signal re
component amplitude, in dB, with the signal being added without respect to
the phase of the component to which it is added. Upward pointing arrows
indicate that thresholds could not be reliably estimated.
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a reduction in the modulation depth of a SAM tone and the
detection of a tone added to a narrow band of noise, the
relative patterns of the target and masker envelopes did in-
fluence thresholds. A CMR was obtained for only one of the
four observers, and only when noise maskers were used. The
differential effects of masker phase randomization obtained
in the MDI and CMR tasks suggest, but do not guarantee,
that different mechanisms underlie the two tasks. One inter-
pretation of the results is that for the CMR tasks, observers
depend largely on information processed by a single channel,
whereas for the MDI task, across-frequency integration leads
to interference.

IV. EXPERIMENT II: ADAPTATION TO SINUSOIDAL
AMPLITUDE MODULATION

In considering the results of experiment I, and in par-
ticular the results obtained when a reduction in the modula-
tion depth of a SAM tone was to be detected, one possible
interpretation was that observers base their decisions on
stimulus interactions within a single channel, a channel
which includes interactions across frequencies as distant as
an octave. In an effort to provide an independent measure of
the existence of such a channel, a selective adaptation experi-
ment was completed. The experimental question was not the
modulation rates for which adaptation to amplitude modula-
tion occurs, but the range of carrier frequencies for which
adaptation occurs. If the adaptation occurs for a relatively
broad range of carrier frequencies, that result would suggest
that there is some type of interaction across a wide frequency
range. However, because little is agreed upon about the in-
terpretation of behavioral adaptation studies~cf. Moody
et al., 1984; Wakefield and Viemeister, 1984!, it is not obvi-
ous what such interactions would reflect—changes in
strength of activity in a single channel, changes in perceptual
anchors, or one of several alternative explanations.

The general methods and stimulus timing used were
based on a study reported by Tansley and Suffield~1983!.
The adapting stimulus was a fully modulated SAM tone cen-
tered at 1500 Hz and modulated at either 16 or 56 Hz. The
test stimulus was modulated at 16 Hz. The test sounds had
carriers ranging from 375 to 6000 Hz, and the adaptor-test
frequency separations were the same as the target–masker
frequency separations used in experiment I. Pilot work sug-
gested that sensitivity to changes from a fully modulated
standard was relatively unaffected by a SAM adaptor, and so
we chose to measure adaptation for the detection of ampli-
tude modulation.

A. Procedures

The stimulus generation methods and the presentation
levels were identical to those of experiment I. Thresholds
were measured using a 2IFC procedure and a 2-down, 1-up
staircase algorithm~Levitt, 1971!. Unlike experiment I,
threshold estimates are based on 45 rather than 50 trials.
Both the adapting and test stimuli were presented at 65 dB
SPL. Observers were seated in a double-walled sound-proof
booth. Listeners first heard 10 min of the adapting sound.
During this time, no effort was expended to ensure that ob-
servers were attending to the sounds, except that the head-

phones were kept in place. After the initial adaptation period
and before the first trial, observers received a visual warning
that trials were about to begin, followed by an additional 30
s of the adapting sound. After each trial, a minimum 1 s of
additional exposure to the adapting sound was enforced.
Moreover, after the 15th and 28th trial, an additional 30 s of
the adapting sound was presented.

The order in which the different test carrier frequencies
and adaptor modulation rates were tested was random. For
each test carrier frequency, four thresholds were measured
one after another. Any time that elapsed between the
completion of one threshold estimate and the beginning of
the next was filled with the adapting sound. The final thresh-
old estimate is the average of just those four threshold esti-
mates. When data were collected for more than one test car-
rier in a session, 2 or 10 min of exposure to the adapting
sound was enforced between blocks, depending on the dura-
tion of the observer’s break. At the start of each day’s ses-
sion, one of the two adapting modulation rates was randomly
chosen and used throughout the day’s session. For one of the
observers, different adaptor rates were used in a single day,
but a break period of over an hour separated the sessions.

Two of the four observers who participated in Experi-
ment I participated in this experiment—Obs 2 and 3. Three
additional observers were recruited, all having thresholds in
quiet within 10 dB HL for frequencies ranging from 500–
8000 Hz. These observers ranged in age from 22 to 39 years.
In order to assess the degree to which the 56-Hz adapting
sound was a neutral adaptor, thresholds were also obtained
for the target-alone condition of the SAM detection task as
described in experiment I.

FIG. 5. The top panel shows the average thresholds for the detection of
amplitude modulation following exposure to a fully modulated SAM tone
centered at 1500 Hz and modulated at either 16~squares! or 56 ~circles! Hz.
Error bars indicate the standard error of the mean across observers. The
lower panel shows the difference in thresholds for the 16- and 56-Hz adap-
tors. Error bars indicate the standard error of the mean of the differences
across observers.
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B. Results and Discussion of experiment II

The top panel of Fig. 5 shows the average results from
five observers for adaptors with modulation rates of 16
~squares! and 56~circles! Hz. Thresholds, in increments of
20 log~m!, are plotted as a function of the carrier frequency
of the test stimulus relative to the carrier frequency of the
adaptor~1500 Hz!. Error bars reflect the standard errors of
the mean across the thresholds measured for the five observ-
ers. These averages are largely representative of individual
results, with the key exception that Obs 3 demonstrated no
consistent effect of the modulation rate of the adaptor~i.e.,
the squares were not elevated relative to the circles!. Because
the pattern of Obs 3’s thresholds were like those of the other
observers when the 56-Hz adaptor was tested, the effect of
including his thresholds in the average is to reduce the sepa-
ration between the 56- and 16-Hz functions. On average,
when the adaptor was modulated at 56 Hz and the test sound
was centered at 1500 Hz, thresholds were within 1 dB of
thresholds obtained without an adaptor~not plotted!. That is,
the 56-Hz adapting sound appears to act as a reasonable neu-
tral adaptor.

The bottom panel of Fig. 5 shows the magnitude of ad-
aptation for each test carrier frequency. Differences in the
thresholds obtained after adaptation to the 16- and 56-Hz
SAM adaptors are plotted as a function of the test–adaptor
carrier frequency separation. The amount of adaptation is
maximal when the test and adapting sounds share the same
carrier, and remains robust for test sounds centered between
2 oct below and 1 oct above the adaptor. These data indicate
further reaching effects of modulation adaptation than one
might conjecture based on the results reported by Kay and
Matthews ~1971!, who concluded that adaptation to fre-
quency modulation does not extend beyond a critical band-
width. Because there is some consistency in the target–
masker separations for which modulation phase effects were
obtained~experiment I! and test–adaptor frequencies where
adaptation effects were obtained~experiment II!, the current
data are not inconsistent with a single-channel account of the
phase effects obtained experiment I’s CMR tasks.

V. SUMMARY AND CONCLUSIONS

The results of experiment I confirm that the relative
phases of target and masker modulators do not have a large
effect on the detection of SAM, but do influence the detec-
tion of reductions in modulation depth of a fully modulated
SAM tone and the detection of a tone added to a narrow
band of noise. For the latter two tasks, however, no CMR
was consistently obtained. Moreover, for the detection of
reductions in modulation depth and the detection of a tone
added to noise, the joint effects of envelope randomization
and frequency separation are relatively consistent across ob-
servers, suggesting the actions of similar mechanisms in
these two tasks. The impact of off-frequency maskers was
limited to frequency separations of 1–2 oct, even though
sensitivity to differences in envelope patterns has been mea-
sured for wider frequency separations~Strickland et al.,
1989!. In experiment II, modulation rate-specific adaptation
was obtained for the detection of amplitude modulation for

four of the five observers tested. Adaptation was present for
test carrier frequencies between 2 oct below and 1 oct above
the adapting carrier frequency. The results of experiments I
and II may be attributed to several types of interactions, and
in particular, single-channel models of interactions cannot be
discounted.
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tice effects were obtained. Before moving onto the next task, observers
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Profile analysis with an asynchronous target: Evidence
for auditory grouping
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Green and Dai@in Auditory Physiology and Perception, edited by Y. Cazals, L. Demany, and K.
Horner~Pergamon, Oxford, 1992!# reported a series of experiments which suggested that listeners’
ability to perform simultaneous across-frequency comparisons of intensity is severely impaired
when the target and flanking components begin or end at different times. The present experiment
sought to replicate the effect of onset asynchrony and included an additional condition in which the
leading portion of the asynchronous target component was accompanied by a pair of ‘‘captor’’
tones. The intended purpose of the captor tones was to promote a perceptual organization in which
the leading and synchronous portions of the asynchronous target component were grouped with
different auditory objects. For all six listeners an asynchrony of 320 ms raised thresholds
substantially relative to the synchronous onset condition, the magnitude of the increase ranging
between 6 and 16 dB. By contrast, the mean elevation of threshold in the presence of the captor was
only 3 dB, although for all listeners thresholds were still greater than for the synchronous onset
condition. The results support the view that the deleterious effect of onset asynchrony on profile
analysis performance is due to the operation of auditory grouping principles. ©1997 Acoustical
Society of America.@S0001-4966~97!03907-6#

PACS numbers: 43.66.Fe, 43.66.Ba@WJ#

INTRODUCTION

The ability of listeners to perform simultaneous across-
frequency comparisons of intensity has been the subject of
considerable research in recent years~Green, 1988; Hall
et al., 1995!. In a typical profile analysis task, a multicom-
ponent stimulus is presented in each of two observation in-
tervals, with listeners required to indicate the interval in
which the relative level of one component was increased. To
ensure that detection is based on a simultaneous across-
channel comparison of intensity rather than a successive
within-channel comparison, the overall level of the stimuli in
each of the two observation intervals is randomized. The
results from such studies indicate that listeners are highly
sensitive to changes in spectral profile, with thresholds being
comparable to those obtained in traditional intensity dis-
crimination tasks. Moreover, thresholds are relatively unaf-
fected by factors such as the duration of the interstimulus
interval ~Greenet al., 1983! and moderate within-trial ran-
domization of pitch~Richardset al., 1989!.

Since profile analysis requires comparison of intensities
across frequency, any manipulation that interferes with the
integration of auditory information across frequency is likely
to lead to a drop in performance. One such manipulation is
ear of presentation. Usually in profile analysis experiments
the stimuli are presented diotically; however, if the target
and flanking components are presented to different ears, then
signal threshold is increased markedly~Green and Kidd,
1983; Bernstein and Green, 1987!. A plausible explanation
for this result is that when the target component is presented
to the opposite ear, its contribution to the timbre of the com-

plex is reduced or eliminated thereby rendering a strategy
based on a successive comparison of timbre less effective.
Implicit in this account is the assumption that listeners are
less good at judging the relative intensities of two concurrent
but distinct auditory objects~in the above case, the signals at
the two ears! than they are at discriminating spectral profiles.

A second factor that is believed to affect the across-
frequency integration of information is relative onset time
~Dannenbring and Bregman, 1978; Darwin and Ciocca,
1992; Grose and Hall, 1993; Hill and Darwin, 1996!. For
example, Darwin and Ciocca~1992! measured the contribu-
tion of a mistuned harmonic to the pitch of an otherwise
harmonic complex as a function of the difference in onset
time between the mistuned component and the rest of the
complex. The pitch-matching data indicated a monotonic de-
crease in the contribution of the mistuned component with
increasing onset asynchrony up to 320 ms, by which time its
contribution had been entirely removed.

Evidence that differences in relative onset times may
influence the across-frequency processing underlying profile
analysis comes from a study reported by Green and Dai
~1992!. In one experiment they varied the amount by which
the target component led the rest of the complex, all tones
ending synchronously. An onset asynchrony of 50 ms re-
sulted in an elevation in signal threshold of 10–15 dB. Fur-
ther increases in onset asynchrony up to 500 ms resulted in a
smaller but significant drop in performance, to the extent that
listeners’ thresholds were close to the value that could be
achieved by simply selecting the interval in which the asyn-
chronous component was loudest. In a different experiment
from the same series, Green and Dai~1992! demonstrated
that the dramatic drop in performance was only observed
when the target component was gated asynchronously. Gat-a!Corresponding author, Electronic mail: nihl@york.ac.uk
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ing a nontarget component asynchronously had no significant
effect on threshold.

In addition to replicating the effect of onset asynchrony
observed by Green and Dai~1992!, the present experiment
sought to establish whether the impaired ability of listeners
to perform across-frequency comparisons of intensity was
due to perceptual segregation of the target and flanking com-
ponents, or to some other factor such as adaptation. For ex-
ample, adaptation caused by the leading portion of the asyn-
chronous target will reduce the effective level of the
synchronous portion relative to that of the flanking compo-
nents. Green and Kidd~1983! found that for a 21-component
complex a reduction of 6 dB in the relative level of the
pedestal increased threshold by approximately 10 dB. Some
evidence against adaptation as an explanation is provided by
Green and Dai’s finding of effects of offset asynchrony. That
is, thresholds were also elevated when the target and flanking
components began synchronously, but the target component
continued for some time after the offset of the flanking com-
ponents. However, for any given value of asynchrony, the
magnitude of the offset effect was approximately half that
observed for onset asynchrony, and it is therefore possible
that adaptation was a contributory factor.

I. EXPERIMENT

A. General

The present experiment was a partial replication of the
study by Green and Dai~1992!. Three conditions were em-
ployed. In the synchronous onset condition, all components
of the complex were gated on and off at the same time. In the
asynchronous onset condition, the target component began
320 ms ahead of the flanking components. The choice of an
asynchrony of 320 ms was based partly on the data of Dar-
win and Ciocca~1992!, who found that such an asynchrony
entirely removed the contribution of a mistuned harmonic to
the pitch of the complex. Similarly, the data of Green and
Dai ~1992! suggest that increasing asynchrony beyond 250
ms has little if any effect on threshold. To assess whether any
increase in signal threshold in the asynchronous onset con-
dition was due to perceptual segregation of the target com-
ponent, a ‘‘captor’’ condition was included in which the
leading portion of the asynchronous target was accompanied
by two captor tones. The simplest perceptual organization of
the stimuli in the captor condition is one comprising two
successive complex tones with the leading portion of the
target component grouped with the captors, and the synchro-
nous portion grouped with the flanking components. If the
increase in threshold observed by Green and Dai~1992! was
due to the mere presence of an onset asynchrony between the
target and flanking components, then the presence of the cap-
tor tones would be expected to have little effect. However, if
the effect of asynchrony resulted from perceptual segregation
of the target and flanking components, then by reducing the
tendency for segregation the presence of the captor tones
should lead to an improvement in performance. The inclu-
sion of the captor condition was motivated by the study of
Darwin and Sutherland~1984! in which it was found that the

presence of a captor tone could largely reverse the effect of
onset asynchrony observed in vowel perception.

B. Listeners

The six listeners~4 male! were aged between 20 and 34.
All listeners had normal pure-tone thresholds over the range
of frequencies tested. No screening for profile discrimination
performance was undertaken but all listeners received sev-
eral hours of practice in profile tasks before data collection
for the present experiment was begun. Listener NH was the
first author. The remaining listeners were students at the uni-
versity and received payment.

C. Stimuli and equipment

The basic stimulus comprised seven logarithmically
spaced sinusoids at frequencies of 0.2, 0.342, 0.585, 1, 1.71,
2.924, and 5 kHz. In the synchronous onset condition, all
components were gated on and off at the same time and had
a duration of 200 ms. In the asynchronous onset condition
the 1-kHz tone began 320 ms ahead of the remaining com-
ponents, all components terminating synchronously. In the
captor condition, the 1-kHz component also began 320 ms
before the flanking components, but this time the leading
portion of the 1-kHz component was spectrally flanked by a
pair of captor tones. The captor tones began synchronously
with the 1-kHz component and had a duration of 320 ms.
The frequencies of these captor tones were 0.75 and 1.25
kHz. All durations included 10-ms cos2 onset and offset
ramps. The overall level of the stimuli was selected ran-
domly on each presentation from a uniform distribution
spanning the range 40–70 dB SPL per component. The
phase of each component was selected randomly on each
presentation. In the synchronous and asynchronous condi-
tions, the signal was an increment in the intensity of the
1000-Hz component. In the captor condition the signal was
an increment in the intensities of both the 1000-Hz compo-
nent and the two captor tones. Increasing the intensities of
both the target and captor tones in the signal interval ensured
that listeners were unable to use differences in the relative
intensities of the target and captor tones as a cue. A sche-
matic illustration of the stimuli used in the asynchronous and
captor conditions is given in Fig. 1.

Stimuli were synthesized in real time at a sampling rate
of 20 kHz using custom software running on an IBM-
compatible PC. The resulting waveforms were converted to
voltages using 16-bit DACs~TDT model DD1! and were
low-pass filtered at 8 kHz~TDT model FT2!. The overall
level of the stimuli was controlled using a pair of attenuators
~TDT model PA4!. Stimuli were presented diotically over
Sennheiser HD414 headphones. Listeners were run individu-
ally in a sound-attenuating enclosure.

D. Procedure

Thresholds were determined using a two-alternative,
forced-choice, adaptive procedure which targeted the inten-
sity increment corresponding to 79% correct responses~Lev-
itt, 1971!. In each session listeners completed 12 runs of a
60-trial adaptive procedure which lasted approximately 1 h.
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Each run began with the size of the intensity increment set to
10 dB using the metric 10 log(11DI/I). During a run the
magnitude of the intensity increment was varied logarithmi-
cally using an initial ratio of 0.7225. This ratio was increased
to 0.85 following the first error so as to increase the resolu-
tion of the adaptive procedure near threshold.1 The data cor-
responding to the first three or four reversals in each run
were ignored, estimated threshold being based on the aver-
age intensity increment over the remaining even number of
reversals. A typical threshold estimate was based on an av-
erage of 4–8 reversals.

The beginning of each trial was signaled by the presen-
tation of a spot in the center of a computer screen for 200 ms.
In the asynchronous and captor conditions, the first observa-
tion interval followed 500 ms after the disappearance of the
spot, and the interstimulus interval was also 500 ms. In the
synchronous onset condition, these intervals were increased
to 820 ms so that the temporal position of the flanking com-
ponents within a trial was fixed across all three conditions.
Listeners were given an unlimited time in which to respond,
immediately after which they were presented with feedback
for 400 ms. The next trial began 1 s after the termination of
feedback.

So far as was possible listeners participated on a daily
basis. On any given session the same condition was pre-
sented on each of the 12 runs in order to minimize effects of
uncertainty. All listeners were run first on the captor condi-

tion, then on the asynchronous onset condition, and finally
on the synchronous onset condition. In each condition listen-
ers were run until performance was stable which typically
took between four and six sessions. The reported thresholds
were derived from the last two sessions of data collection in
each condition.2 To facilitate comparisons between the
present data and those reported by Green and Dai~1992!, the
threshold intensity increment obtained in each individual run
was converted to the corresponding signal-to-standard ratio
in decibels defined as 20 log(DA/A). Runs in which the
threshold was greater than two standard deviations from the
mean were omitted. The number of runs excluded on the
basis of this criterion ranged between zero and three for any
one condition and listener.

E. Results

Table I shows the threshold signal-to-standard ratio in
decibels and associated standard error for each listener and
condition. The bottom row shows the mean and standard
error across listeners. Also shown are the pairwise differ-
ences between performance in the three conditions. All lis-
teners had higher thresholds in the asynchronous onset con-
dition than the synchronous condition, the increase in
threshold ranging from 5.68 dB for listener NH to 15.80 dB
for listener RW. For a three-down, one-up adaptive proce-
dure and a level variation of 30 dB, the expected threshold of
a listener basing his/her decision only on sequential level
comparisons between stimuli is 7.75 dB~Green, 1988!.
Therefore even listener MF with a relatively high threshold
of 5.28 dB appears to have been making some use of within-
interval, across-frequency cues. In addition to higher thresh-
olds, the data for the asynchronous onset condition also dis-
played a marked increase in across-listener variability
relative to the synchronous onset condition.

In comparing the thresholds obtained in the synchronous
onset condition with the mean threshold across listeners re-
ported by Green and Dai~1992!, three factors need to be
considered. First, in the study of Green and Dai the targeted
threshold corresponded to 94% correct responses whereas in
the present experiment it corresponded to 79% correct re-
sponses. The corresponding difference in signal level be-
tween these two points on the psychometric function is ap-
proximately 5 dB~Raneyet al., 1989!. Second, Green and
Dai ~1992! employed a 21 component complex whereas the

FIG. 1. Schematic illustration of the stimuli used in the asynchronous onset
and captor conditions. The bold lines indicate relative increments in inten-
sity.

TABLE I. Threshold signal level defined as 20 log(DA/A) and associated standard error of the mean for each
listener and condition. The bottom row shows the mean and standard error across listeners. Also shown are the
pairwise differences between performance in the three conditions.

Listener

Difference~dB!

Sync
Threshold~dB!

Async Captor
Async-
Sync

Captor-
Sync

Async-
Captor

NH 217.04 ~0.47! 211.39 ~0.72! 214.78 ~0.50! 5.68 2.26 3.42
AC 215.63 ~0.45! 26.31 ~0.52! 212.70 ~0.70! 9.32 2.93 6.39
RW 213.03 ~0.59! 2.77 ~0.57! 210.84 ~0.54! 15.80 2.19 13.61
AK 212.50 ~0.61! 22.59 ~0.52! 27.77 ~0.53! 9.91 4.73 5.18
KM 210.94 ~0.57! 22.29 ~0.34! 28.82 ~0.49! 8.65 2.12 6.53
MF 210.05 ~0.41! 5.28 ~0.37! 26.81 ~0.52! 15.33 3.24 12.09
Mean 213.20 ~1.10! 22.42 ~2.46! 210.29 ~1.25! 10.78 2.91 7.87
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complex used in the present experiment comprised only
seven components, both complexes spanning the frequency
range from 0.2 to 5 kHz. The data of Bernstein and Green
~1987! suggest that thresholds for a signal added to the
1-kHz component of a 21 component complex are approxi-
mately 5 dB lower than those for a seven component com-
plex spanning the same frequency range. Third, the present
experiment employed an intensity rove of 30 dB between
presentations whereas a rove of 20 dB was employed by
Green and Dai~1992!. Given these considerations, the fact
that the thresholds in the present experiment are similar to
those reported by Green and Dai suggests that there is little
difference in sensitivity between the two sets of listeners.

For all listeners, the presence of the captor tones im-
proved performance relative to that in the asynchronous on-
set condition. Those listeners who showed the greatest effect
of onset asynchrony also showed the largest improvement in
the captor condition. The across-listener variability in the
captor condition was similar to that in the synchronous con-
dition and substantially less than for the asynchronous con-
dition. Despite the beneficial effect of the captor tones, all
listeners had higher thresholds in the captor condition than in
the synchronous onset condition. The mean difference be-
tween thresholds in the synchronous and captor conditions
was approximately 3 dB.

When questioned about their perceptual experiences, all
listeners reported that in the asynchronous onset condition
the first sound was perceived as continuing into the second.
However, in the captor condition two successive and distinct
sounds were perceived.

F. Discussion

The fact that thresholds in the asynchronous onset con-
dition were substantially higher than those obtained when all
components began synchronously confirms Green and Dai’s
~1992! finding that the ability to perform simultaneous
across-frequency comparisons of intensity is impaired when
the onset of the target component precedes that of the flank-
ing components. The magnitude of the effect observed in the
present experiment is somewhat smaller than that reported in
the Green and Dai study. There are several factors that may
contribute towards this difference. These include the amount
of listener training, differences in the number and duration of
components used in the two studies, and differences in tar-
geted threshold. Given the across-listener variability in per-
formance in the asynchronous onset condition, the difference
between experiments could also be due to individual differ-
ences in the two sets of listeners.

The reason for the large across-listener variability in
thresholds for the asynchronous onset condition is unclear.
One possibility is that the perceptual consequences of an
increase in the level of the target component may have been
less apparent in the asynchronous onset condition with the
result that listeners were less likely to adopt a common strat-
egy. For example, the increased salience of the target com-
ponent may have encouraged some listeners to base their
decision on an explicit comparison of the loudness of the
target and flanking complex, whereas others may have based
their decision on a characteristic change in the timbre of an

auditory object comprising the flanking complex and the par-
tially segregated target. The across-listener variability may
simply reflect the fact that the strategies adopted by the lis-
teners differed in their effectiveness, with those listeners re-
lying on an explicit comparison of the loudness of the target
and flanking complex likely to have the higher thresholds
~cf. Dai and Green, 1992!.

The fact that the presence of the two captor tones re-
sulted in lower thresholds demonstrates that the mere pres-
ence of an asynchrony between the target and flanking com-
ponents is not sufficient to produce the substantial increase in
threshold reported by Green and Dai~1992!.3 Rather, the
data, together with listener’s subjective reports, are consis-
tent with the idea that the deleterious effect of asynchrony
was due to the target being perceptually segregated from the
flanking components. In the present experiment the effect of
perceptual segregation on threshold was relatively large.
However, not all stimulus manipulations which promote per-
ceptual segregation of the target and flanking components
lead to such large effects. For example, Green and Nguyen
~1988! investigated the effect of amplitude modulating the
target component of a 21 component complex on profile dis-
crimination performance. Although the modulation did in-
crease thresholds somewhat, the effects were smaller than
those found for onset asynchrony. Similarly, our own pilot
data suggest that frequency modulating the target component
at a rate of 10 Hz has little effect on threshold, provided the
zero-to-peak modulation depth does not exceed 3% of center
frequency. These latter two results, both derived from stimu-
lus manipulations that facilitate ‘‘hearing out’’ of the target
component, indicate that further work is needed on the rela-
tionship between objective and subjective measures of seg-
regation.

The finding that a captor can reduce the effect of onset
asynchrony in a profile analysis task is consistent with pre-
vious studies in which a captor has been utilized in an at-
tempt to reverse the effect of onset asynchrony~Darwin and
Sutherland, 1984; Ciocca and Darwin, 1993; Carlyon, 1994!.
For example, Carlyon~1994! investigated listeners’ ability to
detect a mistuning resulting from incoherently modulating
the frequency of one component of an otherwise coherently
modulated harmonic complex. When the incoherently modu-
lated component was immediately preceded and followed by
a pure tone, detection thresholds were elevated. Carlyon ar-
gued that the increase in threshold was due to the fact that
the temporally flanking pure tone caused the incoherently
modulated component to segregate from the rest of the com-
plex. To test this hypothesis, Carlyon included conditions in
which the pure tone was presented as one component of a
multitone complex which preceded and followed the fre-
quency modulated complex. In general, these conditions re-
sulted in lower thresholds, suggesting that the tendency of
the incoherently modulated component to segregate from the
complex was reduced when the temporally flanking pure
tone was provided with an alternative set of components with
which to form a perceptual group.

In summary, the present experiment has confirmed
Green and Dai’s finding~Green and Dai, 1992! that listeners’
ability to discriminate spectral profiles is impaired when the
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target and flanking components begin at different times. The
experiment also demonstrates that the increase in threshold
resulting from gating the target component on ahead of the
flanking components can be largely reversed by presenting a
pair of captor tones for the duration of the asynchronous
portion of the target. This latter result is consistent with the
hypothesis that the deleterious effect of onset asynchrony
results from perceptual segregation of the target and flanking
components.
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Several studies have recently demonstrated that normal-hearing listeners are sensitive to short-term
temporal asymmetry in the envelopes of sinusoidal or noise carriers. This paper presents a study in
which cochlear implantees were presented trains of current pulses with temporally asymmetric
envelopes through one channel of an implant that stimulates the auditory nerve directly, thereby
bypassing cochlear processes. When the level of the stimuli was adjusted to fit their audibility range,
the implantees were able to discriminate temporal asymmetry over a much wider range than
normal-hearing listeners. The results suggest that the perception of temporal asymmetry is limited
by compression in the normal cochlea. ©1997 Acoustical Society of America.
@S0001-4966~97!06707-6#

PACS numbers: 43.66.Jh, 43.66.Mk, 43.66.Sr, 43.66.Ts@WJ#

INTRODUCTION

When a sound with an asymmetric temporal envelope is
reversed in time, it often produces a marked change in the
timbre of the sound. The effect is important because the
power spectrum of a sound does not vary with the time re-
versal. Although the perceptual effect of the time reversal is
well-known, it was largely ignored until recently, when
Patterson~1994a, b! showed how the effects of the time re-
versal could be studied systematically using ‘‘damped’’ and
‘‘ramped’’ sinusoids. The term ‘‘damped sinusoid’’ refers to
a segment of a sinusoid with a damped exponential envelope
that is repeated cyclically to produce a sustained sound. The
‘‘ramped sinusoid’’ is simply the damped sinusoid reversed
in time. The envelope ‘‘damps’’ down in the former case and
‘‘ramps’’ up in the latter case. Normal-hearing listeners can
discriminate damped sinusoids from ramped sinusoids when
the half-life of the envelope is in the range 1–50 ms. Com-
pression in the cochlea of the normal-hearing listener reduces
the dynamic range of damped and ramped sinusoids in the
neural representations flowing from the cochlea. This led to
the intriguing suggestion that cochlear implantees might ex-
hibit even better asymmetry discrimination than normal-
hearing listeners because the implant bypasses the cochlea
and any compression it might impose. We assume, as argued
by Shannon~1986!, that sensitivity to level differences in the
central auditory system of cochlear implantees is about the
same as that for normals when presented at the same sensa-
tion level. It is also the case that with implantees, one can
restrict the stimulation to a single electrode and thereby pre-
clude spectral cues to a degree that is not possible with nor-
mal listeners. Thus cochlear implantees would appear to pro-

vide us with a unique opportunity to investigate the limits of
retrocochlear processing of temporal asymmetry.

There have been several demonstrations that cochlear
implantees can process temporal envelope information.
Hochmair and Hochmair-Desoyer~1984! reported that im-
plantees could distinguish among square, triangle, and sine
waves for repetition frequencies up to 400 Hz. Shannon
~1986! demonstrated near normal temporal integration, gap
detection, and forward masking in two implantees, and more
recently, Shannon~1992! reported that implantees could de-
tect amplitude modulation at least as well as normal-hearing
listeners. In these experiments, however, there is no manipu-
lation of temporal asymmetry.

I. EXPERIMENT

Pairs of ramped and damped envelopes with the same
half-life were presented to cochlear implantees to assess their
discrimination of temporal asymmetry. The electrical signal
was delivered directly to a single electrode of a Digisonic
DX10 implant without going through the preprocessor to
avoid the compression normally applied by the device.

A. Method

Five postlingually deaf listeners~SP, BM, LR, FJ, BR!
participated in the experiment. Clinical information about
these patients is presented in Table I. They were all im-
planted with a Digisonic DX10 device~MXM !, which is a
transcutaneous 15-channel cochlear implant with an intraco-
chlear electrode array~Beliaeff et al., 1994!. Activation was
limited to the most basal electrode which delivered biphasic
current pulses; the remaining 14 electrodes in the array were
connected together to serve as the return path for the current
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~‘‘common ground’’ mode of stimulation!. X-ray photo-
graphs revealed that electrode positioning was roughly the
same for all implantees. All stimuli were presented directly
to the implanted electrode without going through the speech
processor. For each implantee, the pulse amplitude was fixed
and the pulse duration was adjusted from threshold~min! to
comfort level ~max!; the pulse amplitude and the min and
max values for each implantee are presented in Table I. All
implantees were experienced in two-interval, two-alternative
forced choice tasks~2I, 2AFC!.

1. Stimuli

The stimuli were trains of biphasic current pulses of
fixed amplitude. The pulse duration as a function of time was
shaped by a ramped or damped function. Equation~1! shows
the general form of a damped envelope:

damp~ t !5min1@max2min#exp@ct/hl# ~0,t,T!,
~1!

hl is the half-life of the damped envelope, andc is a constant
~20.693 147!, that brings the envelope to@max2min#/2 in hl
ms.T is the repetition period which is 50 ms. The pulse rate
was 800 Hz, which was the maximum pulse rate provided by
the device used to perform direct stimulation. The ramped
envelopes were produced by reversing the damped envelopes
in time. The envelopes were digitally generated on a PC by a
16-bit D/A converter at a sampling frequency of 44.1 kHz.
The electrical stimuli were generated using a Digistim sys-
tem ~MXM ! connected to the PC via a serial port. The dura-
tion of the stimuli was 500 ms; the silent interval between
stimuli was 500 ms. The comfort level, max, was adjusted as
the half-life was increased so that the stimuli were of ap-
proximately equal loudness. The loudness of the stimuli was
equated by asking each implantee to adjust the level of each
damped stimulus to that of a damped stimulus with a 8-ms
half-life. Adjustment was performed using an initial step size

of 5 ms/phase and a final step size of 0.5ms/phase. Three
estimates were collected and averaged. The average max val-
ues measured for each half-life and for each implantee are
presented in Table II.

Segments of the current pulse trains are presented in Fig.
1; the left and right panels show ramped and damped func-
tions, respectively. The half-life of the exponential is 1 ms in
the top section, 8 ms in the middle section, and 64 ms in the
bottom section of Fig. 1. The trains of current pulses show
that the Digistim system preserves the temporal envelope.

2. Procedure

Implantees sat in front of a keyboard connected to the
computer controlling the experiment. The task was 2I,
2AFC. In a given trial, implantees were presented a ramped
stimulus in one interval and a damped stimulus with the
same half-life in the other interval, and asked to choose the
interval with the ‘‘more tonal quality.’’ In each trial, inter-

TABLE I. Clinical data for the five cochlear implantees of the study.

Patient
Age

~years!

Cause
of

deafness

Duration of
implant
use

~months!

Pulse
ampli-
tude
~V!

Min
~ms/phase!

Max
~ms/phase!

BM 64 head trauma 7 1.5 12 55
SP 44 head trauma 6 1.3 14.5 45
LR 60 unknown 3 1.3 10 45
FJ 45 head trauma 48 1.6 25 95
BR 36 progressive

deafness
1 1.3 10 40

TABLE II. Max values~in ms/phase! producing stimuli of equal loudness as the half-life is increased from 0.25
to 1024 ms. The data are presented for the five cochlear implantees of the study.

hl
~ms! 0.25 0.5 1 2 4 16 32 64 128 256 512 1024

BM 65 60 60 60 55 55 50 45 40 40 37 40
SP 53 52.5 50 48 46.5 44 43 42 41 40 38 37.5
LR 38 40 41 43 45 45 45 45 40 37 35 35
FJ 80 86.5 90 90 95 95 85 77 71 65.5 67 65
BR 35 35 35 37 42.5 36 31.5 30 27.5 23 23 23

FIG. 1. Ramped~left column! and damped~right column! current pulse
trains with a half-life of 1 ms~top section!, 8 ms~middle section!, and 64 ms
~bottom section!. The carrier frequency is 800 Hz. The repetition period is
50 ms.
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vals were presented in random order. A correct response cor-
responded to a ramped response. The half-life was fixed
within a block and was varied from 0.25 to 1024 ms from
block to block. Each block contained 30 trials. Implantees
received visual feedback concerning the accuracy of their
response after each trial. They received 15 min of prelimi-
nary training before participating in the experiment.

B. Results

The average psychometric function for the five implan-
tees is presented by the solid line with filled circles in Fig. 2.
The dotted line without symbols show the mean of the data
obtained by Patterson~1994b! and Irino and Patterson~1996!
with normal-hearing listeners, using a carrier frequency of
800 Hz and a repetition rate of 50 ms. The results show that
implantees can discriminate ramped and damped envelopes
better than normal-hearing listeners. Performance is above
chance for half-lives as short as 0.5 ms and as long as 500
ms; the range for normal-hearing listeners is about 1–50 ms.
The individual psychometric functions were very similar in
shape to that of the average psychometric function. Table III

presents estimates of the shortest and the longest just-
discriminable half-lives for the individual psychometric
functions, and it shows that the short and long thresholds
covary. The number of doublings between the short and long
threshold is presented in the right-hand column; it is close to
ten for all of the implantees indicating that the size of the
range where discrimination is possible is highly consistent
across implantees.

II. DISCUSSION AND CONCLUSIONS

When damped and ramped envelopes with the same
half-life are presented to cochlear implantees at the optimum
intensity and without compression, they can discriminate the
temporal asymmetry over a much broader range of half-lives
than normal-hearing listeners. The stimulation was restricted
to a single electrode, thereby precluding the use of spectral
cues. As stimuli were equated in loudness, it is also unlikely
that loudness cues played a role in the discrimination task.
Discrimination at the shortest half-lives may have been lim-
ited by the pulse rate of the Digistim device, 800 Hz, so
envelopes with half-lives less than 1.25 ms would not be
properly represented. However, extension of the discrimina-
tion range to shorter half-lives would only strengthen the
conclusion.

The obvious explanation for the superior discrimination
performance of the hearing-impaired listeners would appear
to be that compression in the normal cochlea reduces sensi-
tivity to level differences, and temporal asymmetry is en-
coded as differences in level differences. Without compres-
sion, and assuming the same level processing mechanism in
the central auditory system, hearing-impaired listeners are
operating on larger level differences and so do better, but of
course, only within their much reduced dynamic range. This
is consistent with Shannon’s~1992! finding that implantees
often exhibit greater sensitivity to amplitude modulation than
normal-hearing listeners when the modulation rate is less
than 300 Hz.

Implantees cannot discriminate temporal pitch above
300 Hz ~Tong et al., 1982!. All the implantees who partici-
pated in the presented study labeled ramped stimuli as
‘‘smooth,’’ ‘‘uniform,’’ or ‘‘continuous,’’ and damped
stimuli as ‘‘interrupted’’ or ‘‘with a drum-like quality.’’ This
suggests that the ‘‘tonal quality’’ used to instruct listeners
was interpreted by implantees as a ‘‘smooth quality.’’

Finally, the results indicate that it is important to ensure
that hearing aids and cochlear implants do not restrict tem-
poral asymmetry unduly when applying compression to con-
trol level. Asymmetry is a prominent property of speech
sounds and hearing-impaired listeners are likely to make
good use of it when it is available.
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TABLE III. Short threshold half-life and long threshold half-life for the five
cochlear implantees. The number of doublings between the short and long
thresholds half-lives is presented in the last column.

Patient
Shortest hl

~ms!
Longest hl

~ms!
Number of
doublings

BM 0.57 610 10.06
SP 0.9 780 9.75
LR 0.2 300 10.55
FJ 0.69 860 10.28
BR 0.4 460 10.16

FIG. 2. Average psychometric function for the five cochlear implantees,
showing performance as a function of hl. Error bars show one standard
deviation about the mean performance of the five implantees. For compari-
son, the data are plotted along with the mean of the data obtained with
normal-hearing listeners.
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Interference effects in short-term memory for timbre
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Four experiments investigated memory for timbre using the interpolated-tone paradigm@Deutsch,
Science168, 1604–1605~1970!#, in which participants discriminate pairs of tones~standard and
comparison! separated by intervening~interpolated! tones. Interpolated tones varied from the
standard tone in spectral similarity~within-dimensional variation!, fundamental frequency
~cross-dimensional variation!, and repetition frequency. While the latter two variables had
negligible effects on timbre memory, interference with timbre memory increased with the spectral
similarity of the interpolated tones to the standard tone. The findings closely parallel those found for
pitch memory, and suggest that memory interference depends on perceptual similarity in both cases.
© 1997 Acoustical Society of America.@S0001-4966~97!02507-1#

PACS numbers: 43.66.Jh, 43.66.Hg@JWH#

INTRODUCTION

An aim of research in auditory information processing is
to understand how sound objects~e.g., speech, car horns,
piano tones! are perceived and remembered. One experimen-
tal approach to investigating this issue has been to study how
listeners perceive, both individually and in combinations, the
auditory dimensions that make up sounds, such as pitch, tim-
bre, and loudness~Melara and Marks, 1990a, 1990b!. This
paper continues in this tradition, focusing on memory for
timbre and pitch.

Research on memory for pitch and timbre has examined
whether memory for one dimension is affected by the other
and how memory representations change over time~Krum-
hansl and Iverson, 1992; Melara and Marks, 1990a, 1990b;
Pitt and Crowder, 1992!. For example, Crowder~1989! had
participants make speeded same/different pitch judgments to
two tones separated by 500 ms. The judgments were faster
and more accurate when the tones were played on the same
instrument~i.e., had the same timbre! than when played on
different instruments, suggesting timbre variation interfered
with the memory for pitch. Melara and Marks~1990a,
1990b; Krumhansl and Iverson, 1992; Pitt, 1994! replicated
and extended this cross-dimensional interference effect using
a speeded classification paradigm~Garner, 1974!. They also
found the reverse effect: Pitch variation disrupted memory
for timbre.

Cross-dimensional interference disappears, however,
when memory for the standard tone is probed later in time.
Using a same/different discrimination task, Deutsch~1970,
1982 for a review! and Semal and Demany~1991, 1993!
obtained this result in experiments designed to elucidate the
characteristics of pitch memory. A condition in which a five-
second silent interval separated the standard and comparison
tones provided a baseline measure of discrimination. Of in-
terest was discrimination in other conditions, in which six
tones were presented during the 5-s interval. These interpo-

lated tones varied in pitch and timbre similarity to the stan-
dard tone.

For example, Semal and Demany~1991, experiment 1!
had listeners discriminate the pitch of sine waves while in-
terpolated tones were either close or far from the standard
tone in pitch, timbre, or both dimensions. Timbre was varied
by changing the harmonic complexity of the tones. Interpo-
lated tones close in timbre were also sine waves, while tones
far in timbre consisted of the first eight harmonics of a tone.
Pitch was manipulated by varying the frequency range
within which the interpolated tones could be selected. Inter-
polated tones close in pitch varied by no more than two
semitones; tones far in pitch were at least two octaves dif-
ferent from the standard.

The primary finding was that pitch memory was dis-
rupted by variation in the pitch of the interpolated tones~i.e.,
same-dimension interference!, but not variation in timbre
~cross-dimension interference!. Relative to the baseline, dis-
crimination was disrupted twice as much by interpolated
tones close in pitch than tones far in pitch~error rates were
39% and 19%, respectively!. Memory interference changed
little when timbre varied, with error rates in the close and far
timbre conditions not being reliably different~26% and 33%,
respectively!. Semal and Demany~1993! replicated this
minimal effect of cross-dimensional interference in pitch
memory with the dimension of loudness.

What emerges from these studies is that the representa-
tions of pitch and timbre are susceptible to cross-dimensional
information when first encoded. Within 5 s cross-
dimensional influences diminish to the point where intradi-
mensional similarity is the primary source of interference. It
appears as though dimensional representations solidify with
time and, in so doing, lose their susceptibility to interference
from other dimensions.

The latter claim is based primarily on evidence from
pitch memory research. If these findings are indicative of
general principles of auditory memory, then similar results
should be found with other dimensions of sound. The pur-
pose of the present study was to test this proposal by inves-
tigating short-term memory for timbre. We used the same

a!Corresponding author address: Department of Psychology, Wingate Uni-
versity, Campus Box 5005, Wingate, NC 28174; Electronic mail:
gstarr@wingate.edu
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interpolated-tone paradigm as previous research~Deutsch,
1970, 1972, 1973!. Participants discriminated tones that dif-
fered in timbre, and interpolated sequences varied in pitch
and timbre similarity to the standard tone.

If timbre memory is similar to pitch memory, more in-
terference should be found when the timbres of the interpo-
lated tones are similar to the timbre of the standard tone than
when they are not. Also, changes in the pitch of the interpo-
lated tones should not interfere with timbre memory. Such an
outcome would indicate that timbre is represented indepen-
dently of pitch.

I. EXPERIMENT 1: TIMBRE INFLUENCES ON TIMBRE
MEMORY

The aim of the first experiment was to determine if tim-
bre similarity affects short-term memory for timbre. Four
testing conditions were created. In thebaselinecondition, 5 s
of silence occurred between the standard and comparison
tones. In the three interpolated conditions, tones varying in
timbre distance from the standard tone were presented during
the 5-s retention interval. The only difference between the
interpolated tones in the three conditions was the timbre dis-
tance of the tones to the standard tone.

A second aim of experiment 1 was to determine if mu-
sical training interacts with similarity effects in timbre
memory. Past work on memory for timbre and pitch~Beal,
1985; Pechmann and Mohr, 1990; Pitt, 1994! found that mu-
sically untrained listeners show larger interference effects
than trained listeners. Similar differences could be found
with the current paradigm. This idea was explored by run-
ning the experiment with two groups of listeners. Untrained
listeners were expected to show poorer discrimination in the
interpolated conditions than the trained listeners.

A. Method

1. Participants

Thirty untrained listeners, with an average of 4 months
playing a musical instrument, were recruited from the intro-
ductory psychology pool at Ohio State University. Twenty-
five musicians were recruited from the same population;
training on their primary instrument averaged 8 years. All
participants reported normal hearing.

Discrimination accuracy in the baseline condition had to
be at least 88% correct for a participant’s data to be included
in the analysis. The criterion was seta priori and in keeping
with past work~Deutsch, 1970; Semal and Demany, 1991,
1993!. This inclusion criterion was used because the aim of
the project was to assess how interpolated tones disrupt
memory. If participants cannot discriminate timbre in the
absence of interpolated tones, the cause of poor and similar
discrimination across conditions is difficult to interpret~see
also footnote 1!.

Fifteen nonmusicians and eleven musicians passed the
inclusion criterion.1 While this qualification rate~47%! may
seem low, it is higher than that reported by Semal and De-
many~1991, 38% in experiment 1! using the same paradigm.

2. Materials and apparatus

Timbre was manipulated by making incremental
changes in the harmonic composition of a tone~i.e., spectral
envelope!. The complex tones comprised three immediately
adjacent, equal-amplitude harmonics and their common fun-
damental frequency~f1!. The fundamental frequency is the
lowest perceived frequency component in a tone, and was
always present in the eight timbres. Variation occurred only
in the three contiguous harmonics, which moved as a group
one harmonic step at a time farther in frequency from the
fundamental~e.g., timbre 15 f11 f21 f31 f4; timbre 2
5 f11 f31 f41 f5, etc.!. A total of eight timbres were digi-
tally synthesized~using in-house software! in this manner,
and are depicted in Fig. 1. These timbres sounded hollow,
with perceived ‘‘sharpness’’ increasing from timbre 1 to tim-
bre 8.

Timbre was varied using this method because the acous-
tics could be precisely and easily controlled while at the
same time we were able to achieve a sufficiently wide range
of variation in timbre. In addition, the procedure has been
used successfully in related work~Semal and Demany, 1991;
Singh, 1987!. Although it is of minimal relevance to the
question of immediate interest~timbre memory!, one minor

FIG. 1. Spectral composition of the eight timbres. The fundamental fre-
quency ~1! and harmonics 2–11 are plotted on thex axis. Amplitude is
plotted on they axis. The names of the timbres used in the text are printed
next to the respective graphs.
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drawback of using this method was that it does not permit
conclusions to be drawn about which aspect of spectral en-
velope was responsible for any observed effects of timbre
variation on timbre memory. This is because two acoustic
characteristics of spectral envelope, centroid~average! fre-
quency and frequency bandwidth, covaried across the tim-
bres, being the smallest for timbre 1 and largest for timbre 8.
Because the covariation does not compromise conclusions
drawn about the question of interest~timbre memory!, we
felt the benefits of using the method outweighed the minor
cost.

The eight timbres were synthesized at 37 fundamental
frequencies~A2–A5, 110–880 Hz, in semitone steps!, pro-
ducing a pool of 296 tones. The duration of all tones was 300
ms, with onset and offset rise/fall times of 5 ms. All tones
were judged to be of equal loudness by the first author and
two listeners trained in psychoacoustic experimentation, and
digitized onto computer hard-disk at the sampling rate of 10
kHz ~low-pass filtered at 4.8 kHz! with a precision of 12 bits.

Stimulus presentation and response collection were con-
trolled by a microcomputer. Participants sat in individual
sound-attenuated booths and listened to stimuli through
AKG K240 studio headphones~binaural presentation! at a
comfortable listening level. A white-on-black computer
monitor was located 24 in. in front of each participant.

a. Timbre similarity rating experiment.A rating experi-
ment was conducted to validate our intuitions that the eight
timbres varying in spectral envelope were sufficiently dis-
criminable for the purposes of our experiment. This experi-
ment was a necessary precondition for proceeding with Ex-
periment 1. Ten listeners were presented a pair of tones,
separated from each other by 500 ms, and then rated the
similarity of their timbres on a seven-point scale~1
5most similar; 75 least similar!. All possible pairs were
presented 2–3 times in a single randomized list. Results
showed that timbres were rated as more different as spectral
similarity decreased. Similarity ratings correlated strongly
with the number of steps between timbres~r520.64, p
,0.001!. The mean similarity rating was 1.1 when timbres
differed by one step, 2.1 when they differed by three steps,
and 3.5 when they differed by six steps. Thus, these stimuli
satisfy the timbre-similarity requirements of the experiment.

3. Experimental conditions and design

Thebaselinecondition, in which there was 5 s ofsilence
between standard and comparison tones, was always run first
to assess participants’ ability to discriminate timbre. Three
interpolated tone conditions were created that spanned most
of the range of spectral variation in the preceding similarity
rating experiment. In each, a single timbre was presented six
times.2 In theone-stepcondition, the interpolated timbre was
one timbral step from the standard tone. In thefour-stepand
six-stepconditions, the interpolated timbre differed from the
standard tone by four and six steps, respectively. Discrimi-
nation was expected to improve with increasing timbre dis-
tance between the standard and interpolated tones.

The fundamental frequencies of the standard and com-
parison tones were either 311 or 349 Hz, but always re-
mained constant in a trial. In ‘‘same’’ trials, the identical

stimulus was presented as standard and comparison. In ‘‘dif-
ferent’’ trials, the standard and comparison tones differed
from each other by three timbre steps~e.g.,
standard5timbre 2, comparison5timbre 5, see Fig. 1!.3

There were 24 same and 24 different trials in each condition.
Four of the timbres~timbres 2, 3, 7, and 8! were used as the
standard tone in the one-step and four-step conditions~half
of the time at each frequency!. Because the set of timbres
was limited to seven,4 only timbres 2 and 8 could serve as
standard tones in the six-step condition, reducing the set of
possible standard and interpolated tone pairings by half. It is
unlikely that this imbalance across conditions might affect
discrimination because trial presentation was randomized
~not blocked, see below! across interpolated conditions.
Moreover, this problem was corrected in subsequent experi-
ments, and the pattern of data did not change.

In ‘‘different’’ trials, direction of movement along the
timbre continuum was counterbalanced across trials, with as
many upward progressions~e.g., standard5timbre 2,
comparison5timbre 5! as downward progressions~e.g.,
standard5timbre 5, comparison5timbre 2!. The standard
and comparison tones did not vary from each other in pitch.
Because the set of timbres was limited to seven, there were
only two possible standard/comparison pairs~timbres 2 and
5, and 8 and 5, respectively! in the six-step condition. Again,
this imbalance was corrected in subsequent experiments.

4. Procedure

The experiment had two phases. In phase one~baseline
condition!, participants, who were tested in groups of four or
fewer, were told that they would hear two tones separated by
5 s of silence, and were to determine if the tones were the
same or different. They were to make a ‘‘same’’ response if
the two tones were identical, and a ‘‘different’’ response if
there was any difference between the tones. Responses were
collected using two buttons on a four-button response board,
one labeled ‘‘same,’’ the other labeled ‘‘different.’’ Partici-
pants used the left index finger to press the ‘‘same’’ button,
the right index finger to press the ‘‘different’’ button. Feed-
back on the accuracy of responses was not provided.

Each trial started with the word ‘‘READY’’ printed on
the computer screen in front of each listener. The phrase
‘‘are the TONES the same or different’’ was then printed on
the screen, and 500 ms later the first tone was played. Five
seconds later the second tone was presented, at which time
participants responded. The next trial began once a response
was collected or 3 s had elapsed. Prior to the baseline ses-
sion, participants were given 12 practice baseline trials. All
trials of the baseline condition were presented in a random-
ized list. The baseline session lasted approximately 10 min.

Phase two~interpolated conditions! was the same as
phase one with the following exceptions. Participants were
told that the 5-s interval would be filled with a sequence of
tones. They were explicitly instructed to ignore the interpo-
lated tones. Three hundred milliseconds of silence separated
the standard tone from the first interpolated tone and the six
interpolated tones from each other. There were 1400 ms of
silence between the last interpolated tone and the comparison
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tone. This extended silent interval demarcated the interpo-
lated sequence from the comparison tone. After the last in-
terpolated tone, the phrase ‘‘get ready to respond’’ was
printed on the screen to alert participants that the comparison
tone was about to be presented. The comparison tone was
then played and participants had to respond. All interpolated
trials were presented in a randomized list. Two short breaks
were provided. Phase two lasted approximately 35 min.

B. Results and discussion

Figure 2 shows the mean proportion correct for the four
conditions. The clear bars show results for the musically
trained group and the shaded bars show results for the un-
trained group. Error bars represent the standard error of the
mean.

As can be seen in the graph, accuracy was nearly iden-
tical for musicians and nonmusicians across all conditions.
The largest difference between means was in the one-step
condition ~2%!. No statistical comparisons between musi-
cians and nonmusicians approached significance.

For both groups, accuracy steadily increased as timbre
distance between the standard and repeating interpolated
tones increased. An interpolated timbre that was one step
removed from the standard tone resulted in a 13% drop in
accuracy from the baseline. This drop was reduced to 7% in
the four-step condition, and interference disappeared com-
pletely in the six-step condition.5

Based on the lack of difference between musically
trained and untrained listeners, data in each of the four con-
ditions were averaged across groups and submitted to a one-
way analysis of variance, which yielded a reliable main ef-
fect @F(3,75)531.6, p,0.001#. Paired comparisons
revealed that all differences between conditions, with the ex-
ception of the baseline condition and the six-step condition,
were statistically reliable (p,0.05).

The pattern of results is strikingly similar to that found
with pitch ~Semal Demany, 1991; see Deutsch, 1986 for
similar results with tone duration!. With respect to same-
dimension interference, memory for both dimensions appears
to be similar.

II. EXPERIMENT 2: CROSS-DIMENSIONAL
INTERFERENCE IN TIMBRE MEMORY

Having demonstrated a timbre similarity effect, we
turned to the question of cross-dimensional~i.e., pitch! inter-
ference in timbre memory. In experiment 1 pitch distance
was held constant. In experiment 2, timbre distance and pitch
distance were varied across six interpolated conditions.
There were three pitch distances: same, close, and far. At
each pitch distance there were two timbre distances: one-step
and five-step. A timbre similarity effect should be found at
each of the three pitch distances, with discrimination better
in the five-step than one-step conditions.

How discrimination changes across pitch distance will
reveal the nature of pitch influences. If timbre memory is
affected more by tones similar in pitch, than accuracy should
be lower in the close pitch conditions than the far pitch con-
ditions. Whether it is uniformly lower at the two timbre dis-
tances will depend on whether timbre and pitch interference
interact.

On the other hand, similar timbre discrimination across
pitch distances would suggest timbre memory is not dis-
rupted by pitch information.

A. Method

1. Participants

Twenty-four participants, unselected as to musical expe-
rience, were recruited from the same population as in experi-
ment 1. Sixteen scored above the inclusion criterion. Partici-
pants had an average of 1.6 years of training on a single
musical instrument. None had participated in the previous
experiment.

2. Materials and design

The experiment was identical to experiment 1 in all re-
spects except for the experimental design. In addition to the
baseline condition, there were six interpolated conditions,
which were created by crossing two levels of timbre distance
~one-step and five-step! with three levels of pitch distance
~same, close, and far!. A five-step timbre distance was used
so that the same four tones could serve as a standard in all
conditions, rectifying the inconsistency across timbre dis-
tances in experiment 1. In thesame-pitchconditions, pitch
remained constant across all tones. In theclose-pitchcondi-
tions, pitches of the interpolated tones were one semitone
above or below the pitch of the standard tone. In thefar-
pitch condition, pitches of the interpolated tones were one
octave plus one semitone above or below the pitch of the
standard. As in experiment 1, the pitch and timbre of the
interpolated tones remained constant within a trial.

B. Results and discussion

The results are shown in Fig. 3. Discrimination in the
interpolated conditions dropped by an average of 16% from
baseline@F(6,90)515.0, p,0.001#. A two-way ANOVA
with pitch distance and timbre distance as variables yielded a
main effect of timbre distance@F(1,15)516.35, p,0.001#,
a main effect of pitch distance@F(2,30)54.91, p,0.05#,
and no significant interaction@F(2,30)50.52, p,0.56#.

FIG. 2. Mean percent correct for musicians~clear bars! and nonmusicians
~shaded bars! in the four conditions of experiment 1~error bars are standard
error of the mean!.
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Post hocanalyses indicated that at each pitch distance, dis-
crimination in the one-step condition was significantly lower
than in the five-step condition. Additionally, accuracy in the
same-pitch condition was significantly higher than in the
close-pitch condition. The close-pitch and far-pitch condi-
tions did not differ reliably, nor did the same-pitch and far-
pitch conditions.

The timbre similarity effect found in experiment 1 was
replicated here, regardless of pitch distance. That there was a
significant difference in accuracy between the five-step con-
dition and the baseline condition, when one was not found
between the six-step and baseline conditions of experiment
1, is not suprising. The five-step timbres are slightly closer
perceptually than six-step timbres. If interference increases
as perceptual similarity increases, then accuracy should be
lower in the five-step condition compared to the six-step con-
dition. However, based on this explanation, accuracy should
have been lower in the four-step condition of experiment 1
than in the five-step condition of the present experiment,
which was not the case. At present we have no explanation
for this outcome and believe it is due to sampling variability.

Pitch interference effects were minimal overall, and they
differed minimally as a function of timbre distance. In the
five-step conditions, the effects of pitch distance were non-
existent, with accuracy being virtually identical in the close-
pitch and far-pitch conditions. In the one-step conditions,
there was a weak effect of pitch distance, with accuracy be-
ing 4% higher in the far-pitch than the close-pitch condition,
but this difference did not approach significance (F,1). At
best, these data suggest that pitch variation had a minimal
effect on timbre memory.

Although the results of experiment 2 can be interpreted
as suggesting that the dimensions of pitch and timbre are
represented separately in memory, this conclusion is not
meant to imply that the two dimensions are completely inde-
pendent of each other. Variation in spectral envelope can
influence perception of pitch as well as timbre~Singh and
Hirsh, 1992; Terhardt, 1974; Terhardtet al., 1982!. Thus, for
some stimuli, the two dimensions might not be easily sepa-
rable.

If this were true for the current timbres, it might be
argued that the results reflect memory for pitch. On the basis
of such an argument, there should be a strong correlation
between discrimination in this experiment and in an experi-
ment in which listeners were explicitly told to discriminate
tones varying in pitch. This possibility was tested in a
follow-up experiment. Twenty-seven musically trained lis-
teners were run through the baseline condition of experiment
2 and a comparable pitch-discrimination condition in which
the same timbres were used, but the pitch varied instead of
timbre. Although all listeners performed satisfactorily in the
pitch discrimination task~75% or better!, accuracy for these
same listeners varied considerably in the timbre discrimina-
tion task, ranging from 30%–100%. Furthermore, there was
no correlation between performance in the two discrimina-
tion tasks (r50.03), suggesting that the results of experi-
ments 1 and 2 do not reflect memory for pitch~i.e., funda-
mental frequency!.

The aim of the final two experiments was to elucidate
further the cause of interference in memory for timbre. The
experiments focused on two variables in the interpolated se-
quence. Experiment 3 examined whether a single interpo-
lated tone produces similar amounts of disruption as six pre-
sentations of that tone. Experiment 4 explored whether a
single change in timbre within the interpolated sequence
causes additional memory disruption.

III. EXPERIMENT 3: ADDITIVE TIMBRE
INTERFERENCE EFFECTS

One question raised by the results of experiments 1 and
2 is whether there are additive interference effects from pre-
senting the interpolated timbre six times, or whether a single
presentation of that tone is sufficient to produce the demon-
strated similarity effect. One study that did manipulate the
number of interpolated tones found small additive effects
~Massaro, 1970!. In his experiment 1, participants discrimi-
nated pitches when there were one or two interpolated tones.
Accuracy was 4% higher when a single interpolated tone was
presented instead of two.

The purpose of experiment 3 was to determine if addi-
tive interference effects could be found for timbre memory.
The experimental design was identical to experiment 1 ex-
cept that a single interpolated tone was presented between
the standard and comparison tones.

A. Method

1. Participants

Twenty-eight participants were recruited from the same
population as experiment 1. Twenty-one scored above the
inclusion criterion. None participated in the previous experi-
ments. Musical training averaged 1.21 years.

2. Experimental design

The single interpolated tone occurred at the same time in
a trial as the first interpolated tone in experiment 1. There
was a 4300 ms ISI between the interpolated tone and the
comparison tone.

FIG. 3. Mean percent correct for the seven conditions of experiment 2.
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B. Results and discussion

Mean accuracy is plotted in Fig. 4. A timbre similarity
effect is evident in the figure. Interpolated timbres more
similar to the standard produced more interference than those
less similar to the standard. The effects were highly reliable
in a one-way ANOVA @F(3,60)520.4, p,0.0001#. All
comparisons between conditions were also significant, ex-
cept that between the one-step and four-step conditions.

To determine whether one interpolated tone produced
the same pattern of interference as six, a 233
(Experiment3Interpolated Condition) ANOVA was per-
formed on the data from experiments 1 and 3. The data were
first normalized for variation in baseline discrimination
across experiments by subtracting~for each listener! accu-
racy in each of the three interpolated conditions from base-
line. These difference scores~small scores represent high
accuracy, large scores low accuracy! were then submitted to
the analysis. There was a reliable main effect of experiment
@F(1,45)58.48, p,0.006#, with the surprising result that
one interpolated tone produced more interference than six.
The main effect of condition reached significance@F(2,90)
531.46,p,0.001#, while the interaction of experiment with
interpolated condition was marginally significant@F(2,90)
53.01, p,0.06#.

One outcome that differs slightly from what was found
in experiment 1 is the lack of an increase in accuracy be-
tween the one-step and four-step conditions. Comparison of
the means~normalized relative to baseline performance! with
their counterparts in experiment 1 revealed that accuracy in
the one-step condition was slightly higher~1%, a smaller
difference score! in the present experiment and accuracy in
the four-step condition was 5% lower~a larger difference
score!. The variation could be due to the presentation of just
a single interpolated tone. However, given that the variation
is small and not consistent across interpolated conditions, we
conclude for the time being that it is due to sampling vari-
ability.

At present, two possible explanations present themselves
for why one interpolated tone produced more interference
than six. First, differences in baseline discrimination across

experiments may might account for why larger effects were
found with one interpolated tone. Accuracy in the baseline
condition of experiment 3 was 5% greater than that in ex-
periment 1~Figs. 2 and 4!, whereas accuracy in the interpo-
lated conditions differed minimally across conditions. The
other explanation is that auditory grouping principles~Breg-
man, 1990! are responsible for the differences in discrimina-
tion. When an interpolated tone was presented six times,
those tones might have grouped with each other, and apart
from the standard tone, thereby disrupting memory for the
standard tone only minimally. However, when only one in-
terpolated tone was presented, it might have grouped with
the standard tone and formed a single stream, causing more
interference than when that same interpolated tone grouped
with the other five interpolated tones~Bregman and Rud-
nicky, 1975; Joneset al., 1987!.

Although multiple presentations of the same interpolated
timbre yielded no additive interference effects in timbre
memory, additive effects might be found if timbre itself var-
ied during the interpolated sequence. Massaro~1970; see
also Deutsch, 1974!, who found additive effects in pitch
memory, used interpolated tones that differed in pitch. Al-
though the cause of the memory decrement he found could
have been due to the addition of a second interpolated tone
rather than to a change in pitch of the second tone, the results
of the current experiment suggest the former explanation is
unlikely. The final experiment tested for additive interfer-
ence when the interpolated tones changed in timbre.

IV. EXPERIMENT 4: ADDITIVE INTERFERENCE DUE
TO TIMBRE VARIATION

Timbre variation within the interpolated sequence was
limited to a single change, which occurred in the second
interpolated tone. Timbre was held constant in tones 2–6. If
interpolated tones beyond the first position do not disrupt
memory for the standard, then the pattern of results should
be predictable from knowing only the timbre distance be-
tween the first interpolated tone and the standard. In this
case, the results should mirror those in experiment 1. On the
other hand, if the second interpolated tone affects memory
when its timbre differs from the first, then discrimination
should differ compared to the case in which the first tone is
simply repeated.

How discrimination differs was also investigated. One
likely possibility is that interference caused by the second
tone depends on the timbre distance between it and the stan-
dard, much like disruption caused by the first interpolated
tone. Memory interference should decrease as timbre dis-
tance from the standard increases. If this effect held irrespec-
tive of the timbre distance between the first interpolated tone
and the standard, interference effects would be additive
across interpolated tones.

A. Method

1. Participants

Participants were from the same population as in past
experiments. None had participated in any of the previous
experiments, and all reported normal hearing. Thirty-four of
forty-three met the inclusion criterion.

FIG. 4. Mean percent correct for the four conditions of experiment 3.
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2. Experimental design

The baselinecondition was identical to that in experi-
ment 1. Four interpolated conditions were created, twono-
changeand two change. The no-change conditions were
identical to the same-pitch conditions in experiment 2. The
condition names were changed from one-step and five-step
to one-oneand five-five to convey the manipulations more
clearly. Each word in the condition name denotes the timbre
distance from the standard to the first and second interpo-
lated tones, respectively.

The one-step and five-step intervals were also used in
the change conditions. In theone-fivecondition, the first in-
terpolated tone was one timbre step from the standard tone
~e.g., standard5timbre 1, interpolated tone5timbre 2) and
the next five interpolated tones were five timbre steps from
the standard~e.g., timbre 6!. In the five-onecondition, this
ordering was reversed, with the first interpolated tone five
timbre steps from the standard~e.g., standard5timbre 1, in-
terpolated tone5timbre 6!, and the remaining five interpo-
lated tones one timbre step from the standard~e.g., timbre 2!.

The baseline condition was presented first, followed by
the four interpolated conditions, which were presented to-
gether in one randomized list. The experiment was identical
to Experiment 1 in all other respects.

B. Results and discussion

The results are graphed in Fig. 5. The by-now familiar
timbre similarity effect is evident in the baseline and no-
change conditions. Accuracy dropped 15% from baseline in
the one-one condition and 7% in the five-five condition. All
statistical comparisons between these conditions were reli-
able.

If the second interpolated tone had no effect on timbre
memory, then the pattern of means in the no-change condi-
tions should also be found in the change conditions. It is not.
Instead, accuracy is slightly better in the one-five than five-
one conditions. When each is compared with its no-change
counterpart ~same first timbre!, an interesting outcome
emerges. Accuracy in the one-five condition improved by
5% over that in the one-one condition. Accuracy in the five-
one condition decreased by 6% compared with the five-five

condition. The interaction across these conditions was reli-
able in a two-way ANOVA @F(1,33)516.99, p,0.001#,
with timbre distance of the first tone~one-step and five-step!
and timbre distance of the second tone~one-step and five-
step! serving as variables. Accuracy in the five-one and one-
five conditions did not differ reliably.

One interpretation of these results is that interference in
the change conditions was an average of the effects of inter-
polated tones 1 and 2. Note that the means in both change
conditions lie half-way between the no-change means. When
the one-step timbre followed the five-step timbre, more in-
terference was obtained than when the five-step was re-
peated, but not as much as that found in the one-one condi-
tion. When the five-step timbre followed the one-step timbre,
a partial release from interference was found. Deutsch and
Feroe ~1975! found a similar release from interference in
memory for pitch. Discrimination accuracy increased by ap-
proximately 8% when the fourth interpolated tone shared a
specific pitch relationship with the second interpolated tone.

The present results clearly show that interpolated tim-
bres beyond the first can affect memory for the standard. The
form of the influence, disruption or release from interference,
depends on the within-dimension similarity relationship
among the interpolated tones and the standard. Net interfer-
ence over tones appears to be an average of the effects ob-
served when the tones are presented individually in the initial
position of the interpolated sequence.

V. GENERAL DISCUSSION

Although a sizable amount of research has explored the
acoustic and perceptual dimensions that define timbre~see
Handel, 1989 for a review!, relatively little work has been
directed at identifying the characteristics of timbre memory
per se. The current study sought to correct this state of af-
fairs. Three characteristics of timbre memory were identified.

~1! Timbre memory is disrupted by irrelevant within-
dimension variation. In eight conditions across the four
experiments, interference increased as timbre distance
decreased between the interpolated and standard tones.
The range of dimensional variation within which inter-
ference occurs is limited for timbre, just as it is for pitch.
Interference in timbre memory is found when the inter-
polated tones were fewer than six timbre steps from the
standard. Interference in pitch memory is found when
the interpolated tones were within56 of a whole tone
~Deutsch, 1972! from the standard. Although the pitch
and timbre scales are not directly comparable, the evi-
dence does suggest that interference is caused by stimuli
only within a certain proximity to the standard.

~2! Timbre memory is disrupted minimally by irrelevant
pitch variation. Interference in timbre memory changed
when pitch distance varied between standard and inter-
polated tones~experiment 2!.

~3! Interference effects in timbre memory can be additive,
but they depend on the composition of the interpolated
sequence, emerging only when timbre varies. A single
interpolated tone caused more interference than six rep-
etitions of that tone~experiments 1 and 3!. By simply

FIG. 5. Mean percent correct for the five conditions of experiment 4.
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changing the timbre of the second interpolated tone, in-
terference changed~experiment 4!. How it changed~in-
creased or decreased! depended on the timbre distance
between the interpolated tones and the standard.

A similar additive interference effect has been found in
suffix effect experiments using two suffixes~Crowder and
Morton, 1969; Mortonet al., 1971!. In a typical suffix effect
experiment, participants hear a short list of items~e.g., eight!
that must be recalled serially immediately after list presenta-
tion. An additional item, the suffix, is presented at the end of
the list. Participants are often told to ignore the suffix or use
it as a recall cue. Typical results are that inclusion of the
suffix reduces recall of the last list item~Crowder and Mor-
ton, 1969!. Presentation of a second suffix acoustically iden-
tical to the first leads to no additional drop in recall of the
last item ~Crowder, 1978; LeCompte and Watkins, 1995;
Watkins and Sechler, 1989!. However, when the second suf-
fix is acoustically different from the first, recall drops. For
example, LeCompte and Watkins~1995, experiment 1!
found that recall of the last item was 8% better when two
suffixes were presented in the same voice as the recall list
than when the second of the two suffixes was in a different
voice.

These findings are equivalent to what was found in the
present study: Changes in the timbre of interpolated tones,
not their repetition frequency, caused interference. The simi-
larity of the results between the suffix-effect experiments and
the present study suggest that findings using both tasks re-
flect the operation of the same process in auditory memory.

We began by noting similarities in how pitch and timbre
are encoded during perception. Combined with the results of
pitch memory experiments~e.g., Semal and Demany, 1991,
1993!, our findings make it possible to extend this observa-
tion to a longer-term representation of the two dimensions of
sound. Pitch and timbre are processed similarly within the
first five seconds~Melara and Marks, 1990b!. This conclu-
sion must be confined to memory for the particular attributes
of pitch and timbre compared thus far: fundamental fre-
quency and spectral composition. Follow-up work will focus
on determining if other attributes of both dimensions of
sound yield similar findings.
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1Accuracy for the nonqualified participants averaged approximately 65%
correct in all the interpolated conditions and 81% correct in the baseline
condition. Other than the decrease in accuracy in the interpolated condi-
tions compared to baseline, no differences were found between the inter-
polated conditions, making interpretations of interference effects difficult.
2Readers familiar with the Deutsch paradigm will notice simplifications in
our use of the procedure compared with its implementation by Deutsch
~1970! and Semal and Demany~1991!. For example, timbre of the interpo-
lated tones was held constant. The results of pilot work, in which a range of

other types of timbres was used, prompted these changes. Contact the au-
thors for these data.
3A pilot experiment was conducted to identify an appropriate timbre dis-
tance for ‘‘different’’ trials. A distance needed to be found for which the
timbres were different enough to be discriminated, yet similar enough to
avoid ceiling effects. A three-step distance was chosen because accuracy
scores and qualification rates in experiments identical to the baseline con-
dition were similar to those reported by Semal and Demany~1991! in a
comparable condition.
4Detailed analyses of the close-timbre rating data revealed that timbres 1 and
2 were rated significantly less similar than all other adjacent pairs. Mean
rating was 3.2, with the rating for the next highest pair being 2.2.~Mean
rating for all pairs except timbre1–timbre2 was 1.8.! This marked differ-
ence prompted us to use timbre 1 only as an interpolated tone, not as a
standard or comparison tone. Therefore, only seven of the eight close tim-
bres served as standard and comparison tones.
5A signal detection analysis was performed on the data to measure accuracy
without the potentially contaminating effects of response bias. For each
participant,d-primes, adjusted for data collected in the same/different para-
digm ~MacMillan and Creelman, 1991! was computed for each of the four
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Psychophysical studies have been completed with two binaural cochlear implant patients. In our
earlier studies@van Hoeselet al., J. Acoust. Soc. Am.94, 3178–3189~1993!; R. J. M. van Hoesel
and G. M. Clark, Ann. Otol. Rhinol. Laryngol. Suppl. 106104, 233–235~1995!#, lateralization
experiments showed good sensitivity to interaural amplitudes but poor sensitivity to interaural time
delays when compared with normal hearing subjects. In the studies presented here, both temporal
and binaural intensity interactions were further explored. Interaural time delay~ITD! perception was
investigated using direct measurement of the just-noticeable difference~jnd! in ITD. Both rate and
place of stimulation were varied. Binaural rate discrimination was measured and compared with
monaural rate perception. Binaural intensity interaction was explored for matched and unmatched
place conditions by means of loudness summation and central masking studies. Results showed that
ITDs for interaural time delays were large when compared to normal hearing, even when place of
stimulation on each of the two sides was carefully matched. The jnds in ITD were similar for
stimulation rates from 50 to 200 pps, and increased at 300 pps. Rate difference limens experiments
showed similar results for diotic and monaural stimuli, but improved jnds for dichotic presentation
at stimulation rates below 150–200 pps. Binaural intensity interactions showed loudness summation
effects with both patients, for matched as well as unmatched place conditions. Central masking was
also observed with both subjects, although it was not found to be place dependent. ©1997
Acoustical Society of America.@S0001-4966~97!02506-X#

PACS numbers: 43.66.Pn, 43.66.Ts, 43.66.Ba, 43.64.Me@JWH#

INTRODUCTION

In order to investigate the percepts that arise from bin-
aural electrical stimulation, psychopysical studies were con-
ducted with two Nucleus Pty. Ltd. cochlear implant patients,
who after a number of years of wearing a monaural implant,
were implanted in the contralateral side with a second im-
plant. It was considered ethical and prudent to postpone im-
planting further patients binaurally, until such a time that
clear advantages were apparent from the data with these two
patients. With normal hearing, the difference in time of ar-
rival ~phase, envelope, or both! at the two ears plays a key
role in localizing a sound source~e.g., Sayers, 1964!. The
release from masking, also referred to as the masking level
difference~MLD ! has often been shown for diotic signals in
dichotic noise or dichotic signals in diotic noise~Hirsh,
1948; Licklider, 1948!. It shows the importance of the rela-
tive timing of stimulation in the two ears when distinguish-
ing sounds from background noise. To investigate whether
similar advantages may be obtained with binaural cochlear
implant patients, it is important to examine how well binau-
ral temporal and amplitude information is discerned by these
patients. Our earlier reports described fusion and lateraliza-
tion effects resulting from interaural time and amplitude dif-
ferences~van Hoeselet al., 1993; van Hoesel and Clark,

1995!. Results for both patients showed diminished effects of
time delays when compared to normal hearing.

The studies presented here are divided into those con-
cerned with binaural temporal interaction~Sec. II! and bin-
aural amplitude interaction~Sec. III!. The first of three stud-
ies described in Sec. II, examined the effect of place on the
jnd in ITD. It was not expected that the decreased sensitivity
to interaural time delays observed previously was the result
of stimulation at basal positions necessitated by the limited
insertion depths with current electrode arrays. This is be-
cause good sensitivity to time delays has been demonstrated
for high-frequency amplitude modulated signals which con-
tain no low-frequency spectral components~Henning, 1974,
1980!. It was, however, possible that in our earlier studies
inaccurate place matching on the two sides may have af-
fected ITD sensitivity. It was postulated that patients may
only be sensitive to small delays between the two sides for
well-matched places of stimulation, as has been observed
acoustically~Nuetzel and Hafter, 1981!.

In the second study in Sec. II, ITDs were measured for a
number of rates of stimulation. Monaural rate difference li-
mens with cochlear implant patients vary with rate of stimu-
lation ~Lim and Tong, 1989; Shannon, 1983!, and typically
show a low or bandpass curve with rate limens increasing
rapidly above cutoff frequencies in the range 200–500 pps. It
was hypothesized that interaural time delays with cochlear
implants may not be well perceived for rates above those
monaural cutoff rates. Since our earlier studies used a con-
stant rate of 200 pulses per second~pps!, in these studies the

a!Some of the data presented in this paper were presented at the 1994 Inter-
national Cochlear Implant, Speech and Hearing Symposium in Melbourne,
Australia.
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ITD jnd was also measured for other rates between 50 and
300 pps with both patients.

In the third study concerned with interaural temporal
interaction, binaural rate perception~diotic and dichotic! was
compared with monaural rate perception to determine
whether binaural rate information was better perceived than
monaural rate information. This has been indicated by some
binaural results with normal hearing~Jesteadt and Wier,
1977!. In the dichotic case, with normal hearing, clear beat-
ing and roughness sensations are perceived for sinusoids of
slightly differing frequencies in the two ears~Licklider et al.,
1950!. It was postulated that some of these effects might also
occur with differing rates of electrical stimulation on the two
sides.

In Sec. III of the paper, binaural loudness and central
masking studies are described. Binaural loudness perception
was studied to determine if summation of loudness occurs
for electrical stimulation as it does for normal hearing~e.g.,
Scharf, 1969!. If large differences were found between the
two cases, speech processing strategies may need to compen-
sate for this. With normal hearing, elevated hearing thresh-
olds in one ear result when a sound of similar spectral con-
tent is presented in the contralateral ear at the same time
~Zwislocki, 1978!. A central masking study was therefore
also completed to determine whether the intensity threshold
for detection of an electrical stimulus on one side increases
in the presence of a contralateral masker and whether this is
dependent on the place of stimulation of the masker. The
combined results from the studies presented in this paper,
along with our earlier results, will help determine whether
binaural electrical stimulation strategies can be expected to
offer advantages over monaural strategies for these patients,
and if so, how to best combine information on the two sides
for optimal binaural speech strategies.

I. PATIENTS AND STIMULI

The selection criteria, implant, and array details for the
first binaural cochlear implant patient~P1! in Australia was
described in van Hoeselet al. ~1993!. This patient was male,
and had a profound hearing loss resulting from trauma in
1961. He was fitted with a 22 channel implant in 1984. He
received his second implant in 1989. As described in the
earlier study, improved binaural performance for this patient
was observed using two independent processors, each with
an F0/F1/F2 strategy ~Blamey et al., 1987!. The
F0/F1/F2 strategy, for each side, stimulated two places
along the electrode array in accordance withF1 andF2 es-
timates, at a rate equal to theF0 ~voicing! frequency.F0,
F1, andF2 estimates were calculated independently for each
side from the corresponding microphone signal. A second
patient~P2! was subsequently implanted binaurally. This pa-
tient was also male, and had a profound hearing loss result-
ing from Meniere’s disease from 1981 to 1985, when he was
implanted in the right ear with his first Cl-1 implant. This
implant is the current device marketed by Cochlear Ltd. and
uses nonsimultaneous pulsatile stimulation on a 22-banded
electrode array inserted into the scala tympani~Clark et al.,
1979!. He was selected for binaural implantation according
to similar criteria as P1, and was implanted with an addi-

tional Cl-1 device in the left ear in 1993. Further motivation
for binaural implantation with this patient was the availabil-
ity of only about half of the 22 electrodes with the earlier
implant due to electrode shorts and uncomfortably high-
pitched sensations from the most basal electrodes, presum-
ably resulting from the fairly shallow insertion depth on this
side. The limited number of electrodes available on the pre-
viously implanted side may limit possible binaural advan-
tages with speech processing strategies for this patient. For
the psychophysical studies presented here, however, we were
always concerned with simple stimuli using single electrodes
on each side. Given that the data obtained were generally
similar for both patients, it may be reasonable to assume that
smaller range of available matched places for P2 has not
adversely affected these experiments.

Electrical stimulation, in the studies described, always
employed biphasic current pulses on bipolar electrode pairs.
Electrodes were numbered in an apical to basal direction so
that the difference in insertion depths between the two sides
could be determined directly from the electrode numbers on
the two sides when place pitch percepts were matched, even
when the arrays on the two sides had differing numbers of
bands as is the case for P1~van Hoeselet al., 1993!. Mem-
bers of bipolar pairs were always separated by two electrodes
~1.5 mm! and identified by the more apical member. To iden-
tify left or right sides, the letters ‘‘L’’ or ‘‘R’’ precede the
bipolar pair number. For example, the notation of thebinau-
ral stimulus ‘‘L~3!/R~5!’’ implies bipolar pair ~5,3! on the
left side and pair~7,5! on the right side. Unless noted other-
wise, pulse duration used in the experiments was always 100
ms per phase, repetition rate was 200 pps, and duration of the
stimuli was 300 ms with zero rise–fall times. Stimuli were
always delivered via custom built hardware directly to the
patients’ transmitter coils, so that all electrical stimulation
parameters could be carefully controlled. This included
ITDs, which could be accurately controlled to within less
than 10ms, which approximates the jnd for ITDs with click
stimuli for normal hearing. Operation of the system was veri-
fied by monitoring current outputs from dummy implants
with a 100-MHz storage oscilloscope.

II. BINAURAL TEMPORAL INTERACTION

A. Effect of place of stimulation on interaural time
delay jnds
1. Rationale and method

It was hypothesized that inaccurate place matching on
the two sides may have adversely affected interaural time
delay perception in earlier studies. A place-pitch study was
considered appropriate to determine insertion depths psycho-
physically. From a preliminary pilot study it became clear
that neither of the subjects could repeatedly complete direct
pitch comparisons between electrodes on the two sides. Only
an average across a large number of experimental trials
might be expected to give a good estimate of the overall
insertion offset between the two sides. This meant that direct
comparison of all (20320) electrode pairs on both sides was
not possible, particularly given that sessions with these sub-
jects were restricted to one per week. As an alternative, the
method of magnitude estimation~Stevens, 1975! was used to
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determine the pitch of the electrodes on the two sides for
each patient. Results were compared with x-ray scans. All
electrodes on both sides, excepting any shorted bands, were
first balanced for loudness at a medium loud level corre-
sponding to a stimulation level of about 80% of the elec-
trodes’ respective dynamic ranges in terms of clinical current
level ~CL! units. The dynamic range was defined as the range
of currents eliciting threshold through to maximal loudness
level that the patient can tolerate before the sensation became
uncomfortably loud. The level at 80% of the dynamic range
will be referred to as ‘‘80% DR,’’ and was comparable to
everyday conversation loudness level experienced by the pa-
tients with their speech processors. Loudness balancing was
via a continual A/B/A, etc. comparison with a fixed reference
electrode near the middle of the array on the right side, fol-
lowed by sweeps across each array. The loudness balanced
stimuli were combined into a stimulus block consisting of all
possible monaural stimuli, which was then presented to the
patients in random order, one stimulus at a time without a
reference signal. The patients were required to assign a num-
ber to the pitch sensation experienced from each stimulus in
a ratio metrically consistent manner. The patients were al-
lowed to use any number range they preferred, but were
specifically instructed to try to ignore numerical boundaries
such as 1 or 100. The patients had two training sessions
spaced one week apart, after which data were collected for
three further consecutive weekly sessions. The stimulus
block was presented once at the start of each data collection
session to allow the patient to become familiar with the
sounds. Data were collected from a total of 20 blocks and the
averaged results were used to calculate the estimated relative
offset in insertion depths between the two sides from simple
correlations using both linear and logarithmic fits. The cal-
culated offset between the two sides, in the linear case, cor-
responded to the offset for which the absolute value of the
sum of differences in the pitch of paired electrodes on the
two sides was minimized. In the logarithmic case, it was
equal to the offset for which the average ratio of pitches
assigned to the paired electrodes on the two sides best ap-
proached unity. Some electrodes were omitted from this
analysis when they appeared to be located outside the round
window as indicated by both the x rays and the observed
pitch estimates. The results from the pitch study were com-
pared with radiometric insertion depth estimates obtained
from a 2-D computer model described by Cohenet al. ~in
press! derived from a modified Stenver’s view~Marshet al.,
1993!. The relative alignment of the arrays on the two sides
was estimated from both the psychophysical and radiometric
data.

The estimated offset was used to explore the effects of
place of stimulation on ITD perception. Two place experi-
ments were conducted. In the first, a single fixed electrode on
the right side, located near the middle of the array, was com-
bined with most of the available electrodes on the contralat-
eral side. For patient P1, the most basal electrodes on the left
side were suspected to lie outside the round window, and
were therefore omitted from the study. For patient P2, a
slightly more apical place on the right side was chosen since
the array on this side had a fairly shallow insertion depth

compared to the left side. For this reason, the five most api-
cal rings on the left side were omitted for this patient. Time
restrictions with the patients allowed only about half of the
possible binaural place combinations to be tested once within
a single session. In each session therefore, half of the pos-
sible combinations were randomly selected for presentation
in that session. The remaining half of the combinations were
presented~in random order! in the following session. Results
were collected over four consecutive sessions giving two
measurements of the jnd for each left/right place combina-
tion.

Measurement of the jnd in ITD for each binaural com-
bination~and all jnds described throughout this paper! used a
three interval forced choice paradigm targeting 70.7% cor-
rect response level on the psychometric curve. The procedure
used a modified fixed level, two-up/one-down paradigm
~Levitt, 1971!. The patients were simply instructed to deter-
mine which of the three stimuli was ‘‘the odd one out.’’
Each run was terminated after the tenth turning point. The
step size was decreased to half the initial value after the first
three turning points. The jnd was taken to be the average of
the last six turning points.

In the second place experiment, three electrodes located
in the apical, mid, and basal regions of the array on the right
side were combined with four electrodes spaced evenly
across the array on the left side, giving a total of 12 combi-
nations. This number of combinations was found to be the
maximum number of combinations that could comfortably
be presented to each patient in a single session. The same
forced choice procedure as in the first place experiment was
used. Results from two consecutive sessions were combined
to give two estimates of the jnd for each combination.

2. Results and discussion

The results from the pitch magnitude estimation study
are shown for both patients in Fig. 1~A!. Averaged pitch
estimates for each electrode are displayed along they axis,
and electrode band number~numbered apical to basal! along
the x axis. The two curves for each patient show averaged
pitch estimates for left and right ears. The average horizontal
offset between the left and right curves indicates the inser-
tion depth offset between the two sides. Typical error bars
indicating one standard deviation are shown for electrode 15
on each array. The large variation in pitch estimates for the
electrodes is reflected in the size of these error bars as well as
in the nonmonotonic nature of the curves. Nevertheless,
given direct comparison across the two sides was not pos-
sible, a smooth fit through these curves was expected to in-
dicate the average relative offset between the arrays. The
offset was calculated as described in Sec. II A 1. Both linear
and logarithmic fits showed offsets of 6 electrodes for patient
P1, and 8.5 electrodes for patient P2.

The results from the 2-D computer model derived from
the x-ray data are presented in Fig. 1~B!–~E!. By comparing
the left and right plots, the relative offset for each patient was
determined by averaging the differences in angular insertion
for corresponding electrodes on the two sides. In a temporal
bone study using the same computer model~Cohenet al., in
press!, the standard deviation of the mean error for the esti-
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mated insertion angle was approximately 3.75°~personal
communication! so that a reasonable upper bound for the
error in relative insertion offset between two sides in a bin-
aurally implanted subject was considered to be about 5°.
This corresponds to less than 0.5 electrode places in the first
turn of the cochlea. The offsets~rounded to the nearest half
electrode place accuracy! were found to be 6 electrodes for
P1 and 8.5 electrodes for P2. These offsets agreed~within the
allowed half electrode place rounding! exactly with the av-
eraged offsets calculated from the psychophysical data for

each of the two patients, so that the psychophysical proce-
dure and offset calculations derived therefrom appear to give
a good estimate of the relative insertion depths.

The results from the jnd measurements for ITD for vari-
ous place combinations are shown in Fig. 2. Results from the
first and second place experiments are shown together. The
three plots correspond to the three fixed places chosen on the
right side for the second place experiment. Data from the
second experiment are shown by the triangular symbols and
solid lines. The unconnected circular symbols on the top plot

FIG. 1. Panel A shows pitch magnitude estimation results for left~dashed
curve! and right~solid curve! sides for subjects P1 and P2. Results are the
average of 20 presentations of each stimulus. Standard deviation for elec-
trode 15 is indicated by the error bars for each curve, and is representative
of the typical standard deviation of the pitch estimates for each of the
stimuli used. The average horizontal displacement between the two curves
was used to indicate the relative offset in insertion depth between the two
sides~see text!. Panels B/C and D/E show radiometric data~electrode po-
sitions and landmarks! and spiral fits to the data for left/right arrays for P1
and P2, respectively.
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for patient P1 and the center plot for patient P2 show addi-
tional results of the first experiment for which the fixed elec-
trode on the right side was combined with most of the avail-
able electrodes on the left side. The filled symbols in each
plot indicate the nearest matched place combination accord-
ing to the results in Fig. 1.

All the left/right place combinations tested showed jnd
measurements for ITD of at least 0.5 to 1 ms for both pa-
tients. This value is very high compared to acoustic interau-
ral jnds in ITD for normal hearing, which can be as low as 10
ms for appropriate stimuli~for a review see Durlach and
Colburn, 1978!. Given that data from only two binaural im-
plant subjects is currently available, it may be premature to
assume that ITDs cannot be well perceived with cochlear
implants. On the other hand, large values for jnds in ITD
perception have also been found in experiments with some
hearing-impaired listeners~Gabrielet al., 1992!.

From the results it can be also be seen that, compared to
the best matched place condition, the time delay jnd did not
become appreciably larger until the offset between the two
sides was more than about 4–8 electrodes~3–6 mm!. This
corresponds to the region for which in our previous fusion
experiments~van Hoeselet al., 1993; van Hoesel and Clark,
1995! multiple auditory images were perceived rather than
just one fused image. It should be noted that the current
spread resulting from stimulating a single bipolar pair with a

spatial extent of 1.5 mm, which was the case for all stimuli
used in these experiments, probably spans more than one
electrode place~Tong et al., 1989!. Place mismatches
smaller than about one electrode space should still stimulate
matched regions on the two sides. In view of the findings of
these experiments, it appears unlikely that the relatively poor
ITD discrimination found was the result of stimulating un-
matched places.

B. Effect of rate of stimulation on interaural time
delay jnd

1. Method

The effect of rate on ITD sensitivity was explored over
the range 50–300 pps. Two different fixed places were se-
lected on the right side and each was combined with it’s
respectively matched place on the left side in accordance
with the results in Fig. 1. The jnds in ITD were measured for
each binaural combination at 50, 100, 200, and 300 pps. All
stimulus components were loudness balanced against elec-
trode R10 at 200 pps for P1, and R11 at 200 pps for P2. The
current level of the components was set at about 80% DR.
All rate and place combinations were presented, in random
order, once within a session. After an initial training session,
data were collected for two subsequent sessions spaced one

FIG. 2. Interaural time delay jnds as a function of place of stimulation on the left side with the place of stimulation held fixed on the right side. Each graph
is for a fixed place on the right side. Graphs in the left column are for subject P1; those on the right are for P2. Solid symbols indicate binaural best matched
place pair in accordance with results from Fig. 1. Circular symbols are data from the first place experiment~see text!, triangular symbols are results from the
second.
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week apart. The three interval forced choice procedure de-
scribed in Sec. II A1 was again used to measure the jnds.

2. Results and discussion

The effect of rate on ITD perception is shown in Fig. 3.
The left column consists of plots for patient P1, the right for
P2. The top plot for each patient displays two curves, corre-
sponding to two binaural place combinations. Each curve
shows the measured jnds in ITD at four pulse rates. Each
point shown on each of the curves is the average of two jnd
measurements for that stimulus. The curves show no jnds
less than around half a millisecond for any of the rates. For
both patients, the just noticeable ITDs measured for 300 pps
were larger than those measured for the lower rates. This is
also the case for the monaural rate jnd curves for the elec-
trodes in question, which have been included in the bottom
plots of each column for reference. The monaural curves are
typical for monaural rate perception with cochlear implant
patients ~e.g., Lim and Tong, 1989; Shannon, 1983! and
demonstrate the ability of the auditory system to follow the
stimulus period only up to 200–500 pps. It may be the case
that if either side alone cannot track higher stimulus rates,
the ongoing temporal information presented on the two sides
will also be distorted, and ITD perception will be degraded,
as is the case in the top plots for the higher rates. Further-

more, if the ITD jnd is dependent on unambiguous temporal
cues from both envelope and ongoing fine structure of the
stimulus~cf. van Hoeselet al., 1993!, a degradation in per-
formance would be expected when these cues were in oppo-
sition as was the case when the time delay exceeded half the
repetition interval. To illustrate this point, the middle plots in
Fig. 3 show the ITD results replotted in terms of percentage
of the stimulus interval rather than in milliseconds along the
y axis. The point at which fine and envelope delays convey
opposing temporal cues is the 50% line along they axis. The
data show a steepening of the jnd curves near this line. Fur-
ther experiments are required to separate the effects of mon-
aural rate jnds and opposing cues.

C. Binaural rate discrimination

1. Introduction

To complement the time delay jnd results obtained in
Secs. II A and II B, the measurement of monaural and bin-
aural rate discrimination was completed for binaural electri-
cal stimulation. Binaural diotic rate jnds were compared with
monaural rate jnds. These conditions were tested to deter-
mine if patients can combine information from the two sides
to improve discrimination. This has been shown to be the
case for some~e.g., Jestaedtet al., 1977!, but not all ~e.g.,
Pickler and Harris, 1955! loudness and frequency dis-

FIG. 3. Interaural time delay jnds as a function of rate of stimulation for two matched place pairs for each patient. The left column shows the results for P1;
the right those for P2. The top plot shows jnds in ms; the middle plot the same data in terms of percentage of the stimulation rate. The lower plots show the
monaural rate jnd data for the same electrodes for comparison.
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crimination experiments reported for normal hearing sub-
jects. A maximum ratiometric improvement of about 1.4 is
expected if electrical binaural diotic stimulation is subject to
information integration theory~Green and Swets, 1966!.
Rate jnds on each side were also measured in the presence of
fixed rates on the contralateral side~dichotic stimulation!.
This was motivated by results from normal hearing subjects
which indicate that, when sinusoids of slightly different fre-
quencies are presented to the two ears, a binaural beating
sensation is heard which increases in frequency as the differ-
ence between the two sides increases~Licklider et al., 1950!.

2. Method

For each patient, a single electrode was selected near the
middle of the array on the right side. The current level was
set to evoke a comfortably loud sensation, similar to levels
experienced by the patients with their speech processors in
everyday conversation, and corresponded to an intensity of
around 80% DR. An electrode, matched in place according
to the results from Sec. II A, was selected on the left side and
balanced in loudness against the right electrode using a con-
tinuous A/B/A/etc. paradigm. For each of the two sides, the
monaural rate jnd was measured at reference rates of 50, 75,
100, 150, and 200 pps, using the three interval forced choice
procedure described in Sec. II A 1. This range was chosen so
as to allow the auditory system to track the electrical pulse
rate~Tonget al., 1983!. For the dichotic rate jnds, the mon-
aural procedure was repeated at the five reference rates, but
now an additional stimulus was presented on the contralat-
eral side. Stimulation on the contralateral side was always
fixed at a rate equal to the reference rate for both reference
and probe stimuli, in each of the five cases. As an example,
when measuring the rate DL at 100 pps on the left side, the
dichotic condition corresponded to the case where the rate
was varied near 100 pps on the left side in the presence of a
fixed 100 pps stimulus on the right side. For the diotic con-
dition, rates on both sides were always varied together. For
the diotic rate case, loudness adjusted stimuli were also
tested in a pilot study to determine whether the increase in
overall loudness due to loudness summation across the two
ears affected the rate jnds. Results indicated that this was not
the case, however, so that loudness adjustments compensat-

ing for binaural summation were not applied to the stimuli in
this experiment. To minimize any loudness cues resulting
from rate variations, which might therefore allow patients to
distinguish probes from reference stimuli more readily, ap-
proximately 10% of the dynamic range~in terms of Cochlear
device ‘‘current level’’ units! random intensity jitter was ap-
plied to all stimuli.

3. Results and discussion

The data in Fig. 4 show similar rate jnds for both mon-
aural and diotic listening conditions. No improvement re-
sulted from integration across the two ears. It is possible that
the more deterministic firing of nerves with binaural electri-
cal stimulation is not subject to temporal integration in the
same way as normal hearing~for which equal variances of
signal and noise are often assumed!. Given that interaural
time delays are poorly perceived by these patients, it is per-
haps not surprising that other temporal information from the
two ears is also combined differently to normal hearing.

Figure 5 shows the measured monaural and dichotic rate
jnds for right and left sides in the top and bottom graphs,
respectively. Decreases in rate jnds are clearly evident for
both patients for the dichotic condition at low pulse rates.
For patient P1, the differences between dichotic and monau-
ral jnds are clearly demonstrated below 150 pps. It is worth
noting that although the measured monaural rate jnds for P1
are rather large and variable with rate, the dichotic jnd curve
is nevertheless a much smooth function increasing monotoni-
cally with rate. For patient P2, the measured dichotic jnd was
lower than the monaural rate jnd at all rates below 200 pps.
Although neither of the patients reported binaural beats, the
changes in percept when the contralateral stimulus was at a
slightly different rate, were described by patient P1 as having
added a ‘‘buzzing’’ quality. This is interesting when com-
pared to the changes in roughness that are often described for
normal hearing when a sinusoid on one side is held fixed on
one side while, starting from a diotic condition, the fre-
quency is progressively altered on the contralateral side
~Licklider et al., 1950!.

The temporal interaction implied by these results is in
contrast to both the diotic rate results of Fig. 4, as well as the
poor ITD perception described in Secs. II A and II B. Al-

FIG. 4. Diotic and monaural rate jnds as a percentage of the stimulation rate for a fixed matched place pair for each subject.
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though our earlier studies imply that lateralization is only
weakly affected by ITD, the results could be explained by
lateralization cues if continually varying ITDs, such as those
produced by applying different rates on the two sides, are
much better perceived than static ITDs. This remains to be
determined from further experiments. If this is not the case, a
model capable of predicting this result would require a
mechanism that is insensitive to interaural delays, shows no
advantage in rate jnds for diotic stimulation compared to
monaural stimulation, and yet is able to detect rate differ-
ences between the two sides that are considerably smaller
than rate jnds on either side. The data presented here alone
do not allow us to speculate about the details of such a
model.

Informal tests with these patients showed that for large
rate differences between the two sides~typically beyond
about 20–50 pps for rates of 100 and 200 pps!, the percepts
split into two distinct pitches in the two ears. This is also the
case for normal hearing with sinusoidal stimuli when the
interaural frequency difference becomes large enough. In
acoustic studies with sinusoidal stimuli, place and rate are
simultaneously affected, so that the percept may split into
two as a result of place differences falling outside a fairly
narrow, well-matched characteristic frequency range. Our
data suggest that even when the place of stimulation remains

unaltered, the percept will split when temporal information
on the two sides differs by a large enough amount.

III. BINAURAL INTENSITY INTERACTION

A. Binaural summation of loudness

1. Method

The summation of loudness from the two ears was in-
vestigated for electrical stimulation. For normal hearing, the
loudness of a sound presented to both ears is generally
greater than that of the same sound presented to just one ear.
The bandwidth and intensity of the sound affect how much
louder the binaural stimulus appears compared to the mon-
aural case~Scharf, 1978; Durlach and Colburn, 1978!. In a
pilot study ~van Hoeselet al., 1991!, loudness summation
was studied by adjusting monaural electrical stimuli to match
the loudness of binaural stimuli with patient P1. However,
results from this study did not directly relate binaural loud-
ness to stimulation currents on the two sides. Additional
loudness growth curves were required to relate stimulation
amplitudes to the magnitude of loudness. In the study pre-
sented here, loudness summation and growth were simulta-
neously characterized by using the method of magnitude es-
timation ~Stevens, 1975! to estimate monaural and binaural

FIG. 5. Dichotic and monaural rate jnds as a percentage of the stimulation rate for a fixed matched place pair for each subject. Results on the left are for P1,
those on the right are for P2. The top plot for each subject shows rate jnds with~dichotic!, and without~monaural!, contralateral fixed reference rate.
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loudness percepts for both patients. A fixed electrode place
on the right side was selected such that for the matched place
binaural stimulus, electrodes on both sides were not too close
to either extreme of the electrode array. A deliberately mis-
matched place on the left side was also selected to test if a
binaural mismatched place stimulus behaved differently to
the matched stimulus. Five current intensity levels were cho-
sen for the right electrode, spaced equidistantly on a loga-
rithmic current scale and approximately spanning the elec-
trode’s dynamic range. The two electrodes on the left side
were then balanced against the right electrode at each of the
five levels. The loudness balancing was performed by adjust-
ing the intensity of the left electrode in a continuously alter-
nating left/right sequence of 300 ms bursts separated by 500
ms gaps, until the two sides appeared equally loud. The 15
resulting monaural stimuli were combined with the ten avail-
able L/R balanced loudness pairs to give a total stimulus
block comprising 25 stimuli. The block was presented in
random order, and after each monaural or binaural stimulus,
the patients were asked to estimate the overall perceived
loudness. In an initial session, all stimuli were balanced for
loudness, and patients were trained in the magnitude estima-
tion task. In a subsequent session, the data were collected
from 20 presentations of the stimulus block. Since the total

number of stimuli in a block was not large~25!, the 20 data
points for each stimulus configuration could be collected in a
single session.

2. Results and discussion

The results of the loudness summation study are shown
in Fig. 6. The top left and right graphs show average loud-
ness estimates by P1 and P2, respectively, for both monaural
and binaural stimuli. Unfilled symbols show loudness esti-
mates for monaural stimuli, whereas binaural loudness is in-
dicated by the filled symbols. They axis displays assigned
loudness values. Thex axis shows the monaural current in-
tensity used on each side. The lower diagrams in Fig. 6 show
the ratio of binaural to monaural loudness, for matched loud-
ness components on each side, calculated from upper figures.
Since the average loudness estimates of left and right com-
ponents of the binaural stimuli were usually not exactly
equal, the ‘‘monaural loudness’’ for each point plotted was
taken to be the average value of the left and right monaural
loudness estimates.

The data for both patients show that with approximately
loudness balanced stimuli in each ear, the overall loudness
was approximately doubled when compared to stimulating

FIG. 6. Loudness summation results for matched and unmatched place conditions at five balanced left/right loudness pairs. Top plots show increased loudness
for binaural stimuli~solid symbols! compared to loudness of monaural components~unfilled symbols!. Lower plots show binaural/monaural loudness ratio.
Current intensity is shown along thex axis for each subject: ‘‘lmatch’’5matched place on the left, ‘‘lunmatched’’5unmatched place on the left side with
respect to the electrode selected on the right side.
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either side monaurally. Some differences are evident be-
tween the two patients’ data. For patient P1, both matched
and unmatched places showed similar trends in loudness
summation. This agrees with results from the acoustic litera-
ture which show that for normal hearing, loudness summa-
tion with pure tones is independent of the frequency discrep-
ancy between the two sides~Scharf, 1969!. For P1, the ratio
of binaural to monaural loudness ranged from almost 2.5 for
stimuli eliciting midrange loudness percepts, to around 1.5
for very soft and very loud stimuli. It is possible, however,
that this is due to numerical saturation effects at the more
extreme levels, rather than any true level dependence of the
summation. For the matched place condition, the increase in
loudness due to binaural summation averaged across the five
intensity levels was 1.93 for P1. Patient P2, in contrast to P1,
showed more summation for the matched place condition
than the unmatched condition. It is possible that this second
patient, who was not yet as experienced in psychophysical
tasks as P1, may have been listening to just one side or the
other rather than to the overall loudness sensation for the
unmatched place condition where two images rather than one
fused image may have been heard~cf. van Hoeselet al.,
1993!. This phenomenon is discussed in the literature for
acoustic stimulation with normal hearing for example in
Scharf~1969, p. 1202!. For the matched place condition, the
ratio of binaural to monaural loudness was in the range of
1.5–3, with most summation at the highest current intensities
used. The averaged ratio of binaural to monaural loudness
for the matched place, across the five level conditions, was
2.0 for this patient.

For both patients, the matched place data showed an
average binaural-to-monaural loudness ratio of about 2. That
is to say, the matched place binaural sound, with equal loud-
ness components in each ear, was about twice as loud as the
monaural sound in either ear. This is a useful ‘‘rule of
thumb’’ result for initial binaural speech processor imple-
mentations. The differences in level dependence between the
two patients, may either be due to different numerical biases,
or else reflect different ‘‘effective bandwidths’’ of the elec-
trical stimulation. For normal hearing the bandwidth deter-
mines how the amount of summation varies with intensity.
The rise and fall of the summation curve with increasing
intensity, with P1 for example, can also be seen in Scharf’s
data~Scharf, 1968! for octave band noise centered on 1 kHz,
whereas the steady increase displayed by patient P2 is more
like Scharf’s data for broadband noise.

B. Central masking

1. Method

With normal hearing, elevated hearing thresholds in one
ear result when a sound of similar spectral content is pre-
sented in the contralateral ear at the same time~Zwislocki,
1978!. To investigate this phenomenon for electrical stimu-
lation, a fixed place was selected on the right side. The
threshold level for this place was measured using the 3 AFC
procedure described in Sec. II A. Eight places on the con-
tralateral side were then selected and all balanced for equal
loudness at 80% DR. The threshold of the electrode on the

right side was then measured again in the presence of each of
the eight electrodes on the left side at their respective 80%
DR levels. The increase in threshold compared to the mon-
aural level measured was calculated as a percentage of the
available dynamic range for the right side place. Duration of
stimuli on both sides was 300 ms and both left and right
electrodes were activated simultaneously. The procedure was
repeated for two different fixed places on the right side for
each patient. To determine how much central masking was
found in our study in terms of loudness, loudness growth
functions ~LGFs! were obtained with both patients for the
right ear electrodes used in this experiment. The method of
magnitude estimation~Stevens, 1975! was used for this pur-
pose. Approximately ten levels were chosen for each elec-
trode, approximately evenly spaced on a logarithmic current
scale to give rise to percepts ranging from just above thresh-
old to just below uncomfortably loud.

2. Results and discussion

The central masking results for both patients are shown
in Fig. 7, and display an increase in threshold of around
20%–40% of the dynamic range, but unlike acoustic results
with normal hearing, show no place-dependent effects.
Loudness growth functions~LGF! measured are shown on
log/log scales in Fig. 8. The current intensity is plotted loga-
rithmically in dB re: 1 m A along thex axis. For patient P1,
rather than being a simple power function~straight line! the
slope of the LGF function is seen to decrease at low inten-
sities. This means that the central masking effect of 20%–
40% of the length spanned along thex axis, translates to
about 7%–20% of the length spanned along they axis. In
other words, central masking amounts to a shift of about
7%–20% of the perceived loudness range for this patient.
For patient P2 on the other hand, the LGF is well approxi-
mated by a straight line on log/log coordinates, so that 20%–
40% of the length along thex axis corresponds to 20%–40%
of the length along they axis.

The location and mechanism of central masking with
normal hearing is not yet well understood. Although the su-
perior olive appears a likely candidate~Zwislocki, 1978!,
numerous binaural projections at higher centers cannot be
excluded ~for a review of binaural projections see, e.g.,
Moore, 1990!. The sharp frequency selectivity demonstrated
for central masking with normal hearing is in contrast to our
result. It may be the case that aspects of central masking
operate at more than just one site along the auditory path-
way, or that neural functions at higher centers have been
modified with the onset of deafness and subsequent prosthe-
sis. Our results could be the result of a different interaction
site, perhaps higher up in the auditory pathway, compared to
the normal hearing case. This idea receives some support
from a pilot study conducted with P1 in which interaural
time delays up to 200 ms did not alter the amount of central
masking. In the normal hearing case, central masking is
strongly dependent on the interaural time delay. Some physi-
ological data furthermore imply the involvement of the me-
dial efferent system~Warren and Liberman, 1989! via the
outer hair cells, which would not be activated with electrical
stimulation. Alternatively, it is possible that our two patients
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were not able to learn the central masking task sufficiently
well to be able to direct attention to the quiet test tone in the
presence of the much louder contralateral masker. It seems
unlikely, however, in that case, that the results for the differ-
ent electrodes would have shown such a consistent degree of
masking.

IV. SUMMARY AND DISCUSSION

Our psychophysical results to date with both binaural
implant patients, have shown that percepts from binaural

stimulation can be fused. Although interaural amplitudes are
well perceived, interaural time delays are not, when com-
pared to normal hearing. This has been confirmed in the
experiments reported here using direct jnd measurements
with both patients for rates from 50 to 300 pps and places of
stimulation spanning the entire electrode arrays on both
sides. Diotic rate perception results showed no improvement
when compared to monaural jnds. However, dichotic presen-
tation showed that under some conditions, binaural temporal
interaction can lead to improved rate jnds. For place
matched, loudness balanced single electrode pairs, binaural
loudness was about twice as loud as either monaural side
alone. Central masking gave rise to increased thresholds, but
was not place dependent as is the case for normal hearing.

It is perhaps somewhat surprising that none of the elec-
trical stimulus configurations tested have yielded good sen-
sitivity to ITDs. Given the highly deterministic nature of
electrical stimulation, one might expect improved ITD jnds
compared to normal hearing. Two possible explanations may
be contributing to this result. The first is that the neural cir-
cuitry required to accurately detect interaural delays in the
normal hearing case has decayed in these patients. The sec-
ond is that electrical stimulation with the present device is
unable to reproduce neural excitation similar enough to the
normal hearing case to allow interaural time delay mecha-
nisms to unambiguously extract information~even for ‘‘well-
matched places’’ on the two sides!. As an example, the
present implants cannot accurately stimulate parts of the neu-
ral population in accordance with normal hearing traveling

FIG. 7. Central masking results for two fixed places on the right as a function of the place of stimulation on the left. Thex axis shows the electrode selected
on the left side, they axis shows the increase in threshold~% dynamic range! on the right side compared to monaural threshold. Solid symbols show the place
of stimulation corresponding to ‘‘best-matched place’’ in agreement with Fig. 1.

FIG. 8. Loudness growth functions for the probe electrodes used in the
central masking experiment. Results are plotted as log current intensity ver-
sus log loudness estimates. These curves were used to determine how much
the central masking effect shown in Fig. 7 amounted to in terms of loudness.
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wave delays along the basilar membrane. This means that
neural delays present to compensate for these delays in the
normal hearing case might introduce unwanted delays in the
electrical case, which might in turn adversely affect percep-
tion of ITDs.

When comparing with traditional models for binaural
hearing to explain our electrical results, we note that a
mechanism is required in which interaural amplitudes may
affect lateralization percepts even when time delays have
little or no effect. This means we must discount models
which translate amplitude differences to time delays. The
improved jnd for the dichotic case is interesting and in con-
trast to the decreased binaural temporal sensitivity generally
observed with these two patients. Our earlier studies indi-
cated only a weak dependence of lateralization on ITD, im-
plying lateralization cues may not be responsible for the re-
sult obtained here. It is possible, however, that the
continually changing ITDs introduced by the different rates
on the two sides provide a noticeable ‘‘dynamic lateraliza-
tion’’ effect. Lateralization studies with time-varying ITDs
are required to test this hypothesis. If lateralization percepts
are not responsible, we must assume some other rate com-
parison mechanism, perhaps again at a higher center and
derived from the monaural channels. This mechanism must
be capable of comparing rate data from each side indepen-
dent of ITDs. A running autocorrelation on each monaural
signal followed by a cross correlator comparing the two au-
tocorrelated signals could achieve the desired function. Our
central masking and binaural loudness summation results can
be interpreted in terms of additive models. The lack of place
dependence found for central masking with electrical stimu-
lation, however, implies that these patients could not monitor
loudness in individual ‘‘binaural channels.’’ This is also in
opposition to results for normal hearing with acoustic
stimuli, which show strong frequency selectivity for central
masking, and lends further support to the suggestion that
higher centers may be used by these patients to combine
binaural information. Whether or not such higher centers
function similarly in the normal hearing case, or whether
they have adapted after prosthesis remains at this stage an
open question.

The results obtained in these studies should be taken into
consideration when attempting to develop successful speech
processors for these first two binaural cochlear implant pa-
tients. From the data collected here, it seems likely that bin-
aural intelligibility gains through unmasking will be absent
from basic implementations of binaural cochlear implant
strategies for these patients. The dichotic rate advantage
found does not offer an obvious speech processing scheme
that would benefit from this result. One possibility might be
to use an intelligent preprocessor to separate multiple sound
sources and present stimuli from these sources at separate
rates to the binaural patient with an advanced implant sys-
tem.
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This study examined the average and individual performance over time of 49 adult cochlear implant
subjects. Subjects were randomly assigned to receive either the Ineraid cochlear implant, with
analog processing, or the Nucleus cochlear implant, with feature-extraction processing. All subjects
had postlingual profound bilateral sensorineural hearing loss and received no significant benefit
from hearing aids before implantation. Group data were examined in two ways. First, only subjects
who had complete data over the test period were examined. Second, an analysis of all available data
was carried out by mixed linear-model analysis. In this analysis, to account for missed follow-ups
at the planned intervals, data consisting of the observations closest in time to the planned test times
were modeled by natural splines with knots at the planned follow-up times. Contrasts between all
pairs of planned follow-up times for each device were tested, as were contrasts between devices at
each planned follow-up time. Results indicated little difference between the performance of the
Ineraid and Nucleus subjects in their level of performance or their rate of learning. Postimplantation
performance was typically superior to preimplantation performance within 9 months, and continued
to improve up to 18–30 months depending on the speech perception measure. In some subjects,
improvements in speech perception measures were observed up to four or five years
postimplantation. There was also evidence that three subjects had a decrement in overall speech
perception performance, although their postimplantation scores were always higher than their
preimplantation scores. In at least one subject this was likely a result of age-related cognition
decrements. ©1997 Acoustical Society of America.@S0001-4966~97!01507-5#

PACS numbers: 43.66.Sr, 43.66.Ts, 43.71.Ky, 43.64.Me@JWH#

INTRODUCTION

Considerable data are now available concerning the per-
formance of cochlear implants for individuals with profound
sensorineural hearing loss. Studies examining performance
of cochlear implant recipients over time have indicated that
most gains in performance with cochlear implants occur in
the first 9–12 months of use. Considerable variation in the
overall performance and rate of improvement over time
among subjects has been reported~Cohenet al., 1993; Dor-
manet al., 1990; Spivak and Waltzman, 1990; Tye-Murray
et al., 1992!. None of the studies cited had substantial data
beyond two years, and few had directly compared different
cochlear implant designs over time.

There is a general lack of longitudinal data concerning
the development of auditory perception skills in cochlear im-
plant recipients over time. Most studies have been concerned
with documenting postimplantation speech perception abili-
ties over preimplantation abilities. Brownet al. ~1987!,
Dowell et al. ~1986!, and Waltzmanet al. ~1986! examined

improvement in speech perception scores over time with
Nucleus subjects. However, none of these studies went be-
yond 12 months and all had relatively small subject groups.
Spivak and Waltzman~1990! compared the preoperative
speech perception performance of 15 subjects, wearing hear-
ing aids, to their postoperative performance at 3 months as
well as at 1, 2, and 3 years using Nucleus cochlear implants.
On average, subjects exhibited the greatest amount of im-
provement in the first 3 months of implant use. They also
reported smaller, but significant, gains in the perception of
segmental features and open-set recognition of word and sen-
tence materials over the next 3 years. Improvement over this
time was most evident in those subjects with open-set speech
recognition at 3 months postimplantation. A problem with
this study was related to the sample size available beyond 2
years. Spivak and Waltzman~1990! presented data on only 5
subjects at 3 years. Consequently, comparisons were made
between time points with very unequal numbers in each
group. For example, comparisons were made between 15
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subjects at 3 months and 5 of the 15 subjects at 3 years
postimplantation.

Dormanet al. ~1990! reported on the spondee recogni-
tion in 27 Ineraid subjects over a 2-year period. They ob-

served that the rate of ‘‘reacquisition of spondee word rec-
ognition’’ varied considerably in their group of subjects. The
median score at 1 month postconnection was 10%, with the
range of scores being 0%–84%. At 2 years~22–28 months!,

TABLE I. Biographical data for the Nucleus cochlear implant subjects~NA5not available!.

Subject
number DOB

Duration
of profound

deafness~years!

Age at
profound

deafness~years!

Age at onset
of hearing
loss ~years!

Experience
with implant

~months!

Number of
channels
active

Ear
implanted

N1 4/26/17 4 65 32 41 20 right
N2 11/22/55 8 22 21 52 18 left
N3 3/30/24 1 61 37 53 20 left
N4 3/1/42 23 22 21 55 13 left
N5 12/5/57 19 10 2 55 16 right
N6 2/14/20 3 64 13 53 15 left
N7 4/14/35 22 30 8 55 13 right
N8 9/27/59 1 27 26 56 18 left
N9 6/17/64 10 13 2 0 NA left
N10 9/19/45 30 12 5 55 14 left
N11 5/29/34 7 47 47 59 20 right
N12 1/24/38 7 43 26 50 19 left
N13 1/4/42 2 45 44 31 19 left
N14 7/13/58 1 29 28 54 16 left
N15 10/23/42 15 31 17 60 20 right
N16 8/18/49 5 34 6 60 19 left
N17 10/16/25 20 44 43 51 19 left
N18 6/19/45 10 34 15 54 18 left
N19 1/26/23 5 62 5 50 20 right
N20 5/5/66 15 8 7 13 20 left
N21 2/2/20 10 60 12 55 17 left
N22 11/10/46 31 12 13 55 19 right
N23 11/29/23 17 49 21 54 19 right
N24 11/28/35 28 27 20 49 20 right
N25 6/26/28 27 35 14 41 16 left

TABLE II. Biographical data for the Ineraid cochlear implant subjects.

Subject
number DOB

Duration
of profound

deafness~years!

Age at
profound

deafness~years!

Age at onset
of hearing
loss ~years!

Experience
with implant

~months!

Number
of channels
active

Ear
implanted

I1 1/25/24 35 27 27 53 4 left
I2 7/10/18 3 65 13 53 4 left
I3 7/16/15 1 70 70 41 4 right
I4 11/27/19 8 59 51 54 4 right
I5 1/21/22 7 58 23 56 4 right
I6 1/14/22 44 21 20 54 4 right
I7 4/5/22 7 58 38 53 4 right
I8 10/14/28 2 57 31 53 4 right
I9 1/1/37 5 46 21 52 4 left
I10 8/5/24 17 47 26 17 4 left
I11 2/11/50 5 33 21 53 4 right
I12 8/15/55 1 32 6 58 4 left
I13 4/23/55 10 24 22 54 4 left
I14 6/26/27 22 40 16 52 4 right
I15 12/13/33 4 52 23 31 4 left
I16 6/22/38 47 4 3 54 4 left
I17 5/26/53 14 22 2 56 4 left
I18 3/5/21 10 59 15 57 4 right
I19 2/25/39 16 35 9 18 4 right
I20 10/19/64 1 24 0 53 4 left
I21 4/8/60 7 23 5 53 4 left
I22 2/23/21 19 50 48 55 4 left
I23 5/1/44 1.5 45 31 56 4 left
I24 12/25/17 25 48 39 52 4 left
I25 4/26/27 6 57 51 32 4 right
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the median score was 56%, but scores still varied widely—
0%–100%. Dormanet al., contrary to the results of Spivak
and Waltzman~1990!, found that poor open-set speech rec-
ognition soon after device activation~0%–12% at 1 month!
was not necessarily a prognosis of poor performance 1 or 2
years later. Out of the 14 subjects who scored 12% or less at
1 month, only 3 scored less than 28%, and 8 scored more
than 50% after 22–28 months of experience. Dormanet al.
found that some of the better subjects exhibited high perfor-
mance very soon after connection, whereas others gradually
improved over a 2-year period before reaching a high level
of performance.

The University of Iowa Cochlear Implant Program has
data for individuals using the Ineraid and the Nucleus co-
chlear implants for more than 5 years. In this study, we
present data for two groups of adult multichannel implant
subjects, the purpose being to examine mean and individual
performance over time. Examining performance over time is
important for a number of reasons. These reasons include the
need to verify the long-term effects of electrical stimulation
on the auditory system, being able to counsel potential sub-
jects of the time course to be expected for improvement, and
to plan rehabilitation strategies. We were interested in com-
paring the rate of improvement, as well as the overall per-
formance of the two devices. Individual data were also of
interest as it is possible that noteworthy trends in the perfor-

mance of individuals were obscured by mean data. This is
especially a concern when one considers the wide variation
in performance evident among subjects in previous studies.

I. METHOD

A. Subjects

The subjects for this study were 49 adult~26 male, 23
female! cochlear implant subjects, 25 with the Ineraid device
and 24 with the Nucleus device. Subjects were randomly
assigned to receive either the Ineraid or the Nucleus cochlear
implant. Biographical data for the Nucleus and Ineraid sub-
jects are shown in Table I and Table II, respectively. All
subjects had postlingual profound bilateral sensorineural
hearing loss, and received no significant benefit from hearing
aids before receiving a cochlear implant. Preoperatively, no
subject scored more than 4% for the NU-6 Word Recogni-
tion Test~Tillman and Carhart, 1966!, nor greater than 10%
for the Iowa Sentence Test~Tyler et al., 1986!, both tested
without visual clues. By the end of this study period~54
months! 4 subjects~2 from each implant group! were de-
ceased. One Nucleus subject withdrew due to lack of benefit
from implantation after 9 months of implant use. An addi-
tional Nucleus subject dropped out of the study soon after
connection due to lack of benefit~i.e., our original Nucleus
subject pool was 25!. Data for this subject are therefore not
presented in this manuscript.

Over the first 18 months, subjects were evaluated 1
month after implant connection and then at 9 and 18 months.
Thereafter, they were evaluated at annual intervals—at 30,
42, and 54 months. At each evaluation, several open-set and
closed-set speech tests were administered. The acoustic
stimuli for the speech tests were presented via laser video
disc in a sound field, under sound-treated conditions, with
the loudspeaker placed at 45° azimuth on the side of the
subject’s implanted ear. The consonant test was presented in
vision-alone and audition-plus-vision modes, in addition to
audition-alone, allowing the calculation of consonant lip-
reading enhancement. Lipreading enhancement was ex-
pressed as the percentage of the possible enhancement over a
subject’s vision-alone score, and was defined by the formula:

lipreading enhancement5
~A1V!2V

1002V
,

whereA1V was the audition-plus-vision score andV was
the vision-only score~Tyler et al., 1992!. All the other
speech tests were presented audition-alone. For all tests, the
presentation level was about 70 dB SPL~65–75 dB SPL!
and were administered and scored under computer control.
Subjects were permitted to adjust their processors to their
most comfortable listening level.

The speech test battery consisted of the Iowa Medial
Consonant Test, the Iowa Medial Vowel Test~Tyler et al.,
1983!, the Iowa Sentence Test, and the NU-6 Word Recog-
nition Test. The Iowa Medial Consonant test was a 78-item
~13 consonants repeated 6 times! closed-set test with the con-
sonant stimulus presented in an ‘‘/I/consonant/I/’’ context.
The Iowa Medial Vowel Test was a 54-item~9 vowels re-
peated 6 times! closed-set test with the vowel stimulus pre-

FIG. 1. Mean scores over time for the Iowa Medial Consonant Test. Top
three panels show group data for the same subjects over the time periods
indicated. Vertical bars represent standard errors of the means. The bottom
panel shows estimated mean scores over time for all available data based on
the mixed general model linear analysis. Vertical bars represent standard
errors based on large sample approximations.
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sented in an ‘‘/h/vowel/d/’’ context. The Iowa Sentence Test
was an open-set test and consisted of five 20-item lists~one
list presented randomly at each session!, scored by number
of key words correct~average of 85 words per list!. The
NU-6 Word Recognition Test was an Iowa recording of list
one ~50 words, 150 phonemes! of that test with the stimuli
presented in a random order at each presentation.

B. Equipment and design

All the Nucleus subjects in this study used a 22-
electrode feature-extraction processing strategy. Initially all
were programmed with theF0F1F2 strategy. This produces
pulsatile stimulation on a maximum of two channels~or elec-
trodes! per stimulus cycle. This strategy extracts and codes
first ~F1! and second~F2! formant frequency and their am-
plitudes. Frequency values forF1 andF2 determine which
electrodes are stimulated~F1 more apically andF2 more

basally! and the amplitude of each formant determines the
amount of current delivered by these electrodes. Fundamen-
tal frequency~F0! is coded as the rate of stimulation. During
the investigation, 13 of the Nucleus subjects received an al-
ternative feature-extraction processor, the Mini Speech Pro-
cessor. This processor made available an additional process-
ing strategy ~Multipeak or MPEAK!. We refer to this
strategy asF0F1F2B3B4B5. It stimulates a maximum of
four channels per stimulus cycle. In addition toF0, F1, and
F2, three additional fixed electrodes~B3, B4, andB5! are
stimulated when high-frequency information is present~de-
fault electrodes are 7, 4, and 1! ~see Parkinsonet al., 1996!.

Some subjects benefit from this more recent strategy,
some prefer theF0F1F2 and many show no preference.
Performance differences between theF0F1F2 and
F0F1F2B3B4B5 strategies have been described by others
~Kim et al., 1992; Parkinsonet al., 1996; Skinneret al.,

FIG. 2. ~a! Individual scores over time for the Iowa Medial Consonant Test for the Nucleus implant group.~b! Individual scores over time for the Iowa Medial
Consonant Test for the Ineraid implant group.
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1991; Waltzmanet al., 1992!. Our data suggest that perfor-
mance differences between these two strategies generally are
not large, on an individual or average basis~Parkinsonet al.,
1996!. Parkinsonet al., in an ABAB design, compared per-
formance of theF0F1F2 and F0F1F2B3B4B5 speech
processing strategies in a group of 17 subjects using the
Nucleus Mini Speech Processor on a number of speech mea-
sures. For 13 of these subjects~N8, N10, N11, N12, N14,
N16, N17, N18, N19, N21, N22, N23, and N25! this ‘‘up-
grade’’ study coincided with the time period examined for
the present ‘‘over-time’’ analysis. For periods during which
the two studies coincided, only the speech scores obtained
with the F0F1F2 processing strategy just prior to com-
mencing the upgrade study~for 10 of the above subjects this
was using the Nucleus Wearable Speech Processor III and
for 3 subjects this was using the Nucleus Mini Speech Pro-
cessor! and at the end of the upgrade study~at which time
they were all using theF0F1F2 strategy in the Mini Speech
Processor! were used. This allowed us to investigate any
effect the study protocol or change inprocessormay have
had on performance over time. Six of the 13 subjects~N16,
N17, N19, N21, N22, and N23! usedF0F1F2B3B4B5 for
periods ranging from 1 to 2 years after completion of the
Parkinsonet al. study. Two subjects~N18 and N25! have
data usingF0F1F2 for 12 months beyond the end of the

Parkinsonet al. upgrade study. For the other 5 subjects, the
end of the present study and the Parkinsonet al. study coin-
cided. All 13 subjects had at least 18 months of total implant
experience before commencing the upgrade study and were
therefore beyond the point in time during which most im-
provement in performance occurs~see results!. The data for
all 13 subjects were examined to investigate what effect the
newer processing strategy and/or processor may have had on
performance over time. In the present investigation, the data
presented for the subjects who underwent the upgrade study
represent the optimal of the two feature extraction alterna-
tives for each individual after completion of the upgrade
study. Data collected with each strategy were not treated
separately for the group analyses.

The Ineraid device consists of a compressed analog
four-channel~four electrodes! speech processor. This proces-
sor initially compresses the input signal to compensate for
the reduced dynamic range of electrically evoked hearing.
The output is bandpass filtered into four channels with the
output of each channel presented simultaneously to each of
the four electrodes. Speech is coded by the relative stimulus
amplitudes across the four channels, and the temporal fea-
tures of the waveforms within each channel. Detailed de-
scriptions for both the Ineraid and Nucleus devices can be
found in Eddington~1980!, Parkinsonet al. ~1996!, Skinner
et al. ~1991!, Patrick and Clark~1991!, and Wilson~1993!.

II. RESULTS

Most of the subjects had such limited hearing preim-
plantation that they could not hear the test stimuli. Subjects
who could not hear the test stimuli were assigned chance
scores for the purpose of the following graphs. However, the
statistical significance of the difference between mean score
at zero months and other time points was not tested because
of the unrealistically low variance~because many subjects
were assigned chance! at the zero-month condition.

There were follow-up times where data for an individual
were not available. Therefore, to represent a true picture of
performance over time, unaffected by differences in the
number of subjects available, two approaches were taken.
First, graphs are presented where subjects were included
only if they had data for all scheduled visits. That is, the
average data represented by each point in the graph represent
the same subject set across time. This was done for three
time intervals; 30, 42, and 54 months. Thus subjects who had
complete data over 54 months are also included in the other
two graphs. Second, a mixed general linear model~SAS/
STAT User’s guide, 1989; Woodworth, 1995! was used to
analyze all the available data from all subjects over a 54-
month period. Because subjects did not always appear for
follow-up visits at the planned intervals, we modeled the
growth curves with interpolating splines with ‘‘knots’’ at the
planned observation times. Contrasts among all pairs of
planned follow-up times for each device~i.e., between ses-
sions! were tested, as were contrasts between devices at each
planned follow-up time~i.e., within sessions!. Since there
were 15 contrasts between follow-up times and 6 between
devices, all tests were run at thep,0.01 significance level.

FIG. 3. Mean scores over time for Consonant Lipreading Enhancement. Top
three panels show group data for the same subjects over the time periods
indicated. Vertical bars represent standard errors of the means. The bottom
panel shows estimated mean scores over time for all available data based on
the mixed general model linear analysis. Vertical bars represent standard
errors based on large sample approximations.
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Figure 1 illustrates mean performance over time on the
consonant test for the Nucleus and the Ineraid groups. The
top three panels show subjects with complete data for 30, 42,
and 54 months experience, respectively. In each panel, each
data point represents the mean performance of thesame
group of subjects. In the bottom panel, estimated mean
scores are shown for all subjects.

Between-device analyses of the mixed-model data indi-
cated no significant difference between the two implant types
over the 54-month period for the consonant test~see the Ap-
pendix!. These results suggest that there were no differences
in overall performance, and that there was no difference in
the average rate of improvement for the two implant groups.
All graphs representing the group data show an almost im-
mediate improvement in consonant perception. By 1 month
postimplantation, the subjects were scoring, on average,
around 30% correct for consonant recognition. Although not
all subjects were tested preimplantation~see Sec. I!, most
would have scored at chance levels~7.7%! prior to implan-

tation as few had sufficient aided hearing to hear the stimu-
lus. Testing of the mixed-model data indicated significant
improvements in mean performance between 1 and 9 months
~t53.63, p50.0003, Ineraid;t53.04, p50.0026, Nucleus!
and between 9 and 30 months~t53.82, p50.0002, Ineraid;
t53.24, p50.0013, Nucleus! for both implant groups. No
significant improvement in mean score was noted after 30
months~i.e., p.0.01!.

Figure 2~a! and~b! plots individual consonant test scores
over time for the Nucleus and Ineraid groups. For clarity, the
subjects are divided into four groups for each figure. The
lack of significant intergroup differences is most likely re-
lated to the substantial variation in individual performance in
both groups of implant subjects. There was also considerable
variation in the rate of improvement among individuals. A
number of subjects showed dramatic improvement in conso-
nant recognition after only one month of implant experience.
For example, subjects N8, N11, N12, N13, N14, N15, I12,
I13, I21, and I23 scored between 50% and 60% correct at

FIG. 4. ~a! Individual scores over time for Consonant Lipreading Enhancement for the Nucleus implant group.~b! Individual scores over time for Consonant
Lipreading Enhancement for the Ineraid implant group.
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1-month postimplantation. Others reached similar levels of
performance, but took longer~e.g., N2, N21, I1, I22!. Per-
formance for many subjects after 18-months experience ap-
peared to become more stable, as the group data suggested.
However, that is not to say that learning did not occur after
this period. A number of subjects continued to show im-
provement after this time, although not as rapidly as in the
first 12 months. Three Ineraid and seven Nucleus subjects
showed a statistically significant~by the binomial theorem—
Thornton and Raffin, 1978! improvement in consonant rec-
ognition when comparing their scores at 18 months~by
which time most improvement had occurred! to their scores
at 54 months. An additional Nucleus subject who had data to
42 months also showed a significant improvement in conso-
nant score at 42 months over that obtained at 18 months. One
Nucleus subject and 1 Ineraid subject showed significant
decrements in performance between 18 and 54 months. Sev-
enteen Ineraid and 13 Nucleus subjects did not exhibit sig-
nificant changes after 18 months. Six subjects~2 Nucleus
and 4 Ineraid! with data of less than 42 months were not
considered in this analysis. While the poorer implant subjects
tended to stay at similar levels through 54 months, there
were some who eventually attained relatively high levels of
consonant recognition~e.g., N5, N10, N23, I20!.

It is important to note that some subjects~N14, I17, and
I22! showed significantdecreasesin performance over time,
even after showing initial improvement. In the case of I22,
the decrease occurred between 18 and 42 months with some

recovery evident at 54 months for the consonant test. How-
ever, as in the other two subjects, I22 showed similar dete-
rioration in performance for some of the other speech mea-
sures. Subjects showing significant late long-term changes in
performance across speech tests will be discussed in detail
later.

Figure 3 shows the average consonant lipreading en-
hancement provided by the implants over time. Lipreading
enhancement is the amount of enhancement provided by the
implant to consonant perception, expressed as a percentage
of the possible improvement over the score obtained by lip-
reading alone~see Tyleret al., 1992!. This metric allowed us
to compare and combine performance across subjects. The
spline analysis indicated no significant difference in mean
scores between the Ineraid and Nucleus subjects at any time
~see the Appendix!. Scores improved significantly up to 18
months for the Ineraid group and for the Nucleus group.
Mean performance for both implant groups improved be-
tween 1 and 9 months~t55.37, p50.0000, Ineraid;t
55.74, p50.0000, Nucleus!. Only the Nucleus group
showed significant improvement after 9 months~t53.28, p
50.0012, between 9 and 30 months!, but not beyond 30
months (p.0.01).

Individual data for consonant enhancement are pre-
sented in Fig. 4~a! and~b!. While many subjects appeared to
have reached a reasonably stable level of performance be-
yond 18 to 30 months, there were others who demonstrated
changes in consonant enhancement scores over time. Given
that lipreading enhancement is in part derived from the sub-
jects’ consonant scores, it is not surprising that there was
considerable variation in both overall performance and in
rate of improvement as observed for the consonant test. Two
Ineraid and 5 Nucleus subjects showed significant improve-
ments in consonant lipreading enhancement when their
scores at 18 months were compared to their scores at 54
months. One Nucleus and 2 Ineraid subjects had significantly
decreased scores when their scores at 18 months were com-
pared to 54 months. Seventeen Ineraid and 16 Nucleus sub-
jects showed no significant differences between 18 and 42 or
54 months, and 6 other subjects~4 Ineraid and 2 Nucleus!
only had data to 30 months or less.

As Fig. 5 shows, there was practically no difference in
average vowel perception between the two implant groups
~see the Appendix!. Statistical testing of the spline data indi-
cated that there was significant improvement in mean vowel
scores for both the Ineraid and Nucleus groups between 1
and 9 months~t54.32, p50.0000, Ineraid;t54.05, p
50.0001, Nucleus!. Significant improvement was also evi-
dent for the Ineraid group between 9 and 42 months~t
53.19, p50.0016! with no further improvement after 42
months. In the case of the Nucleus subjects, a significant
increase in mean vowel score was noted between 9 and 30
months ~t53.15, p50.0019! with a slight decrement in
mean performance between 30 and 54 months~t522.85,
p50.0047!.

Figure 6~a! and~b! shows the individual data and, again,
there was considerable variation in the performance of indi-
vidual subjects over time. Two Ineraid subjects and 1
Nucleus subject showed significant improvement in vowel

FIG. 5. Mean scores over time for the Iowa Medial Vowel Test. Top three
panels show group data for the same subjects over the time periods indi-
cated. Vertical bars represent standard errors of the means. The bottom
panel shows estimated mean scores over time for all available data based on
the mixed general model linear analysis. Vertical bars represent standard
errors based on large sample approximations.
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recognition when comparing their scores at 18 months to 54
months. Two Nucleus subjects showed a significant decrease
in vowel scores between 18 and 54 months. Nineteen Ineraid
and 19 Nucleus subjects showed no significant changes be-
tween their enhancement scores at 18 and 42 or 54 months.
Six ~4 Ineraid and 2 Nucleus! subjects did not have more
than 42 months experience. Examining Fig. 6~a!, the trend
for some individuals’ performance to decrease toward the
end of the study period is evident. However, it was likely
that N5 contributed most to the decrement in mean perfor-
mance of the Nucleus subjects between 30 and 54 months.
The test session at 54 months was the subject’s first testing
day with a new cochlear implant. This subject was reim-
planted just prior to the 54-month test session due to internal
device failure. This subject has been seen since the 54-month
visit and performance for this test was similar to that prior to
54 months. Further, there was no consistent decrease in per-
formance on other speech measures. When this subject’s

vowel score at 54 months was not considered in the data, no
significant difference was evident between 30 and 54 months
~t52.11, p50.0357!. Figure 5, showing the mean vowel
data, reflects the result with the data point for this subject not
considered at 54 months.

Figures 7 and 8 show the average scores over time for
NU-6 words and phonemes. The spline analysis indicated
that average performance across devices was not signifi-
cantly different for the NU-6 test scored by the number of
words correct or phonemically~see the Appendix!. The rate
of improvement for NU-6 word recognition was different for
each implant group. For the Nucleus group, there was a sig-
nificant improvement in average score between 1 and 9
months~t53.13, p50.0019! and between 9 and 18 months
(t53.63, p50.0003! with no further improvement after 18
months of experience (p.0.01). However, a significant dif-
ference in performance~at one month! was not found until
42 months of use for the Ineraid group, suggesting a slower

FIG. 6. ~a! Individual scores over time for the Iowa Medial Vowel Test for the Nucleus implant group.~b! Individual scores over time for the Iowa Medial
Vowel Test for the Ineraid implant group.
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rate of improvement~t52.96, p50.0034!. A significant im-
provement was found for the Nucleus group when the NU-6
test was scored phonemically between 1 and 9 months~t
53.38, p50.0008! and 9 and 18 months~t52.82, p
50.0052!, with no improvement observed after 18 months
(p.0.01). The Ineraid group demonstrated a different rate
of improvement for the NU-6 test scored phonemically as
opposed to when scored by the number of words correct. A
significant difference was noted between 1 and 9 months~t
52.85, p50.0047! and between 9 and 18 months~t
50.88, p50.0025!, as with the Nucleus subjects. For both
implant groups, the improvement observed in mean scores
for the NU-6 test was not as dramatic as with the other tests,
consistent with the clinical observation that the NU-6 test is
more difficult than other tests for these subjects.

Figure 9~a! and ~b! shows individual data over time for
the NU-6 word test. These data indicate that a number of
Nucleus subjects were scoring better on this test relative to
the Ineraid subjects. This trend was also evident in the aver-
age data shown in Fig. 7. If our statistical requirement had
not been as strict~i.e., 0.01,p,0.05!, significant differ-
ences in mean performance would have been evident at 18,
30, and 54 months, in favor of the Nucleus group~see the
Appendix!. Three Ineraid and 2 Nucleus subjects showed
significant improvements in word recognition when compar-
ing their scores at 18 months to 54 months. One Ineraid
subject with data to 42 months showed a significant improve-
ment in word score between 18 and 42 months. Seventeen

Ineraid and 20 Nucleus subjects showed no significant
changes. Six~4 Ineraid and 2 Nucleus! subjects did not have
data beyond 30 months. Being a more difficult test, there was
not as much variation in individual subject scores for the
NU-6 test when compared to the other tests in the battery
@Fig. 9~a! and ~b!#. However, for those who scored above
20% words correct, the general trend was for gradual im-
provement over time, consistent with the group data. Two
subjects, N15 and I9, showed a considerable decline in per-
formance after reasonable amounts of experience. Subject
N15 showed a consistent pattern of improvement up to
around 30 months postimplantation, and then suffered a de-
cline in performance at the 42 and 54 month visits. Fortu-
nately, this pattern was not evident in the other speech mea-
sures. In fact, this subject, overall, had excellent speech
perception scores@e.g., scored at or near 100% for the sen-
tence test—see Fig. 12~a!#. Subject 19 scored more than 20%
up to 9 months and then dropped below 10% for the rest of
the study period. However, phoneme scores for the same
subject remained quite good over the 54-month study period.
This subject also did not display the same trend across the
other speech measures. When scored phonemically, there
were large differences in individual performance and learn-
ing rates for the NU-6 test, as there was with the other
speech perception tests@Fig. 10~a! and~b!#. Four Ineraid and
5 Nucleus subjects showed a significant improvement in
phoneme recognition when comparing their scores at 18
months to their score at 54 months. One Ineraid subject~as
with their word score! and 1 Nucleus subject, with experi-
ence to 42 months, showed significant improvements in pho-

FIG. 7. Mean scores over time for the NU-6 Words Test. Top three panels
show group data for the same subjects over the time periods indicated.
Vertical bars represent standard errors of the means. The bottom panel
shows estimated mean scores over time for all available data based on the
mixed general model linear analysis. Vertical bars represent standard errors
based on large sample approximations.

FIG. 8. Mean scores over time for the NU-6 Phoneme Test. Top three
panels show group data for the same subjects over the time periods indi-
cated. Vertical bars represent standard errors of the means. The bottom
panel shows estimated mean scores over time for all available data based on
the mixed general model linear analysis. Vertical bars represent standard
errors based on large sample approximations.
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neme scores between 18 and 42 months. Two Nucleus and 3
Ineraid subjects showed significant decreases in NU-6 pho-
neme scores between 18 and 54 months. Thirteen Ineraid and
14 Nucleus subjects showed no significant changes. Four In-
eraid and 2 Nucleus subjects did not have data beyond 30
months.

Figure 11 shows that mean scores for the sentence test
also did not differ between the two implant groups at any
time point ~see the Appendix!. For both the Ineraid and
Nucleus subjects, a significant improvement was found for
mean sentence scores between 1 and 9 months~t55.37, p
50.0000, Ineraid;t55.74, p50.0000, Nucleus!. However,
the Nucleus group continued to show improvement with a
significant difference found between 9 and 30 months~t
53.28, p50.0012!. As with the other tests, individual per-
formance varied greatly as did learning over time@Fig. 12~a!
and~b!#. Five Ineraid and 5 Nucleus subjects showed signifi-

cant improvements in sentence scores when comparing per-
formance at 18 months to 54 months. Two Nucleus subjects
and 1 Ineraid subject showed a significant decrease in per-
formance between 18 and 54 months. Fifteen Ineraid and 15
Nucleus subjects showed no significant changes between 18
and 42 or 54 months. Six~4 Ineraid and 2 Nucleus! subjects
did not have more than 30 months experience.

It was of interest to see if late changes in long-term
performance with individual subjects were reflected across
speech tests. From the analyses described above, very few
subjects showed changes across more than one or perhaps
two of the speech tests. Therefore, as a conservative ap-
proach to evaluate long-term changes in overall perfor-
mance, we defined significant change in overall performance
when all the following criteria were met:

~i! First, a change in performance, in the same direction

FIG. 9. ~a! Individual scores over time for the NU-6 Words Test for the Nucleus implant group.~b! Individual scores over time for the NU-6 Words Test for
the Ineraid implant group.
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~either increasing or decreasing!, was reflected over
two or more consecutive data points for any of the
speech perception measures. That is, performance ei-
ther improved or decreased and did not return to pre-
vious levels.

~ii ! Second, the overall change was statistically significant
at the 0.05 level by the binomial theorem~Thornton
and Raffin, 1978!. That is, the score just prior to the
period of change was significantly different from the
score at the end of the period of change.

Using these two criteria, we found that 27 subjects experi-
enced a significant change in performance on at least one of
the speech measures. As a conservative approach, we further
required that:
~iii ! The change in performance was evident~not necessar-

ily statistically significant!, and in the same direction,
over at least four of the six speech measures made.

The four measures could not include NU-6 phonemes
andwords, nor consonant recognitionand consonant
lipreading enhancement. This is because these pairs of
measurements are not independent.

Six subjects met all three criteria~Fig. 13!. Two Ineraid
subjects~I7 and I9! and one Nucleus subject~N17! showed
improvement in overall performance~to the left of Fig. 13!.
Two Nucleus subjects~N14 and N18! and one Ineraid sub-
ject ~I22! demonstrated decrement in performance over a
number of speech measures~to the right of Fig. 13!.

Subject I7 showed statistically significant improvement
~t values all>2.35,p values<0.044!, by the binomial theo-
rem, for all tests except the consonant test between 30 and 54
months. Subject N17 was included in this group after dem-
onstrating significant improvement between 18 and 54
months for the sentence test~t54.17,p50.0000! and for the
consonant test~t54.84, p50.0000!. In addition, apart from

FIG. 10. ~a! Individual scores over time for the NU-6 Phoneme Test for the Nucleus implant group.~b! Individual scores over time for the NU-6 Phoneme
Test for the Ineraid implant group.
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the score for NU-6 phonemes at 54 months, there was an
overall upward trend in speech scores across all the test mea-
sures. Subject I9 showed significant improvement for conso-
nant lipreading enhancement between 30 and 54 months~t
52.56,p50.0106!. While modest gains were observed there
was consistent improvement across the other speech scores
after 18 months.

Subject N14 was included in the group showing decline
in performance over time as a significant difference was
noted for the consonant test between 18 and 54 months~t
522.79, p50.0052! ~as well as consonant lipreading en-
hancement!. In addition, there was decline in performance
across the other speech tests between 42 and 54 months.
Subject I22 demonstrated a significant drop in score between
18 and 54 months for consonant lipreading enhancement~t
523.43, p50.0006!, and for the sentence test~t523.38,
p50.0007!. There was also a general trend of decreasing
performance for the other tests over the 18 to 54 month pe-
riod, except for a recovery in performance for the consonant
test at 54 months. Subject N18 also showed an overall de-
cline in speech recognition between 18 and 54 months, sta-
tistically significant for the sentence test~t522.17, p
50.0304!.

During the course of the study 5 Nucleus patients~N5,
N8, N10, and N19! and 1 Ineraid patient~I3! experienced
internal device breakdowns. The Nucleus breakdowns were
all due to internal device failure and the Ineraid due to
trauma to the percutaneous pedestal. Scores for these patients

were checked for significant changes, using the binomial
theorem, before and after reimplantation for any effects on
performance overtime. The Ineraid patient suffered a blow to
the head which fractured the percutaneous pedestal, requiring
full replacement of the internal receiver/stimulator at 15
months postimplantation. No significant effect was observed
on this patient’s speech scores when scores were compared
before and after reimplantation. The Nucleus patients suf-
fered internal device failures for varied reasons. Subject N18
experienced device failure immediately following the origi-
nal surgery and so all data presented here are with that sub-
ject’s second device. Subjects N10 and N19, who experi-
enced failures at 51 and 8 months, respectively, showed
small effects on overall performance. Specifically, N10 sig-
nificantly improved on the consonant test but significantly
decreased on the sentence test. Subject N19 significantly im-
proved on the sentence test but for none of the other tests. It
should be noted that reimplantation for this subject occurred
within the first 9 months of implant use when most improve-
ment was generally observed in these subjects. Subject N5
was reimplanted at 55 months postimplantation and showed
significant decrements in scores for the vowel, sentence, and
NU-6 phoneme tests, but performance recovered back to pre-
vious levels by the next annual test visit. Subject N8 showed
significant gains after reimplantation for the consonant,
vowel, and sentence tests. Like subject N19, subject N8 was
reimplanted early~at three months! at a time when signifi-
cant changes in performance generally occur under normal
circumstances. As with most other subjects, both of these
subjects improved up to around 18 months postimplantation
before reaching a plateau in performance over time.

III. DISCUSSION

The primary observations of this investigation include:

~i! Postimplantation performance was superior to preim-
plantation performance;

~ii ! Mean performance increased dramatically during the
first 9 months and continued to improve, at a slower
rate, up to around 18 to 30 months depending on the
speech measure;

~iii ! There was little difference between the Ineraid and
Nucleus subjects in their level of performance or their
rate of learning;

~iv! Improvements in speech perception for some speech
measures were observed up to 3 or 4 years postim-
plantation in some subjects;

~v! There was evidence that a few subjects experienced a
decrement in overall speech perception performances.

These observations are generally consistent with and ex-
tend those reviewed in the introduction~e.g., Tye-Murray
et al., 1992; Waltzmanet al., 1986!. It is remarkable that
most subjects show such rapid gains in speech understanding
in the first 9 months after receiving their cochlear implants.
Many continue to improve over the first 112–2

1
2 years, and

longer in some subjects. It is not known why some subjects
continue to show improvements over several years and most
others appear to stabilize. Possible factors include external
~additional learning opportunities, aural rehabilitation pro-

FIG. 11. Mean scores over time for the Iowa Sentence Test. Top three
panels show group data for the same subjects over the time periods indi-
cated. Vertical bars represent standard errors of the means. The bottom
panel shows estimated mean scores over time for all available data based on
the mixed general model linear analysis. Vertical bars represent standard
errors based on a large sample approximations.
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grams, processor adjustments or changes!, and internal~re-
organization of the central nervous system—see Tyler and
Summerfield, 1996! factors.

It was troublesome to note that a few subjects showed a
decrease in performance over time after having made sub-
stantial gains with the cochlear implant. It will be important
to monitor these subjects for a longer period to see if the
decrease in their performance over time continues. It is pos-
sible that electrical stimulation has had some deleterious ef-
fect on the nervous system for these subjects. However, mea-
surements of electrical thresholds over time from implanted
subjects do not show deterioration~Brown et al., 1995; Dor-
man et al., 1992!. It might be expected that older subjects
would have some deterioration of the central nervous system
independent of their cochlear implant. Such cognitive losses
in the elderly could result in poorer speech understanding,
whether listening through a hearing aid or a cochlear implant
~Schum, 1994!. Indeed, the subject denoted as I22 in Fig. 13

is elderly and clinical observations made by the audiologist
indicated definite age-related changes in the subject’s cogni-
tive and physical function. It is also possible that the disease
producing the hearing loss has continued, or that a new dis-
ease process, unrelated to the cochlear implant, is affecting
the auditory system.

It is difficult to be sure exactly how changing the
Nucleus subjects to the ‘‘upgraded’’ processor might have
affected performance over time. Four of the subjects~N18,
22, 23, and 25! had been implanted from 18 to 22 months
before the upgrade study began. The other subjects had been
implanted for much longer. Most of the improvement noted
in the present study occurred by 18 months. Therefore, we
suspect that any effects, if present, were small.

Only 13 of the 24 of the Nucleus patients reported in the
present study participated in the upgrade study during the
time period we are reporting. We examined these 13 subjects
separately. Six of these subjects preferred and used the more

FIG. 12. ~a! Individual scores over time on the Iowa Sentence Test for the Nucleus implant group.~b! Individual scores over time on the Iowa Sentence Test
for the Ineraid implant group.
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recentF0F1F2B3B4B5 speech processing strategy after
the processor upgrade. In the upgrade study, Parkinsonet al.
~1996! found little difference between the two speech strat-
egies, within or across test sessions, over the 12-month study
period on an individual or group basis. To investigate indi-
vidual effects for the 13 subjects involved in the upgrade
study, speech scores usingF0F1F2 ~for most subjects in the
Wearable Speech Processor! at the beginning of the study
were compared to the scores with the same strategy in the
Mini Speech Processor at the end of the 12-month study. A
significant change in overall performance was determined to
have taken place if a change was evident on three or more of
the speech measures. As applied earlier with our subjects
showing late long-term changes, the speech measures could
not include both NU-6 wordsand phonemes nor consonant
recognitionand consonant lipreading enhancement. Exami-
nation of the individual data in this way showed that only
two subjects improved their scores over three~N23! and four
~N22! measures. One additional subject~N18! was one of
those identified as showing a decrement in performance after
long-term use of the cochlear implant over a period of time
that corresponded to the upgrade study and one year beyond.
With only three individuals~N18, N22, and N23! showing
any evidence of a consistent change in performance during
the upgrade study, it is likely that the ‘‘true’’ pattern ofav-
erage performance overtime is as observed in the present
study.

We should note that other processing strategies, with
different versions of compressed analog, feature extraction,
or other alternatives, might differ from the ones described
here. For example, strategies that produce more normal
speech should result in faster learning curves.

In summary, it is clear from these data that cochlear

implantation in postlingually deafened adults provides sig-
nificant benefits for speech perception. There is little differ-
ence in mean performance over time between Ineraid and
Nucleus ~with feature-extraction processing! implant users
despite considerable differences in their speech processing
schemes. These data likely reflect the large individual varia-
tion in performance among implant users and highlight the
importance of within-subject comparisons of processing
schemes in future studies. Processors are available which
allow comparison of pulsatile and analog strategies within
the same subjects. Although speech perception performance
seems to stabilize for most subjects after 18–30 months of
use, some subjects showed changes in performance even af-
ter considerable experience. Future study might be directed
toward the investigation of the effect of altering or ‘‘fine-
tuning’’ various fitting parameters with the aim being to fur-
ther improve performance.
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APPENDIX

Between device statistics~t values! for the speech mea-
sures over time are given in Table AI,P values are shown in
parentheses. Note: Degrees of freedom are large~251! be-
cause they are based on pooling the number of degrees of
freedom~number of observations—1! per subject.

FIG. 13. Speech perception scores over time for individual subjects with
significant late long-term changes in performance.

TABLE AI. Between device statistics.

Speech
measure

Month
1

Month
9

Month
18

Month
30

Month
42

Month
54

Consonants
0.23 0.77 1.20 0.55 0.60 0.44

~0.8162! ~0.4415! ~0.2295! ~0.5845! ~0.5479! ~0.6614!

Enhancement
0.78 0.88 1.20 1.01 1.01 1.11

~0.4384! ~0.3797! ~0.2305! ~0.3112! ~0.3119! ~0.2677!

Vowels
0.90 0.57 0.42 0.81 0.34 0.71

~0.3676! ~0.5680! ~0.6750! ~0.4190! ~0.7350! ~0.4796!

NU-6 words
0.96 1.51 2.20 2.27 1.87 2.10

~0.3399! ~0.1332! ~0.0287! ~0.0243! ~0.0621! ~0.0366!
NU-6 0.82 1.10 1.56 1.84 1.58 1.56
phonemes ~0.4157! ~0.2707! ~0.1202! ~0.0668! ~0.1154! ~0.1205!
Sentences 1.31 1.11 0.97 1.31 0.96 0.89

~0.1913! ~0.2693! ~0.3344! ~0.1911! ~0.3382! ~0.3719!
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Articulatory control of phonological vowel length contrasts:
Kinematic analysis of labial gestures
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The present study investigated the articulatory control of the German vowel quantity contrast, i.e.,
the phonological difference between short and long vowels. By means of an optoelectronic system
the excursions of the compound lower lip/jaw opening and closing gestures were measured during
production of test sentences comprising the target sequence /pVp/~V5/a/, /i/, /u/, /a:/, /i:/, /u:/!.
First, a highly linear relationship between peak velocity and movement amplitude emerged within
each quantity class. Second, vowel quantity systematically influenced the scaling of velocity and
amplitude during oral opening. Third, as compared to their short counterparts, long vowels showed
an increased peakedness of the velocity profile. Finally, the velocity profiles of the long vowels were
characterized by an asymmetric shape in terms of a prolonged deceleration phase of the opening and
a lengthened acceleration interval of the closing movement. With respect to durational coarticulation
patterns, the control of vowel quantity clearly differed from intrinsic, i.e., vowel type-induced,
variability. The latter was partially compensated for at the level of word duration by shortening of
the prevocalic consonant whereas vowel quantity turned out to be primarily due to the lengthening
of the syllable /pV/. ©1997 Acoustical Society of America.@S0001-4966~97!00806-0#

PACS numbers: 43.70.Aj, 43.70.Bk, 43.70.Fq@AL #

INTRODUCTION

Both orofacial and laryngeal articulatory gestures are
characterized by a highly linear correlation between peak
velocity and amplitude which is, to some extent, preserved
even across variation of speaking rate~Ostry et al., 1983;
Ostry and Munhall, 1985!. This relationship constrains the
degrees of freedom during speech motor execution because
an increase of displacement gives rise to higher peak velocity
~Kelso et al., 1985; Vatikiotis-Bateson and Kelso, 1993!.
The task dynamical systems approach suggests that mass-
springs provide, within some limits, a model for articulatory
gestures. On this basis, the linear correlation between ampli-
tude and peak velocity can be considered to reflect invariant
‘‘stiffness’’ of the assumed mass-spring during movement
execution. Conceivably, this measure represents an impor-
tant control parameter of skilled motor processes because
modification of stiffness allows one to produce predictable
changes in the relationship between peak velocity and move-
ment range~Gracco, 1994!.

As concerns articulatory movements, stiffness, in terms
of the ratio of peak velocity and amplitude, and movement
time show an inverse interdependency. Ostry and Munhall
~1985!, therefore, proposed the following formula:
@~peak velocity!/~movement amplitude!# ~movement time!
5c, where parameterc is a constant value. Within the
framework of this model, movement time can be controlled
solely by the adjustment of stiffness. Thus, at least for those
segments of the acoustic signal which depend on the duration
of single articulatory gestures, explicit representation of
‘‘time’’ is not necessarily required in order to produce pho-
netically relevant length modifications. Using a reiterant syl-

lable substitution task, Kelso and coworkers were able to
partially confirm these suggestions~Kelso et al., 1985;
Vatikiotis-Bateson and Kelso, 1993!. As concerns the En-
glish language, these authors found a decrease of stiffness in
parallel with the prolongation of stressed syllables. However,
these durational changes were also associated with variation
of movement amplitude: Accented syllables showed larger
displacements than their unstressed counterparts. In French,
the signaling of syllable stress even predominantly depends
upon movement range. Obviously, therefore, various lan-
guages differ in the extent to which movement duration and
stiffness contribute to the control of stress.

Besides the adjustment of single articulatory excursions,
intergestural phasing might be relevant for phonetic timing
as well. Edwardset al. ~1991! and Harringtonet al. ~1995!
found, e.g., that ‘‘truncation’’ of an articulatory gesture by
the subsequent one contributes to the differentiation of ac-
cented and unaccented syllables. This kind of shortening
gives rise to reduced movement amplitude concomitant with
preserved peak velocity. Furthermore, vowel lengthening in-
duced by the following voiced consonant has been shown to
consist of a particular prolongation of the final portion of the
vowel opening gesture. This finding has been interpreted to
reflect the adjustment of intergestural timing in terms of a
delayed initiation of the consonant closing gesture~DeJong,
1991!.

The mass-spring model predicts invariant velocity pro-
files of articulatory gestures. In contrast, the control of in-
tergestural phasing should compromise their shape in that
truncation of an articulatory movement shortens while a de-
layed initiation of the subsequent movement lengthens the
deceleration phase of the preceding gesture. Parameterc can
be considered a measure of the shape of velocity profiles
~Munhall et al., 1985!. In case of a triangular geometry,ca!Electronic mail: ingo.hertrich@uni-tuebingen.de
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achieves a value of 2.0. Sinusoidal profiles are characterized
by c5p/2, and rectangles byc51.0. Whereas Ostry and
Munhall ~1985! conceived of parameterc as a constant, Ad-
amset al. ~1993! found a systematic variation of this mea-
sure with speaking rate during tongue tip movements. Slow
gestures turned out to have larger values than faster ones. As
a parameter of the velocity profile’s peakedness, Adams
et al. ~1993! introduced the coefficient of kurtosis. However,
the validity of this measure has been questioned because it
yielded inconsistent results. Substitution of the term:~move-
ment amplitude!/~movement time!, by ~average velocity!
within the formula for parameterc leads to the following
equation: c5peak velocity/ average velocity~Hoole et al.,
1994!. It is obvious that this interpretation of parameterc
provides a simple measure of the peakedness of velocity pro-
files which may be more adequate than the coefficient of
kurtosis. Thus, increased values of parameterc during re-
duced speech rate, as observed by Adamset al. ~1993!, in-
dicate an enlarged peakedness of the velocity profiles. Be-
sides parameterc, speech tempo influences the symmetry of
the velocity profiles in terms of their skewness or the relative
time to peak velocity~Adamset al., 1993!.

In some languages such as German, the distinction be-
tween long and short vowels represents an important aspect
of the temporal organization of the acoustic signal which has
to be adequately controlled. For example, German has mini-
mal pairs exclusively differing in vowel length, e.g., ‘‘Rate’’
@ra:th.# ~English ‘‘installment’’! versus ‘‘Ratte’’@rath.# ~En-
glish ‘‘rat’’ !. This component of phonetic timing has been
labeled ‘‘vowel quantity,’’ e.g., /a/ versus /a:/, in contrast to
‘‘vowel type,’’ e.g., ‘‘a,’’ ‘‘i,’’ ‘‘u’’ which predominantly
refers to the vocal tract configuration~MacNeilage, 1980!.
Vowel quantity can be considered a more feasible paradigm
of speech timing—in terms of the articulatory encoding of
phonological length contrasts—than stress-dependent adjust-
ments of segment lengths or final lengthening effects. First,
besides durational parameters other acoustic cues such as
sound intensity also contribute to accent signaling. Stressed
and unstressed segments have been suggested to vary along
the hyper-hypoarticulation dimension rather than being two
temporally specified categories,~DeJong, 1995; DeJong
et al., 1993!. Second, phrase-final lengthening does not nec-
essarily represent a specific phenomenon of speech timing,
but might reflect a universal pattern in motor sequencing.

In some respect, the opposition of German short and
long vowels resembles the English tense/lax distinction
~Kohler, 1995!. Accordingly, the high vowels /u/ and /i/
show a more open vocal tract configuration than their long
counterparts /u:/ and /i:/ with respect to tongue position
~Bohnet al., 1991!. Formant measurements revealed that, as
a rule, short vowels are more centralized than their long cog-
nates. In unstressed position this effect even may exceed the
durational contrast~Jessen, 1993!. On this basis it might be
questioned that the phonological vowel length contrast rep-
resents a feasible model of phonetic timing. However, Jes-
sen’s study did not rely on strict minimal pairs. Therefore,
coarticulation effects due to different phonetic environments
cannot be ruled out. Using electromagnetic articulography,
Hoole and Ku¨hnert ~1996!, e.g., have shown significant in-

teractions between vowel tenseness and surrounding conso-
nant categories on the position of tongue and jaw during the
production of high vowels.

Despite controversies about the nature of the German
vowel system~see Becker, 1995!, duration seems to be the
strongest acoustic correlate of the distinction of short and
long vowels, at least in stressed position~Jessen, 1993!. It
seems to be warranted, therefore, that the present study uses
the term ‘‘quantity’’ for this phenomenon, assuming a par-
ticular mechanism of articulatory timing to be responsible
for the implementation of this contrast. The findings of
Hoole et al. ~1994! indicate that the time course of move-
ment velocity during the opening–closing cycle may shed
light on this mechanism.

A few studies dealing with a similar durational contrast
as the German vowel length effect are available for Swedish
and Icelandic. As concerns the latter languages, the distinc-
tion between short and long vowels depends upon the dura-
tional ratio between the vowel and the succeeding consonant
~Pind, 1995; Sock and Lo¨fqvist, 1995! and has been called
‘‘complementary quantity’’~Becker, 1995!. However, stan-
dard German has not been classified as a language with
complementary quantity effects~Becker, 1995!. Thus, its du-
rational features may be different. In contrast to other lan-
guages, vowel quantity in German has been assumed to rep-
resent a primarily prosodic feature, being linked to syllable
structure of stressed syllables rather than to vocalic segments
~Vennemann, 1991; Becker, 1995!. First, short vowel catego-
ries do not occur in open syllables, and second, short vowels
differ from long cognates with respect to the maximum pos-
sible number of following consonants.

The present investigation used a /pVp/ sequence, with
short and long vowels in medial position, for the examina-
tion of the articulatory kinematics of the German vowel
length effect. In consideration of the data obtained from du-
rational stress adjustments, sentence-final lengthening ef-
fects, and kinematic changes with speech rate, the following
hypotheses can be adduced with respect to the articulatory
control of the distinction of short and long vowel.

~a! If labial opening and closing gestures predominantly
account for the length contrast between short and long vow-
els in a /pVp/ context, a high correlation between the dura-
tion of the opening-closing cycle and vowel duration must be
expected. As an alternative, the temporal coordination be-
tween the laryngeal devoicing/voicing gesture and the labial
opening–closing cycle might account for the implementation
of vowel quantity. In the latter case, long target vowels
should be compensated for by the shortening of other seg-
ments.

~b! If the control of vowel quantity primarily depends
upon the scaling of peak velocity and movement amplitude,
short vocalic segments should be characterized by an in-
creased stiffness of the lower lip gestures as compared to
their long counterparts. As an alternative, intergestural phas-
ing might be relevant in this regard as well. If so, systematic
alterations of the velocity profile’s symmetry must be ex-
pected.

~c! Assuming that long vowels can be understood in
terms of a local reduction of speech rate, these segments

524 524J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 I. Hertrich and H. Ackermann: Labial kinematics



should have increased values of parameterc as compared to
their short cognates.

Opening and closing movements seem to represent dif-
ferentially controlled synergistic actions~Gracco, 1994!. For
example, the latter tend to be performed with higher peak
velocity and shorter duration than their opening cognates
~Adamset al., 1993; Forrestet al., 1989; Vatikiotis-Bateson
and Kelso, 1993; Gracco, 1994!. Moreover, opening gestures
are more sensitive to variation of speech rate than closing
movements~Adamset al., 1993!. Thus, opening and closing
gestures may contribute in a differential way to the articula-
tory kinematics underlying the German vowel length effect.

Most conclusions with respect to the mass–spring anal-
ogy have been inferred from correlational data on movement
amplitude and peak velocity. In order to obtain scattergrams
which are prerequisite to this kind of analysis, sufficient vari-
ability of the respective parameters must be available. Kine-
matic data indicate that high vowels such as /i/ and /u/ are
characterized by smaller lower lip movements than the low
counterpart /a/. These various vowel types, thus, should elicit
systematic changes in movement amplitude of the compound
lower lip/jaw gestures. Articulatory excursions, therefore,
were measured across different vocalic phonemes of the tar-
get word ‘‘gepVpe.’’ Admittedly, this procedure introduces a
further dimension of durational variability since these three
vowels are known to have different intrinsic lengths within a
given quantity class~Antoniadis and Strube, 1984!. For ex-
ample, the length of /i:/ just amounts to about 60% of the
duration of /a:/~Hertrich and Ackermann, 1995!. However, if
quantity represents a separate dimension of phonetic control
~Becker, 1995!, different mechanisms of vowel quantity ad-
justment and intrinsic durational variability must be ex-
pected, e.g., in terms of durational coarticulatory compensa-
tion.

I. METHODS

A. Subjects

Six staff members~3 males, 3 females; age: 20–30
years! from the Department of Neurology, University of
Tübingen, participated in the present study. These individu-
als never had suffered from any diseases of the central ner-
vous system or the cranial nerves. All of them were native
German speakers.

B. Speech material

Subjects had to produce German sentences of the type
‘‘Ich habe gepVpe gelesen’’~‘‘I have read gepVpe’’;
V5/a/, /a:/, /i/, /i:/, /u/, /u:/, /y/, or /y:/!. The respective eight
target words were visually presented eight times each in ran-
domized order. Sixty-four sentences~8 vowels38 repeti-
tions! were thus recorded from each subject. In order to ob-
tain sufficient variability of movement amplitude, the present
study considered the three vowel types ‘‘a’’~5/a/ or /a:/!,
‘‘i’’ ~5/i/ or /i:/!, and ‘‘u’’ ~5/u/ or /u:/!. The sentence pro-
ductions with vowel ‘‘y’’ were discarded from analysis since
the respective bilabial gestures were quite similar to the ‘‘u’’

items. Furthermore, we wanted to avoid an over-representa-
tion of small-amplitude gestures. No instruction with respect
to speech rate was given to the subjects.

C. Recording procedure

Tracking of labial movements relied on an optoelec-
tronic system~ELITE; Bioengineering Technology & Sys-
tems, Italy; Ferrigno and Pedotti, 1985!. In addition to kine-
matic measurements, the acoustic speech signal was recorded
on a DAT tape~PCM 2000; Sony, Japan! by means of a
head-mounted microphone~C 410/B; AKG, Austria!, placed
about 5 cm in front and 5 cm to the right of the mouth.
Subjects were sitting on a chair throughout the experiment
with reflecting markers (diameter50.6 cm) attached to the
nasion, upper and lower lips in the midsagittal plane and to
the right and left corner of the mouth. Two cameras, both of
them supplied with a corona of infrared light emitting di-
odes, were mounted 2 m in front and 1 m to theleft and
right, respectively, of the speaker’s head. In order to achieve
optimal spatial resolution, calibration was restricted to a vol-
ume of about 40340340 cm, with the speaker’s head at its
center, by means of zoom objectives. Each camera system
automatically detected the reflector locations at a sampling
rate of 100 Hz within a two-dimensional representation of
the calibrated space. The three-dimensional reconstruction of
the respective trajectories was performed off-line under
manual control for correct marker assignment. Under dy-
namic conditions the spatial resolution of the ELITE system
amounts to about 0.2 mm~Borghese and Ferrigno, 1990!.
This degree of accuracy is similar to that achieved by other
available optical systems~e.g., Munhall, 1993!.

D. Data processing

Preliminary inspection of the data revealed that the
lower lip predominantly contributes to the opening and clo-
sure of the vocal tract during production of the /pVp/ se-
quences~see Kuehn and Moll, 1976!. Therefore, the upper
lip was discarded from analysis. In order to exclude interfer-
ences of head movements with the kinematic recordings, the
three-dimensional distance between the markers attached to
the nasion and the lower lip, respectively, was considered the
basic kinematic parameter. The opening and closing compo-
nents of the lower lip movements during production of the
/pVp/ sequences approximately occur in the nasion-lower lip
direction. In contrast, the lip protrusion of rounded vowels
can be expected to occur in a direction orthogonal to this line
and thus can be neglected within the context of the present
investigation. Both jaw movements as well as lower lip ex-
cursions relative to the jaw may contribute to the trajectory
of the nasion-lower lip distance. The present study consid-
ered the compound movement of these two articulators since
it represents the functionally releveant trajectory with respect
to oral opening and closing. Prior to parameter extraction,
the lower lip trajectories were slightly smoothed by means of
a three-point averaging filter.

The velocity curve of the lower lip trajectory was com-
puted using the three-point difference method:vt5(xt1dt
2xt2dt)/2dt; vt5velocity at timet, xt5nasion-lower lip
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distance at timet, dt5time interval between two adjacent
sample points. Comparison of unfiltered and low-pass fil-
tered velocity curves revealed significantly reduced peaks
and troughs, respectively, in the latter case. For example,
three-point smoothing may gave rise to a decrease of mea-
sured absolute maximum velocity up to about 100 mm/s
~Ackermannet al., 1995!. Since the present study aimed at
the determination of peak values, the velocity data were de-
rived from the unfiltered trajectories. Figure 1 provides an
example of the acoustic signal, the lower lip displacement,
and the respective velocity values. Although the time course
of the velocity curve appears ‘‘noisy,’’ the peak values as
well as their temporal locations could be more precisely de-
termined at the unfiltered data than after smoothing.

E. Acoustic and kinematic parameters

The duration of the target word~‘‘word duration’’!, as
determined from vowel onset of the first~arrow A in Fig. 1!
to vowel offset of the final syllable~arrow D!, and the dura-

tion of the target vowel /V/~‘‘vowel duration’’!, i.e., the
interval between its onset~arrow B! and the respective steep
decline of signal amplitude~arrow C!, were measured by
means of a cursor at the acoustic signal~Hertrich and Ack-
ermann, 1994!.

In order to select the kinematic intervals of interest, the
onset of both the first and the second schwa of the target
word were manually marked at the simultaneously displayed
lower lip trajectory. A peak-picking algorithm developed by
the Motor Control Lab of the Department of Neurology, Uni-
versity of Tübingen, automatically determined the maximum
nasion-lower lip distance within this time interval~i.e., maxi-
mum opening of the vocal tract during the production of the
target sequence /pVp/; arrow F!. Then the minimum nasion-
lower lip distances during the interval between, first, onset of
the first schwa and maximum opening and, second, maxi-
mum opening and onset of the second schwa were detected
~arrows E and G!. These two events represent the bilabial
occlusions preceding and following the target vowel, respec-
tively. On the basis of these measures, the amplitude of the
opening and closing gesture~‘‘opening amplitude,’’ ‘‘clos-
ing amplitude’’!, the respective durations~‘‘opening time,’’
‘‘closing time’’ ! as well as ‘‘cycle time,’’ i.e., the sum of the
opening and closing intervals, were calculated. The absolute
maximum velocities during oral opening and closing were
determined in the same way~arrows H and I!.

As a measure of the coordination between labial articu-
lation and the laryngeal adduction initiating the target vowel,
the time interval from the beginning of the opening gesture
~arrow E! to vowel onset~arrow B! was measured~‘‘time to
vowel onset’’!.

In order to characterize the dynamics of the two articu-
latory gestures considered, the linear regression functions of
peak velocity on amplitude were computed separately for
each quantity class across the three vowel types. Further-
more, parameterc~5@peak velocity/movement amplitude#
3movement time; Ostry and Munhall, 1985! as well as the
relative duration of the acceleration phase~5time to
peak velocity/movement time; Adamset al., 1993! were cal-
culated as measures of the velocity profile’s peakedness and
symmetry.

F. Statistical analysis

In order to test the effects of vowel quantity on the
acoustic and kinematic measures considered, two-way analy-
ses of variance~ANOVAs! including the independent factor
variables quantity~long, short! and vowel type~‘‘a,’’ ‘‘i,’’
‘‘u’’ ! were performed. When a differential behavior of the
opening and closing gestures had to be expected, gesture was
added as an intra-utterance factor within a repeated measures
design. The evaluation of vowel quantity effects on the
slopes and intercepts of the computed regression functions
relied on an analysis of covariance with ‘‘peak velocity’’ as
the dependent variable, ‘‘amplitude’’ as the covariate, and
quantity as the independent factor.

FIG. 1. Target word /gepa:pe/ produced by speakerN4: acoustic speech
oscillogram~upper panel!, three-point smoothed lower lip trajectory~mid
panel!, and the respective velocity trace~lower panel!. A5target word onset,
B5target vowel onset, C5target vowel offset, D5word end, E5pretarget
closure, F5maximum opening, G5posttarget closure, H5peak velocity of
opening gesture, I5peak velocity of closing gesture, opamp5amplitude of
opening gesture, clamp5amplitude of closing gesture, op-a5opening accel-
eration time, op-d5opening deceleration time, cl-a5closing acceleration
time, cl-d5closing deceleration time, opv5opening peak velocity,
clv5closing peak velocity.
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II. RESULTS

A. Analysis of durational parameters

In order to test hypothesis~a!, vowel, word, and move-
ment cycle lengths were analyzed.

1. Interactions of vowel quantity and vowel type with
respect to segment durations

All speakers produced the expected quantity contrast,
i.e., a significant difference in length between long and short
vowel targets. Furthermore, statistical analysis revealed in-
trinsic durational variability of the vocalic segments as indi-
cated by a main effect of vowel type~Table I!. Prolongation
of the low vowels~/a/, /a:/! as compared to their high coun-
terparts~/i/, /i:/, /u/, /u:/! accounts for these findings~Table
II !. Finally, a significant quantity3vowel type interaction
emerged~Table I! in that the absolute difference in length
between /a/ and /a:/ exceeded that of the other two minimal
pairs ~Table II!.

Port ~1981! suggested that invariant durational ratios
rather than constant absolute differences characterize the En-
glish tense/lax opposition. On the basis of this assumption,
the quantity3vowel type interaction simply might reflect in-
trinsic durational variability. In order to assess ratios rather
than the absolute differences, the ANOVA was repeated with
the logarithmic values of vowel duration as the dependent
variable. Whereas quantity and vowel type each yielded
comparable main effects under these conditions, the two-way
interaction failed significance in three of the six speakers
(p.0.05). Thus, Port’s suggestion could be, at least par-
tially, confirmed. Although the quantity effect in absolute

measures, i.e., in milliseconds, depends on vowel height, the
same regularity seems to control the phonological durational
contrast in low and high vocalic phonemes. It remains to be
settled, however, whether this finding is restricted to the
speech material of the present study or whether it represents
a more general principle~see Gopal, 1990, 1996!.

To some degree, intrinsic durational variability of vow-
els can be compensated for by the adjustment of neighboring
segments~Hertrich and Ackermann, 1995!. Accordingly, the
average difference in duration between vowel types ‘‘a,’’ on
the one hand, and ‘‘i’’ as well as ‘‘u,’’ on the other~mean
difference across all speakers530 ms, standard deviation
~s.d.!56 ms; long and short targets being pooled!, exceeded
the respective word length contrasts~16 ms, s.d.516 ms!. It
is noteworthy, however, that vowel quantity had an inverse
effect on word and vowel lengths~average durational differ-
ence between long and short vowels532 ms, s.d.59 ms, dif-
ference between the respective words548 ms, s.d.522 ms;
data pooled across vowel types and speakers!. The temporal
domain of the quantity contrast, thus, extends beyond the
respective vocalic segment.

2. Correlations between vowel duration and
movement cycle time

The difference in mean movement cycle time between
short and long vowels~data pooled across subjects and
vowel types! was 47 ms (s.d.512 ms). A similar value
emerged for word durations~see above!. Obviously, thus, an
increase of the articulatory opening-closing cycle duration of
the target sequence /pVp/, in the absence of any relevant

TABLE I. Analysis of variance with vowel type and quantity as independent factors and vowel duration as the
dependent variable: Table of individualF values.

Subjects
d.f. N1 N2 N3 N4 N5 N6

Vowel type 2,42 73.44 266.13 52.30 39.99 43.55 53.30
Quantity 1,42 406.93 349.14 90.01 137.80 156.71 97.18
Vowel type3quantity 2,42 14.41 39.94 12.14 20.76 9.76 7.77

All values are significant atp,0.01.

TABLE II. Individual means of vowel duration and movement cycle duration~standard deviation in parenthe-
ses!.

/a/ /a:/ /i/ /i:/ /u/ /u:/

~A! Vowel duration@ms#
N1 50 ~7! 116 ~13! 31 ~4! 77 ~8! 32 ~4! 67 ~8!
N2 65 ~5! 116 ~8! 42 ~5! 68 ~6! 39 ~5! 55 ~5!

N3 63 ~7! 96 ~7! 53 ~4! 60 ~12! 43 ~6! 66 ~9!

N4 51 ~6! 105 ~11! 43 ~4! 71 ~15! 44 ~3! 56 ~10!
N5 52 ~9! 102 ~7! 37 ~8! 64 ~9! 38 ~8! 62 ~13!
N6 70 ~8! 113 ~14! 53 ~5! 69 ~7! 48 ~10! 73 ~12!

~B! Cycle duration@ms#
N1 189 ~10! 261 ~21! 181 ~19! 213 ~27! 171 ~16! 225 ~29!
N2 198 ~10! 253 ~16! 180 ~16! 213 ~10! 168 ~12! 186 ~11!
N3 214 ~7! 263 ~5! 185 ~9! 246 ~14! 208 ~18! 278 ~7!

N4 183 ~14! 254 ~13! 171 ~11! 203 ~18! 163 ~9! 183 ~22!
N5 200 ~11! 271 ~27! 189 ~12! 247 ~11! 204 ~18! 256 ~17!
N6 195 ~12! 249 ~18! 176 ~5! 204 ~15! 179 ~19! 200 ~24!
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compensation by neighboring segments, predominantly con-
tributes to quantity-induced word prolongation.

As concerns the speech material of the present study,
two different mechanisms, conceivably, influence the acous-
tic duration of the target vowels: The duration of the
opening-closing cycle and the timing of laryngeal adduction
as indicated by vowel onset at the acoustic speech signal. To
differentiate between these two alternatives, Pearson’s corre-
lation coefficients were computed, first, between vowel du-
ration and movement cycle time and, second, between vowel
duration and the time interval extending from the beginning
of the opening gesture to vowel onset~‘‘time to vowel on-
set’’!. In case of positive correlations between movement
cycle time and vowel duration, without negative correlations
between vowel duration and ‘‘time to vowel onset,’’ vowel
duration can be expected to primarily depend on the articu-
latory cycle. In contrast, negative correlations between ‘‘time
to vowel onset’’ and vowel duration, concomitant with miss-
ing positive correlations between cycle duration and vowel
duration, indicate that the coordination of orofacial and la-
ryngeal gestures represents the essential factor underlying
the observed variability of vowel duration. In order to deter-
mine whether the effects of quantity and type on vowel du-
ration comprise different mechanisms, two series of correla-
tion analyses were performed. First, quantity was discarded
as a source of variability by a separate consideration of long-
and short-vowel utterances~Table III, columns 1 and 2!. Un-
der these conditions, vowel type represents the only system-
atic source of variability underlying the computed correla-
tions. Second, the three vowel types were considered
separately~Table III, columns 3 to 5! with quantity being the
main source of variability. As concerns the latter analysis,
the computed correlation coefficients between movement

cycle time and vowel duration consistently achieved high
values~Table IIIA, columns 3–5!. Furthermore, no negative
correlations between ‘‘time to vowel onset’’ and vowel du-
ration occurred under this condition~Table IIIB, columns
3–5!. Since long and short vowels showed an even larger
difference in cycle time than in vowel duration, these data
indicate a strong relationship between vowel quantity and the
articulatory opening-closing cycle.

When vowel type represented the source of variability,
the computed correlation patterns were inconsistent across
speakers and quantity categories~Table III, columns 1 and
2!. At least in some speakers, intrinsic vowel lengths do not
tightly depend upon the duration of the articulatory move-
ment cycle. Furthermore, the observed negative correlations
between vowel duration and ‘‘time to vowel onset’’~Table
IIIB, columns 1 and 2! suggest an association between the
intrinsic durational variability of vowels and laryngeal-
supralaryngeal coordination. Figure 2 illustrates this finding.
As compared to ‘‘a,’’ vowel onset of the high vowels ‘‘i’’
and ‘‘u’’ was delayed with respect to the beginning of the
articulatory opening-closing cycle. ANOVAs performed
with ‘‘time to vowel onset’’ as the dependent variable re-
vealed a significantly (p,0.01) shorter duration of this mea-
sure in the context of low~/a/ and /a:/! as compared to high
vowels ~/i/, /u/ and /i:/, /u:/, respectively! ~F@1,142#58.82
for short vowels and 10.72 for long vowels; data pooled
across subjects!.

TABLE III. Table of correlation coefficients: Correlational patterns between
~A! vowel duration and articulatory movement cycle time and~B! vowel
duration and the interval from the beginning of the opening gesture to vowel
onset at the acoustic signal~‘‘time to vowel onset’’!. Columns 1 and 2
display data pooled across vowel types separately for each quantity class,
the data in columns 3 to 5 were pooled across vowel quantity classes within
each vowel type category.

~A! Correlations between vowel duration and cycle time
/a,i,u/ /a:,i:,u:/ /a,a:/ /i,i:/ /u,u:/

N1 0.16 0.57a 0.88a 0.48 0.81a

N2 0.76a 0.91a 0.96a 0.74a 0.77a

N3 0.15 0.22 0.92a 0.53 0.79a

N4 0.12 0.93a 0.94a 0.80a 0.70a

N5 0.02 0.41 0.80a 0.83a 0.72a

N6 0.66a 0.91a 0.93a 0.77a 0.84a

pooled 0.31a 0.52a 0.83a 0.50a 0.58a

~B! Correlations between vowel duration and ‘‘time to vowel onset’’
/a,i,u/ /a:,i:,u:/ /a,a:/ /i,i:/ /u,u:/

N1 20.62a 20.56a 0.08 0.08 0.73a

N2 20.39 20.03 0.40 0.20 0.07
N3 20.59a 20.67a 0.16 0.23 0.60
N4 20.35 0.15 0.61 0.02 0.63a

N5 20.66a 20.49 0.30 0.60 0.30
N6 20.68a 20.18 0.50 0.24 0.77a

pooled 20.45a 20.32a 0.18 0.11 0.39a

aSignificant at the levelp,0.01.

FIG. 2. Schematic display of the individual means, across the eight repeti-
tions of each test sentence, of word duration~large rectangles!, vowel dura-
tion ~hatched rectangles in the upper half of the ‘‘word rectangles’’!, and
temporal extension of the opening~small unfilled rectangles! and the closing
gesture~small filled rectangles!.
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3. Differential contribution of opening and closing
gestures to the vowel quantity contrast

All subjects showed a significant main effect of quantity
on the duration of both the opening and the closing gesture
~Table IV!. In consideration of previous studies which inves-
tigated the effects of stress and consonant categories on
vowel production ~Edwards et al., 1991; DeJong, 1991;
Gracco, 1994!, it was expected that the opening gesture pre-
dominantly participates in the control of vowel quantity.
Therefore, a repeated measures ANOVA was performed with
the independent factors quantity, vowel type, and gesture,
and with movement time as the dependent variable. A differ-
ential contribution of oral opening and closing to the quantity
contrast should give rise to a significant gesture3quantity
interaction. However, this relationship emerged in speaker
N2 only (p,0.01). Two individuals (N1, N3) exhibited,
instead, a significant three-way gesture3quantity3vowel
type interaction. In these instances, the effect of quantity on
the duration of the opening and closing gestures depends on
vowel type~Fig. 2!. Although all speakers showed a length-
ened cycle duration of long as compared to short vowels, a
fairly large variability across vowel types emerged with re-
spect to the relative contribution of the opening and the clos-
ing gestures. In all individuals, modification of the opening
gesture primarily accounted for the quantity distinction of
vowel type ‘‘a.’’ By contrast, some speakers~e.g.,N1 in Fig.
2! produced the long vowel /u:/ by means of a prolonged
closing gesture.

B. Influence of vowel quantity on the dynamics of
opening and closing gestures

In order to test hypothesis~b!, the contribution of intra-
gestural velocity/amplitude scaling to the quantity contrast
was assessed. Given that ‘‘a,’’ ‘‘i,’’ and ‘‘u’’ differ in am-
plitude of lower lip excursions~Johnson, 1991! and assum-
ing that these various vowel types are characterized by a
common scaling mechanism, a strong linear relationship be-

tween peak velocity and amplitude across vowel types must
be expected within each quantity category. By contrast,
variation across short and long vowels should give rise to
systematic alterations of the peak velocity/amplitude scaling.
Figure 3 displays the individual peak velocity/amplitude
plots separately for opening and closing gestures together
with the respective linear regression lines for short and long
vowel quantity. Significant correlations between peak veloc-
ity and amplitude emerged in all instances (p,0.0001) with
coefficients ranging from 0.76 to 0.99. As a rule, closing
gestures achieved higher values (all.0.93) than the opening
movements. Apart from a few exceptions, the intercepts of
the opening, but not the closing gestures significantly dif-
fered from zero. Since the spring model implies that the in-
tercept of the linear velocity/amplitude regression equals
zero, these findings are not compatible with a ‘‘pure’’ mass-
spring model and point to additional mechanisms of tempo-
ral control such as intergestural timing~Edwards et al.,
1991!.

In order to test for each speaker whether the slopes and
intercepts obtained from short and long vowels exhibit sig-
nificant differences, an analysis of covariance was performed
with peak velocity as the dependent variable, amplitude as a
covariate, and quantity as a categorical factor. As a rule, the
slope for the opening gesture was steeper in short than in
long vowels. Thus, short vocalic segments are characterized
by an increased articulatory stiffness during the opening
movement~Figs. 3 and 4!. In speakersN1 andN6 this effect
achieved significance (p,0.01), whereas the error bars of
the slopes from speakerN3 almost completely overlap. With
respect to the intercept of the opening gesture, none of the
subjects showed a significant quantity difference.

As concerns oral closure, vowel quantity did not signifi-
cantly influence the slopes~all p.0.05!. With respect to the
intercepts, a significant difference between short and long
vowels emerged in speakerN3 (p,0.01), a respective ten-
dency in subjectN5 (p50.06). Presumably, these findings
reflect individual strategies of quantity-dependent modifica-

TABLE IV. Analysis of variance with vowel type and quantity as independent factors and movement cycle time as the dependent variable: Table of individual
F values~A! for the opening gesture,~B! for the closing gesture, and~C! for both gestures with gesture as an intra-utterance factor.

d.f. N1 N2 N3 N4 N5 N6

~A! Opening gesture
Type 2,42 13.94a 34.55a 8.33a 16.86a 4.19 7.79a

Quantity 1,42 13.49a 80.99a 93.70a 39.91a 47.50a 11.93a

Type3quantity 2,42 9.26a 5.48a 1.74 7.77a 5.46a 4.28

~B! Closing gesture
Type 2,42 4.08 23.41a 20.57a 5.42a 3.46 1.06
Quantity 1,42 40.58a 15.21a 182.11a 10.53a 27.94a 7.49a

Type3quantity 2,42 8.45a 3.83 15.57a 0.61 2.23 1.11

~C! Repeated measures ANOVA with both gestures
Type 2,42 8.79a 58.05a 27.81a 37.79a 4.17 20.08a

Quantity 1,42 71.98a 93.14a 361.07a 86.86a 144.10a 50.31a

Type3quantity 2,42 3.71 8.29a 3.81 12.60a 1.22 4.29
Gesture 1,42 18.95a 173.60a 168.52a 48.40a 19.31a 31.71a

Gesture3type 2,42 9.11a 4.28 5.75a 2.46 3.75 1.47
Gesture3quantity 1,42 2.83 22.67a 2.55 5.56 1.61 0.53
Gesture3type3quantity 2,42 11.63a 1.63 10.24a 1.94 4.97 2.68

aSignificant at the levelp,0.01.
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tion of the closing gesture since both these individuals had
the smallest quantity differences with respect to their slopes
for the opening movement.

C. Influence of vowel quantity on velocity profile
shapes

Besides the scaling of peak velocity and amplitude, ad-
justments of the shape of the velocity profiles might contrib-
ute to the control of speech timing~hypothesisc!. Parameter
c and the ratio between the acceleration phase and gesture
duration were considered measures of peakedness and sym-
metry, respectively. Parameterc showed a tendency towards
increased values in long vowels~Fig. 5!. However, this effect
was not consistent across vowel types and speakers, and a
significant quantity main effect emerged in some cases only
~Table V!.

With respect to the velocity profiles’ symmetry, all
speakers exhibited a significant gesture3quantity interaction
~Table VI!. As concerns oral opening, the relative duration of
the acceleration phase was shorter in long as compared to
short vowels. The closing gestures showed an inverse rela-
tionship ~Fig. 6!. The factor vowel type yielded, in contrast,
only inconsistent effects across subjects.

III. DISCUSSION

A. Relevance of the mass–spring model for the
control of vowel quantity

The present study revealed a highly linear relationship
between peak velocity and amplitude across vowel types
within each quantity class for compound lower lip/jaw
movements in a /pVp/ context. Obviously, thus, the ‘‘ampli-
tude instruction by vowel type’’ paradigm represents a fea-

FIG. 3. Scatterplots of peak velocity and movement amplitude values as well as the calculated regression lines. Each symbol refers to a single sentence
utterance: filled~unfilled! symbols5short~long! vowels, squares5‘‘a’’ targets, triangles5‘‘i’’ targets, circles5‘‘u’’ targets. Regression lines were computed
across vowel types, separately for short~solid! and long vowels~dashed!. Note the different scales for peak velocity of the opening and closing gestures.
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sible approach to elicit systematic variations of lower lip
displacements. Moreover, the compound lower lip/jaw
movements reflect the behavior of a mass-spring in terms of
an automatic amplitude/velocity co-specification at a given
stiffness of the system. As expected on the basis of this
model, systematic changes of articulatory stiffness paralleled
the adjustment of vowel duration: Short targets showed an
increased slope of the peak velocity/amplitude scaling as
compared to their long counterparts during oral opening.
Since a significant correlation between vowel duration and
movement cycle time emerged, these articulatory processes
can be considered a relevant mechanism for the control of
vowel quantity. In contrast to oral opening, the closing ges-
ture was found to be less susceptible to the vowel length
contrast. The latter finding corroborates recent studies which
indicate rather rigid dynamic properties of the closing move-
ments~e.g., Gracco, 1994!.

Considering the equation provided by Ostry and Mun-
hall ~1985!, invariant movement time across changes of am-
plitude must be expected in the presence of a given stiffness.
However, previous investigations~e.g., Vatikiotis-Bateson
and Kelso, 1993! revealed, to some degree, a larger range
with longer gesture durations. Accordingly, the present study
showed on average longer movement cycle durations in low
~‘‘a’’ ! as compared to high vowels~‘‘i,’’ ‘‘u’’ !. These data,
as well as the finding of several studies~e.g., Ostry and Mu-
nhall, 1985; Adamset al., 1993! that parameterc consis-
tently exceeds the theoretical value ofp/2, are at variance
with an ideal spring system which is characterized by

amplitude-independent cycle durations and sinusoidal veloc-
ity curves. Therefore, Kelso and co-workers added a cubic
stiffness component to the spring function~Kelso et al.,
1985; Vatikiotis-Bateson and Kelso, 1993!. However, the ac-
celeration values obtained at very small displacements from
the equilibrium point indicate that even this modified version
of a mass-spring~‘‘soft spring’’ ! cannot completely account
for the amplitude dependency of movement time~Kelso
et al., 1985!. In other words, the soft spring fails to provide a
comprehensive and economical description of the observed
variability of kinematic parameters, i.e., to predict, at least
under certain conditions, the amplitude/velocity as well as
the amplitude/time relationships by the adjustment of a
single system parameter. In accordance with these previous
findings, the present study revealed that articulatory stiffness,
i.e., the linear scaling factor of peak velocity and amplitude,
only partially accounts for the control of vowel duration.

B. Adjustments of the velocity profile geometry along
with vowel quantity

Within the context of dynamical systems, the velocity
profiles’ shape is determined by the model function. A sym-
metrical and sinusoidal geometry must be expected in the
case of a simple mass–spring system. Actual speech data,
however, have revealed systematic alterations in this regard.
For example, the tongue tip opening gesture examined by
Adamset al. ~1993! showed higher values of parameterc
during slow as compared to fast speech. Furthermore, the

FIG. 4. Slope and intercept values with standard error bars as derived from the regression lines displayed in Fig. 3. Each regression refers to
3~vowel types!38~repetitions!524 sentence productions.
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relative length of the acceleration phase was inversely related
to movement duration. The present study found similar rela-
tionships:~a! an increased value of parameterc in case of
longer durations;~b! a longer deceleration phase of the open-
ing and an increased acceleration interval of the closing

movement in long as compared to short vowels. The inves-
tigation of the durational characteristics of English vowel
categories yielded similar results~Johnson, 1991!. The modi-
fication of the deceleration phase of the opening gesture can
be interpreted in terms of intergestural timing mechanisms,

FIG. 5. Subject means with standard error bars of parameterc, a measure of velocity profile’s peakedness, across eight repetitions of each test sentence.

TABLE V. Analysis of variance with vowel type and quantity as independent factors and parameterc as the dependent variable: Table of individualF values
~A! for the opening gesture,~B! for the closing gesture, and~C! for both gestures with gesture as an intra-utterance factor.

d.f. N1 N2 N3 N4 N5 N6

~A! Opening gesture
Type 2,42 4.50 1.28 12.55a 4.44 4.14 3.26
Quantity 1,42 0.13 3.53 0.01 6.58 0.96 0.21
Type3quantity 2,42 0.76 0.42 0.82 1.34 0.99 1.36

~B! Closing gesture
Type 2,42 0.16 0.74 8.02a 0.06 3.39 6.42a

Quantity 1,42 13.06a 1.43 0.03 3.14 8.64a 8.54a

Type3quantity 2,42 3.06 0.85 3.45 0.75 2.94 2.71

~C! Repeated measures ANOVA with both gestures
Type 2,42 3.36 0.30 12.74a 3.87 9.21a 13.74a

Quantity 1,42 8.05a 4.03 0.00 16.95a 11.45a 7.09
Type3quantity 2,42 3.99 0.68 1.49 3.68 3.13 6.14a

Gesture 1,42 0.40 0.10 0.16 3.59 18.41a 5.20
Gesture3type 2,42 2.60 1.85 9.44a 1.07 0.11 0.37
Gesture3quantity 1,42 2.96 0.12 0.03 0.04 2.84 1.16
Gesture3type3quantity 2,42 0.14 0.66 1.90 0.02 1.80 0.01

aSignificant at the levelp,0.01.
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i.e., truncation of the opening movement in case of short
vowels and delayed onset of the closing movement in case of
long vowels~Edwardset al., 1991!. However, the lengthened
relative acceleration time of the closing gesture in long vow-

els can neither be accounted for by a specification of stiffness
nor by intergestural phasing. This effect might be due to
intragestural timing processes in terms of a particularly slow
performance during the initial phase of oral closure. A simi-

TABLE VI. Analysis of variance with vowel type and quantity as independent factors and relative acceleration
time as the dependent variable: Table of individualF values~A! for the opening gesture,~B! for the closing
gesture, and~C! for both gestures with gesture as an intra-utterance factor.

d.f. N1 N2 N3 N4 N5 N6

~A! Opening gesture
Type 2,42 0.77 1.61 5.75a 0.48 1.15 8.82a

Quantity 1,42 15.02a 10.59a 6.38 2.93 4.37 19.74a

Type3quantity 2,42 0.90 0.09 0.61 0.06 0.97 0.80

~B! Closing gesture
Type 2,42 6.41a 1.14 5.16a 1.51 5.54a 16.82a

Quantity 1,42 69.95a 4.68 18.34a 21.96a 19.15a 25.38a

Type3quantity 2,42 7.29a 1.54 13.00a 0.79 3.77 9.51a

~C! Repeated measures ANOVA with both gestures
Type 2,42 1.64 1.13 7.83a 0.67 4.40 1.13
Quantity 1,42 0.40 0.27 0.66 3.32 2.96 0.66
Type3quantity 2,42 3.30 0.71 7.29a 0.22 3.25 1.92
Gesture 1,42 11.01a 0.03 17.85a 0.42 51.96a 19.59a

Gesture3type 2,42 2.80 1.57 2.75 1.57 2.29 31.21a

Gesture3quantity 1,42 68.79a 14.68a 24.09a 28.47a 35.50a 62.48a

Gesture3type3quantity 2,42 1.11 1.12 4.04 0.79 1.22 6.43a

aSignificant at the levelp,0.01.

FIG. 6. Subject means with standard error bars of the relative duration of the acceleration part of each gesture, averaged across eight repetitions of each test
sentence.
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lar mechanism has been suggested by Edwards and co-
workers with respect to phrase-final lengthening~Edwards
and Beckman, 1988; Edwardset al., 1991!. Since the latter
effect could not be explained by a specific control mecha-
nism such as the adjustment of stiffness, an intermediate
level of ‘‘time’’ representation was assumed by these au-
thors. Conceivably, a differential behavior of the jaw and the
lower lip is responsible for the prolonged initial part of the
closing gesture: e.g., a slow jaw movement of early onset
associated with a faster, but delayed labial gesture. However,
the present investigation cannot clarify this issue since only
the compound lower lip/jaw movements were recorded.

Within the context of the present study, the factor vowel
type did not consistently influence the shape of the velocity
profiles. Assuming that systematic alterations of the velocity
profile’s geometry reflect mechanisms of intergestural tim-
ing, this finding can be considered a further argument for the
suggestion that intrinsic vowel length variability and
quantity-induced durational patterns differ with respect to
their control.

C. The differential control of opening and closing
gestures

In accordance with previous studies~Adams et al.,
1993; Ackermannet al., 1995!, the closing gesture, as a rule,
had a shorter duration than the preceding opening movement,
showed a steeper regression line between peak velocity and
amplitude, and apparently was less susceptible to temporal
demands. Assuming a rather stereotypic nature of the closing
gesture, a predominant contribution of the opening move-
ment to the lengthening of long vowels must be expected. As
concerns the scaling of peak velocity and amplitude, this
hypothesis was confirmed. With respect to movement dura-
tion, however, a significant three-way interaction between
gesture, quantity, and vowel type emerged in some speakers.
A particular pattern of effects could be observed: A prolon-
gation of the opening gesture gives rise to the lengthening of
‘‘a’’ whereas modulation of the initial part of the closing
gesture predominantly accounts for the quantity distinction
of the vowel ‘‘u.’’ These findings indicate that the control of
quantity does not solely depend on the adjustment of single
gestures. Lindblom~1963! suggested that vowel lengthening
~‘‘vowel undershoot hypothesis’’! results from a continuous
approximation to the respective target position. In the case of
‘‘a,’’ the target is characterized by a wide open position.
Therefore, vowel prolongation should be associated with an
increased duration of the opening gesture. In contrast, a well-
articulated long German ‘‘u’’ is characterized by a rather
narrow lip opening. Accurate durational control of such
small movements might be difficult. It is conceivable, there-
fore, that the gesture towards the vowel target consists of a
short and slightly overshooting opening phase and a succeed-
ing approximation towards the intended /u:/ target. Under
these conditions, the latter motor component represents the
initial part of the closing gesture.

These suggestions have some implications for the rela-
tion between gestures and segments in general. Acoustic tar-
gets, i.e., segment rather than gesture durations, are the rel-
evant entities conveying linguistic information~Johnson

et al., 1993; Ohala, 1993!. Models of articulatory phonology,
however, consider acoustic segments to be a function of un-
derlying gestures~Browman and Goldstein, 1986!. Admit-
tedly, articulatory movements underly the acoustic signals in
a causal sense and therefore a statistical relation between
durations of articulatory movements and phonetic segments
must exist. However, the relation between gestures and seg-
ments seems to be rather indirect and multifaceted when the
former are defined in terms of kinematic events. In order to
solve this problem, Fowler and Saltzman~1993! differenti-
ated between ‘‘phonetic gestures’’ and ‘‘articulatory move-
ments.’’ On this basis they defined ‘‘gesture’’ as ‘‘a member
of a family of functionally equivalent articulatory movement
patterns that are actively controlled with reference to a given
speech-relevant goal.’’ In consideration of this suggestion,
the observed differential contribution of opening and closing
gestures to the quantity contrast depending on vowel type
might reflect a discrepancy between articulatory movements
defined in terms of oral opening and closing on the one hand,
and in terms of target approximation on the other. Although
the /pVp/ movement cycle can be subdivided into an opening
and a closing phase, the phonetically relevant articulatory
units may be different entities in that the movement cycle
consists of two speech gestures, the first of which is directed
towards the vowel target and the second of which is directed
towards the succeeding consonant place of articulation.

The present study considered the compound lower lip/
jaw gestures. However, the vowel ‘‘u’’ differs from ‘‘a’’ not
only in amplitude but also in the feature of lip rounding.
Although the kinematic aspect of lip protrusion in rounded
vowels has been more or less discarded from analysis, dif-
ferences between ‘‘a’’ and ‘‘u’’ in lip tension and in the
relative timing of jaw and lower lip may still be present in
addition to differences in amplitude. Conceivably, the bipha-
sic pattern of the lower lip and jaw closing gesture in /u:/ is
caused by a partial desynchchronization of the lower lip and
the jaw.

D. Vowel quantity and intrinsic durational variability

As in earlier studies~Antoniadis and Strube, 1984; Her-
trich and Ackermann, 1995; Ramers, 1988!, low vowels
were found to have longer durations than their high counter-
parts. This intrinsic temporal variability has been explained
by different movement times of the jaw opening gesture in
the various vowel contexts~Stevenset al., 1966; Lehiste,
1970; Nooteboom, 1985!. Assuming a high correlation be-
tween lower lip and jaw excursions~e.g., Gracco, 1994! and
disregarding compensatory effects between these two articu-
lators~Lindblom, 1990!, the cycle time of lower lip and jaw
movements as measured in the present study should be
closely related to intrinsic vowel durations as well. However,
the calculation of correlation coefficients did not reveal a
consistently tight relationship between intrinsic vowel dura-
tions and movement cycle time. Furthermore, the intrinsic
durational variability showed partial compensation at the
word level and led to negative correlations between vowel
duration and the time interval between the beginning of oral
opening and vowel onset. At least partially, thus, intrinsic
vowel durations seem to reflect differences in laryngeal-
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supralaryngeal coordination rather than in movement execu-
tion time. These suggestions are in line with the observation
that the voice onset time preceding /a/ is shorter than in case
of /u/ or /i/ ~Port and Rotunno, 1979!. By contrast, the quan-
tity effect on word length exceeded the difference between
short- and long-vowel duration. Thus, vowel quantity seems
to reflect a mechanism of syllable lengthening extending be-
yond the vocalic segment. These findings corroborate the
suggestion of a prosodic nature of the German quantity con-
trast ~Becker, 1995; Vennemann, 1991!.

E. Subject variability

The most consistent finding across subjects was the dif-
ferential quantity effect on the symmetry of velocity profiles
of opening and closing gestures. With respect to the remain-
ing parameters, the subjects showed a less consistent behav-
ior. In some speakers, short-vowel quantity was associated
with an increased slope of the scaling of peak velocity and
amplitude of the opening gesture. It is noteworthy that sub-
ject N3 exhibited a significant quantity difference for the
intercepts of the closing gesture in the absence of relevant
slope differences in the opening gesture. This finding can be
interpreted in terms of a biphasic movement pattern: Long
vowels are characterized by a particularly slow initial part of
the closing gesture which is excluded from amplitude/
velocity scaling, leading to a negative intercept. With respect
to parameterc, i.e., the peakedness of velocity profiles, high
values in long vowels may arise in cases when the actual
movement is performed in a relatively short time, preceded
or followed by a phase of an approximate steady state. This
mechanism of intergestural timing was observed in some
cases only. These aspects of subject variability suggest that
the control of vowel quantity cannot be assigned to a single
mechanism but has to be considered as the result of target-
directed behavior which, to some degree, comprises indi-
vidual strategies.

IV. CONCLUSIONS

The relation between peak velocity and movement range
was found to be highly linear across amplitude variability
induced by the vowel types ‘‘a,’’ ‘‘i,’’ and ‘‘u.’’ Control of
German vowel quantity was performed~1! by the adjustment
of the peak velocity/amplitude scaling factor during oral
opening, ~2! by the modification of the velocity profiles’
peakedness of both the opening and closing gestures, and,
most consistently,~3! by a vowel-related asymmetry of the
velocity profiles. The relative contribution of these effects
varied across speakers reflecting individual strategies to
achieve the acoustically relevant goal of durational adjust-
ment. The differential contribution of opening and closing
movements to quantity-induced vowel duration seems to de-
pend on vowel type, indicating that the relation between pho-
netic segment durations and articulatory movement durations
is quite complex and that measurable unidirectional articula-
tory gestures are not identical with phonetic target approxi-
mations. Furthermore, opening and closing gestures are con-
trolled differently. The closing gesture can be regarded as a
fast, ballistic movement, whereas the opening gesture is

more sensitive to phonetic timing aspects. Analysis of com-
pensatory timing features revealed that the control of quan-
tity largely differs from the mechanism underlying intrinsic
vowel durations. In the former case, consonant–vowel~CV!
syllable lengthening rather than vowel prolongation seems to
be the relevant principle, which might confirm the assump-
tion of a prosodic nature of the German vowel quantity con-
trast.
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The quantity, harmonic-to-noise ratio~HNR!, has been used to estimate the level of noise in human
voice signals. HNR estimation can be accomplished in two ways:~1! on a time-domain basis, in
which HNR is computed directly from the acoustic waveform; and~2! on a frequency-domain basis,
in which HNR is computed from a transformed representation of the waveform. An algorithm for
computing HNR in the frequency domain was modified and tested in the work described here. The
modifications were designed to reduce the influence of spectral leakage in the computation of
harmonic energy, and to remove the necessity of spectral baseline shifting prescribed in one existing
algorithm@G. de Krom, J. Speech Hear. Res.36, 254–266~1993!#. Frequency-domain estimations
of HNR based on this existing algorithm and our modified algorithm were compared to time-domain
estimations on synthetic signals and human pathological voice samples. Results indicated a highly
significant, linear correlation between frequency- and time-domain estimations of HNR for our
modified approach. ©1997 Acoustical Society of America.@S0001-4966~97!03307-9#

PACS numbers: 43.70.Aj, 43.70.Gr@AL #

INTRODUCTION

A valid and reliable method for estimating levels of
noise in the human voice would be expected to provide use-
ful information for the evaluation and management of voice
disorders. Current techniques for measuring noise in the hu-
man voice treat the acoustic signal as a sum of two parts: a
harmonic and a noise component. Based on this assumption,
estimates of the harmonic-to-noise ratio~HNR! have been
calculated. HNR estimation can be accomplished in two
ways: ~1! on a time-domain basis, in which HNR is com-
puted directly from the acoustic waveform; and~2! on a
frequency-domain basis, in which HNR is computed from a
transformed representation of the waveform.

The time and frequency representations of a signal are
usually related through Fourier transformations. Thus mea-
surements in the time domain should have their equivalence
in the frequency domain. The equivalency between time- and
frequency-domain measurements, however, is not always ap-
parent unless the signal is strictly periodic. For example,
there are two major factors that complicate the estimation of
HNR in human voice signals. First, the spectrum of a re-
corded acoustic signal has to be computed using a limited
~windowed! segment of the signal. The application of a win-
dow broadens the harmonics of a signal, the extent to which
depends on the shape and length of the window. Second,
human voice signals are not truly periodic. There are period-
to-period variations in fundamental frequency~F0 perturba-
tion!, which also tend to broaden the harmonics. This effect
is more apparent in some disordered voices in which there is
an increase inF0 perturbation. Combined together, these
sources of spectral broadening or spectral leakage make it

difficult to obtain accurate estimates of HNR for human
voice signals in the frequency domain~Coxet al., 1989!. For
similar reasons, it is equally difficult to measure HNR in
human voice signals in the time domain. Thus it is necessary
to employ approximation techniques to obtain frequency-
and time-domain-based estimations of HNR in human
voices. One approach to evaluating these approximation
techniques would be to determine the extent to which the
resulting HNR estimations preserve time and frequency
equivalency.

A representative, time-domain approach for calculating
HNR was proposed by Yumotoet al. ~1982!. To calculate
HNR, an ‘‘average’’ wave for a single period is determined
as the mean of a succession of periods. The energy of this
average defines the harmonic component. Each individual
period is then compared to this average. The variance of the
period ensemble~all periods used to compute the mean! is
used to define the noise component~see Yumotoet al. for
details!. Zero padding is used to time-normalize periods prior
to computation of the mean and variance. This simple time-
normalization procedure is difficult to apply to disordered
voices that exhibit relatively largeF0 perturbation, in part,
because the computed variance will be significantly inflated
by such perturbation. An example period ensemble and the
mean and standard deviation of this ensemble are shown in
Fig. 1. Note that there is a noticeable increase in the variance
around sample 60 where zero padding has been used.

Qi ~1992! proposed a modification to the time-domain
method of calculating HNR originally developed by Yumoto
et al. In this modification, periods are time-normalized using
dynamic time warping, a procedure that optimally aligns
waveforms in time prior to computation. Qi and his col-
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leagues later demonstrated~Qi et al., 1995b! that optimal
time-normalization could also be accomplished using zero-
phase transformations, and that an appropriate time-
normalization minimizes the influence ofF0 perturbation on
the computation of HNR over a wide range of disturbances
in voice signals. An example period ensemble after zero-
phase transformation and its mean and standard deviation are
shown in Fig. 2. Because the variances due to phase differ-
ences have been removed, the overall variance of the en-
semble is reduced.

A number of techniques have been proposed for calcu-
lating HNR in the frequency domain~Kasuyaet al., 1986;
Muta et al., 1988; Cox et al., 1989; Emanuel, 1991; de
Krom, 1993!. One recent, frequency-domain~or
transformed-domain! approach to calculating HNR was pro-
posed by de Krom~1993!. In this method, the ‘‘noise floor’’
of a spectrum is estimated by cepstral liftering and spectral
baseline shifting. Cepstral liftering is used to remove har-

monic components in the spectrum, and baseline shifting is
used to position the ‘‘noise floor’’ on a ‘‘reasonable’’ refer-
ence level. HNR is defined as the energy of the original
spectrum relative to the energy of the cepstral-liftered and
baseline-shifted spectrum. An example spectrum of a voice
signal is shown in Fig. 3. The peaks of harmonics are
marked. The cepstrum-liftered and baseline-shifted noise
floor of the spectrum is shown in Fig. 4, together with the
spectrum and its harmonic peaks.

HNR estimation in the frequency domain has a number
of potential advantages over time-domain-based approaches.
First, it is less difficult to estimate the meanF0 of a win-
dowed signal segment required for the computation of HNR
in the frequency domain than it is to identify individual pe-
riod boundaries needed to compute HNR in the time domain.
Second, HNR of different frequency ranges can be computed
easily in the frequency domain. Finally, HNR in the fre-
quency domain may be less sensitive to low-frequency am-

FIG. 1. An example period ensemble and its mean and standard deviation.
Zero padding was used to time-normalize the period ensemble.

FIG. 2. The period ensemble of Fig. 1 after zero-phase transformation and
its mean and standard deviation. Note that only half of the data points are
shown. The other half is a mirror image of the first half.

FIG. 3. The DFT spectrum of a signal with harmonic peaks marked.

FIG. 4. The noise spectrum~solid line! obtained from comb cepstral lifter-
ing and baseline shifting. The original spectrum~dotted line! and its har-
monic peaks are also shown.

538 538J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Y. Qi and R. E. Hillman: Harmonics-to-noise ratio in voice signals



plitude modulations. This advantage potentially could be
useful in the analysis of voice signals from continuous dis-
course~Hillenbrandet al., 1994!.

Certain improvements/modifications, however, need to
be made to the algorithm proposed by de Krom for comput-
ing HNR in the frequency domain. In the de Krom approach,
it was implicitly assumed that all spectral components with
amplitudes greater than a ‘‘noise floor’’ contribute to the
energy of the harmonics. This assumption is not necessarily
correct, in part, because of spectral leakages. In addition, the
magnitude of baseline shift depends heavily on the estima-
tion of spectral minima, which is strongly influenced by
F0 andF0 perturbations. Because calculation of the magni-
tude of baseline shift is a crucial step in the computation of
HNR, errors in baseline shift would introduce biases to the
estimation of HNR. de Krom has, for example, pointed out
that, ‘‘Multiplication with a Hanning window increases the
bandwidth of the harmonics. A consequence of this harmonic
broadening is that we will obtain lower HNR values than
could be expected... . In the spectra of signals with low fun-
damental frequencies, the harmonics are spaced close to-
gether, and the sidelobes of the smoothing window very
much determine the minima to be reached in between har-
monics.’’ ~page 261, de Krom, 1993!

The main purpose of the work to be described was to
develop and test a modified algorithm for estimating HNR in
the frequency domain. Specifically, procedures for estimat-
ing the levels of harmonics and ‘‘noise floor’’ were modified
to reduce the influence of spectral leakage and to remove the
necessity of calculating the magnitude of baseline shifting.
Comparisons were made between this modified HNR estima-
tion in the frequency domain and HNR estimation in the time
domain.

I. METHOD

A. Estimation of HNR in the frequency domain

Estimation of HNR in the frequency domain requires
computations of the magnitudes of harmonic and noise com-
ponents. Numerically, both harmonic and noise components
are estimated on the basis of discrete Fourier transform
~DFT! of the signals. Further transformation of the signals,
e.g., the cepstral transformation, may facilitate the separation
of harmonic components from noise.

As explained previously, a major factor influencing es-
timation of the harmonic components in voice signals is the
windowing effect. The DFT spectrum of a windowed signal
segment is the convolution of the spectrum of the signal and
the spectrum of the window. The resulting spectrum at any
given frequency is a weighted sum of all spectral compo-
nents of the signal, where the weighting is determined by the
spectrum of the window function~Oppenhelm and Schafer,
1989!. The spectrum of the window function is characterized
by a main lobe and several side lobes. It is possible to bal-
ance the influence of the main lobe and the side lobes of the
window function by manipulating the window shape. It is
also possible to reduce the width of the main lobe by using a
relatively long window. It is, however, practically impossible

to eliminate the window effect~Oppenheim and Schafer,
1989!.

Spectral leakage is inevitable and somewhat unpredict-
able. One way to estimate the energy of the harmonics is to
sum all spectral components that exceed specified threshold
levels as described by de Krom~1993!. An alternative is to
use the summation of only spectral peaks as an estimation of
the harmonic energy. The latter approach has the following
advantages:

~1! The window effect~spectral leakage! tends to introduce
less error to the spectral peaks than to neighboring spec-
tral components.

~2! The percentage of random magnitude fluctuations is usu-
ally smaller at the spectral peaks than at neighboring
spectral components.

~3! The spectral peaks are relatively simple to measure.

Because of these advantages, the sum of spectral peaks was
used as a measure of harmonics energy in our modified ap-
proach for estimating HNR in the frequency domain.

In de Krom’s algorithm, the estimation of noise was
obtained from the inverse transformation of the comb liftered
cepstrum, followed by a heuristic baseline shift. The baseline
shifting is complicated and is needed, in part, because all
spectral energy above the noise floor is used to estimate
HNR. In our modified algorithm, HNR is estimated as the
energy of the spectral peaks that exceed a reference noise
level. Thus rather than the whole noise spectrum, only a
discrete set of noise reference levels at these peak frequen-
cies need to be estimated. The average of this discrete set of
noise reference levels can be estimated from the low-
quefrency part of the cepstrum, thus the need for spectral
baseline shifting is eliminated. An example of the low-
quefrency, cepstrum-based estimation of the noise floor is
shown in Fig. 5 together with the spectrum and its harmonic
peaks.

FIG. 5. The noise reference level~solid line! obtained from low-quefrency
cepstral liftering. The original spectrum~dotted line! and its harmonic peaks
are also shown.
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B. Relationship between temporal and spectral
estimations

Relationships between time-domain HNR and the level
of added noise in synthetic signals has been extensively as-
sessed in previous work~Qi, 1992; Qiet al., 1995b!. In the
present work, the relationships between time- and frequency-
domain estimations of HNR have been established using a
limited set of synthetic signals and a relatively large set of
human voice signals. We assumed that the establishment of
highly significant, linear relationships between temporal and
spectral estimations of HNR would help to confirm the
equivalency~but not necessarily the validity! between time-
and frequency-domain HNR measurements.

Obviously, a crucial factor in both time- and frequency-
domain estimations of HNR is the size of the time window
~signal length!. The selection of window length is often
made on the basis of a compromise between frequency ver-
sus time resolution. A short time window would introduce
high spectral leakage, whereas a long time window would
make it difficult to compute HNR for nonstationary voice
signals~Qi and Shipp, 1992!. Because our objective was to
evaluate our modified approach for frequency-domain esti-
mation of HNR relative to time-domain-based estimation, a
fixed window size of 200 ms~3200 samples! was used.

1. Synthetic signals

The vowel /Ä/ was synthesized using a formant synthe-
sizer ~Fant, 1960!. The synthesizer was a five-pole, auto-
regressive digital filter whose coefficients were determined
by five given pairs of formant frequencies and bandwidth.
The unperturbed excitation source to the synthesizer was
generated from a parametric model of glottal output pro-
posed by Fantet al. ~Fantet al., 1985; Klatt and Klatt, 1990;
Childers and Lee, 1991!. This model~hereafter referred to as
the LF model! specifies differentiated glottal flow using four
independent parameters. In the present work, all temporal
parameters of the LF model,tp , te , andtc , were defined as
a constant proportion of the fundamental period. The ampli-
tude of the negative flow derivative,Ee, was set to a level so
that the intensity of the synthetic signal is around 65 dB~Qi
and Bi, 1994!. Specifically,tp , was at 45% of the fundamen-
tal period.te was at 60% of the fundamental period.tc was at
100% of the fundamental period.Ee was set to 50. The
synthesis was made by convolving this excitation input with
the impulse response of the autoregressive digital filter~Qi
et al., 1995a!. The sampling frequency for the synthesizer
was 16 kHz.

Noise was introduced by adding a Gaussian random
noise to the excitation source. The level of noise was con-
trolled by the standard deviation of the Gaussian distribution.
Perturbations in fundamental frequency were introduced by
adding a uniformly distributed random number to the inter-
val of each period of the excitation input. The level ofF0
perturbation, i.e., the variance of the random number genera-
tor, was set at 1% of the fundamental period. Fundamental
frequency levels of 120 Hz and 240 Hz were used, respec-
tively. The synthetic signal was informally presented to three
experienced listeners and was judged to be an acceptable /Ä/.

It was perceived as a noisy /Ä/ when relatively large noise
perturbations were introduced.

2. Human voice signals

Human voice samples of 48 subjects~24 men and 24
women! diagnosed with a wide range of pathological condi-
tions were obtained from the Voice and Speech Laboratory
of Massachusetts Eye and Ear Infirmary~Diaz et al., 1993;
Kay-Elemetrics, 1994!. Each subject was asked to sustain~at
least 3 s long! the vowel /Ä/ three times at comfortable fun-
damental frequency and intensity levels. Each vowel sample
was recorded using a condenser microphone~Sennheiser!
and a digital tape recorder~Tascom, DA-30! in a sound
treated booth.

All recordings were low-pass filtered (f c57.5 kHz) and
digitized into a computer at a sampling rate of 16 kHz and
16-bit A/D resolution. One of the three /Ä/ vowels for each
subject was selected as the representative production for that
subject. A 200-ms, stable segment from each voice sample
was visually identified and selected using a waveform editor.
These selected voice samples were subjected to the acoustic
analyses of interest.

3. HNR computation in the time domain

The modified approach described by Qiet al. ~1995b!
was used to obtain estimates of HNR in the time domain.
Zero-phase transformation was used to achieve time-
normalization of period ensembles. Zero-phase transforma-
tion is preferable to dynamic programming, in part, because
it is simpler to implement, faster to compute, and, thus is
potentially easier to apply in voice research and clinical
evaluation of voice disorders. In addition, zero-phase trans-
formation has an accuracy equivalent to dynamic program-
ming based time-normalization, when errors in fundamental
period determination are small~Qi et al., 1995b!.

Period boundaries of synthetic signals were obtained
from the synthesis program. Period boundaries of human
voice samples were identified using a time-delayed, peak-
picking algorithm. Time delay was introduced to ensure cor-
rect determination of global, rather than local, maximum~or
minimum! within a given range. Visual inspection indicated
that boundaries between fundamental period were deter-
mined reasonably accurately for all human voice samples.

The computation of the zero-phase transformation is
fully described in a previous report~Qi et al., 1995b!.
Briefly, zero-phase transformation consists of the following:

Identifying period boundaries of a voice segment.
Computing the period-synchronized, zero-padded fast
Fourier transformation~FFT! for each period.
Computing the magnitude spectrum and setting the
phase of all frequency components to zero.
Inversely transforming the zero-phased magnitude
spectrum.

Finally, HNR was computed as the ratio between the energy
of the average waveform and the energy of the variance of
the time-normalized, period ensemble.
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4. HNR computation in the frequency domain

Computation of HNR in the frequency domain consists
of the following:

Computing the DFT~3200 point! spectrum of a win-
dowed signal segment.

Identifying the harmonic peaks using a frequency-
delayed, peak-picking algorithm. The frequency delay
was introduced to ensure that each peak located was
global within a given frequency range of the spec-
trum.

Computing the cepstrum of the same signal segment.

Applying a cepstral window to lifter out the high-
quefrency part of the cepstrum.

Inversely transforming the liftered cepstrum to obtain
an estimation of the smoothed reference noise level.

Finally, HNR was computed as the mean difference between
the harmonic peaks and the reference levels of noise at these
peak frequencies.

An important parameter in this process is the size of the
cepstral window,L. It determines the amount of high-
quefrency components that are included in the estimation of
reference noise levels. It should be large enough to ad-
equately model the variations of the spectral envelope, but
small enough to exclude cepstral peaks. Fortunately, it is
relatively stable over a range of values. A constantL524
~1.5 ms! was used in the present analysis. Examples of HNR
estimates as a function ofL are shown in Fig. 6 for a female
voice sample (F05275 Hz). This figure illustrates the rela-
tive stability of HNR estimates across a wide range of ceps-
tral window sizes.

II. RESULTS

HNR estimations of the synthetic signals as a function of
noise level are illustrated in Fig. 7~a! and~b!. As shown, the
time-domain estimates of HNR of synthetic signals appear to
be more accurate than the frequency-domain HNR estima-
tions of these synthetic signals. Frequency-domain HNR es-
timations are further away from the diagonal at low noise

levels than they are at high noise levels. Modified frequency-
domain HNR estimation may be slightly better than the de
Krom-based frequency-domain HNR estimation of these
synthetic signals.

The HNRs of human voice signals that were computed
using our modified algorithm in the frequency domain are
shown as a function of HNRs computed using the zero-phase
transformation based algorithm in the time domain~Qi et al.,
1995b! in Fig. 8. The dashed line in Fig. 8 is the least-square
regression line. For comparison, the HNRs that were com-
puted using the frequency-domain algorithm proposed by de
Krom ~a three-point bandwidth was used for liftering ceps-
tral peaks! are plotted as a function of zero-phase transfor-
mation based time-domain estimates for the same set of hu-
man voice signals in Fig. 9.

Spearman correlational analyses of measurements of the
human voice signals indicate that our modified frequency-
domain-based estimates were significantly correlated with
the time-domain-based estimates of HNR~r50.88, p
,0.0001!. There was also a significant correlation between
the frequency-domain estimate of HNR proposed by de
Krom ~1993! and the modified time-domain-based estima-
tion ~r50.57, p,0.0001!. It is obvious, however, that our
modified frequency-domain approach yielded a much stron-
ger correlation with the time-domain estimate of HNR than
de Krom’s~1993! method. Our method accounts for roughly

FIG. 6. The HNR as a function of cepstral window length.

FIG. 7. The HNR as a function of noise level for synthetic signals.
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77% of the variance (r 250.77) in the time-domain-based
estimates, compared to 33% (r 250.33) accounted for by de
Krom’s approach. Finally, it should be noted that the slope
of the least-square regression lines was smaller than unity in
both sets of data~see Figs. 8 and 9!, although it is closer to
unity for our modified method than for de Krom’s approach.
Overall, estimates of HNR for the human voice signals in the
frequency domain tend to be smaller than those in the time
domain.

III. DISCUSSIONS AND CONCLUSIONS

A modified algorithm for computing HNR in the fre-
quency domain was developed and tested. Modifications
were aimed at reducing the influence of spectral leakage in
the computation of harmonic energy and removing the ne-
cessity of spectral-baseline shifting prescribed in the existing
algorithm~de Krom, 1993!. The modified frequency-domain
estimation of HNR was compared to time-domain estima-
tion. A significant linear relationship between time and fre-

quency estimations of HNR was established for human voice
signals, suggesting equivalency between our modified time-
and frequency-domain estimations of HNR. Because
frequency-domain HNR has a number of advantages dis-
cussed previously, it may be preferable for many practical
applications.

The correspondence between time- and frequency-
domain estimation of HNR in human voice signals was not
perfect, i.e., the slope of the regression line relating the two
was not unity for human voice signals. Two factors may
contribute to reducing the slope of the regression line be-
tween time- and frequency-domain estimates:

~1! Time-normalization of the period ensemble may have
exaggerated the similarity between individual periods of
the waveform, resulting in a slight overestimation of
HNR in the time domain.

~2! Spectral leakage may have reduced the magnitude of
harmonics in the process of estimating HNR in the fre-
quency domain, resulting in a slight underestimation of
HNR.

It is important to be aware of the differences between
frequency- and time-based estimation of HNR and the pos-
sible origins of such differences.

The establishment of a highly significant, linear relation-
ship between time- and frequency-domain estimations of
HNR suggests to us that it should be productive to further
explore the use of these measurements to define physical
properties of human voice signals. Claims about the validity
of these measurements are not warranted. Validation of these
measurements depends on our ability to synthesize signals
that are true representations of normal/pathological voices.
This is difficult to accomplish because of our lack of com-
plete understanding of normal/pathological voice production.
For example, voice signals usually are synthesized using a
linear, source-filter system that ignores the interactions be-
tween source and filter. Such synthetic signals are relatively
simple to analyze, but are not complete representations of
human voice signals. It is even more challenging to synthe-
size various pathological voices. Our aim was to demonstrate
that the frequency-domain HNR measurement developed and
tested here is in better compliance with the time and fre-
quency equivalency principle of signal analysis than the ex-
isting frequency-domain approach.
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The magnitude and temporal extent of consonantal and vocalic coarticulation are reported for VCV
sequences with two vowels~/{/, /a/! and seven consonants~/!/, /'/, dark /(/, /2/, /b/, /F/,/%/!. Different
degrees of articulatory constraint, or DAC values, are assigned to the consonants and vowels based
on knowledge of their articulatory properties, in particular, the degree of involvement of the tongue
dorsum in closure or constriction formation. Mean results on dorsopalatal contact andF2 frequency
for five speakers of the Catalan language are presented. Predictions based on the DAC value for
consonants and vowels account satisfactorily for the C-to-V effects~e.g., those for /Fa/ are more
prominent that those for /pi/!; moreover, vowel-dependent effects tend to be negatively correlated
with the DAC value for the consonant~e.g., they are more prominent when the intervocalic
consonant is /!/ than when it is dark /(/!. V-to-C effects are also conditioned by the tongue-dorsum
position for the consonantal gesture. Coarticulatory directionality trends reveal that the extent to
which the vowel-dependent tongue-dorsum activity may be anticipated is closely linked to the
mechanico-inertial constraints associated with the tongue dorsum during consonantal production;
this observation explains the salience of the vowel-dependent anticipatory effects in VCV sequences
favoring C-to-V anticipation and of the vowel-dependent carryover effects in VCV sequences
giving special weight to C-to-V carryover. ©1997 Acoustical Society of America.
@S0001-4966~97!03106-8#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

Two general principles of segmental overlap in a pho-
netic string have been proposed in the literature: The extent
to which a vowel falls short of its target~i.e., the amount of
undershoot! increases with the distance between the articula-
tory targets for the vowel and for the adjacent consonant
~Stevenset al., 1966!, and coarticulation on consonants af-
fects mostly those articulators which are not involved in clo-
sure or constriction formation~Öhman, 1966!. There is, how-
ever, no model that predicts how much coarticulation is
allowed by a given phonetic segment, or the extent to which
a particular phonetic segment is likely to affect the surround-
ing segments in the speech chain. The aim of this paper is to
present such a model by examining the relative salience of
the C-to-V, V-to-C, and V-to-V coarticulatory effects in
Catalan VCV sequences with several consonants~bilabial
stop /!/, alveolar nasal /'/, dark alveolar lateral /(/, alveolar
fricative /2/, alveolopalatal fricative /b/, alveolopalatal nasal
/F/, velar stop /%/! and vowels~high front /{/, low back /a/!.
Our work is mostly concerned with tongue-dorsum activity1

since two of the variables under investigation, i.e., dorso-
palatal contact andF2, are known to be positively
correlated.2

Spatiotemporal patterns of tongue-dorsum coarticulation
should be of general interest for theories of articulatory con-
trol in speech production in so far as they have received less

attention than those for more mobile articulators such as the
lips or the velum~e.g., Krakow, 1989; Boyce, 1990! presum-
ably because it was believed that labial and velar coarticula-
tion would be more extensive than lingual coarticulation. In
many respects the coarticulatory patterns presented in this
paper ought to have a universal status~although some coar-
ticulation aspects may differ across languages; Beddor and
Yavuz, 1995! and may prove useful in predicting the fre-
quency of occurrence of some assimilatory processes~i.e., it
may turn out that phonetic segments more prone to undergo
assimilations exhibit prominent coarticulatory effects along
the relevant articulatory dimensions!.

A. Articulatory constraint

In the present study phonetic segments are characterized
in terms of articulatory gestures. An articulatory gesture is an
actively controlled movement toward a presumed target con-
figuration ~e.g., lip rounding for rounded vowels, tongue-
dorsum raising for palatal articulations! ~Browman and
Goldstein, 1986!. Phonetic segments may be produced with
one or two lingual gestures and thus with one or more lingual
articulators~e.g., the tongue tip for /t/, the tongue tip and the
tongue dorsum for dark /(/!. The biomechanics of the lingual
articulator~s! may cause some displacement on other tongue
regions. Thus the strength of the coupling effects between
the tongue tip or the tongue blade and the tongue dorsum
should increase with an increase in the retraction and the
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extent of the apicolaminal closure or constriction, for alveo-
lopalatals versus alveolars and for laminoalveolars versus
apicoalveolars.

These notions are clearly related to a core concept
within our descriptive framework, i.e., degree of articulatory
constraint~DAC!.3 The formulation of the concept DAC de-
rives from assumptions about the degree of involvement of
the speech articulators in the formation of a closure or con-
striction based on information obtained from experimental
production data, e.g., data on articulatory displacement and
linguopalatal contact. As shown below, the consonants and
vowels of interest in this paper will be assigned different
DAC values depending on the degree of tongue dorsum con-
straint during their production. The DAC scale proceeds
from a DAC minimum of 1 to a DAC maximum of 3, where
the number of levels could be any other than 3; the assign-
ment process of DAC values to vowels does not differ from
that used for consonants and implies that vowels may exhibit
constriction locations along the vocal tract~Wood, 1979!.

Dorsals, i.e., alveolopalatals /b/ and /F/, palatal /{/, velar
/%/, and dark /(/, are maximally constrained and thus speci-
fied for a maximal DAC value (DAC53). Considerable
tongue-dorsum involvement in the production of all these
consonants renders them highly constrained: Alveolopalatals
and palatals are articulated with active tongue dorsum raising
toward the palatal zone where they cause large amounts of
contact~Recasens, 1990; Recasens and Romero, 1997! and
dorsovelars share similar kinematic properties; the produc-
tion of dark /(/ involves two lingual gestures, i.e., tongue tip
raising for a primary apicoalveolar closure and active tongue
postdorsum retraction for a secondary dorsopharyngeal con-
striction ~Sproat and Fujimura, 1993!.

Labial /!/ is minimally constrained and thus specified
for a minimal DAC value (DAC51). This is so since the
tongue body may not be required to achieve an articulatory
target. Its obvious correlate in the vowel class is /./ which
appears to be more sensitive to contextual effects than other
vowels ~Dutch: Bergem, 1994; English: Kondo, 1994! al-
though it has been reported to exhibit an articulatory target at
a neutral tongue position~Browman and Goldstein, 1992!.

An intermediate degree of tongue-dorsum constraint and
thus an intermediate DAC value (DAC52) can be tenta-
tively assigned to phonetic segments for the production of
which the tongue dorsum is not directly involved in closure
or constriction formation but is subject to coupling effects
with the primary articulator. This would be the case for al-
veolars /'/ and /2/ ~in accordance with tongue blade raising
for these consonants causing some tongue dorsum raising to
occur; Kent and Moll, 1972; Lindblom, 1983! and for low
back /~/ ~in view of the tongue root retraction gesture for this
vowel bringing about some concomitant tongue dorsum low-
ering!.

In addition to the place of articulation and interarticula-
tory coupling, the manner of articulation may also affect the
DAC specification for consonants. Thus, the precise forma-
tion of a medial groove for fricatives~e.g., Stoneet al.,
1992! should render /2/ more constrained than nonfricative
alveolars which would cause this consonant to exhibit a
DAC value of 3 instead of 2.

To summarize, the DAC scale ranks phonetic sound cat-
egories from maximally to minimally constrained as follows:
/b/, /F/, /{/, /%/, dark /(/, ~/2/! (DAC53)./'/, /~/, ~/2/!
(DAC52)./!/, /./ (DAC51). It needs to be emphasized
that this is a preliminary DAC classification which could be
improved with a more accurate formulation of the articula-
tory constraints for consonants and vowels.

B. Specific coarticulatory effects

1. C-to-V coarticulation

DAC values should have a bearing on the extent to
which a given segment will influence adjacent segments, and
the final outcome will also depend on the DAC value for the
contextual segment and whether the constraints involved are
compatible or opposing. Within this framework, a first goal
of this study is to investigate the prominence of the
consonant-to-vowel effects~C-to-V! in the three scenarios
described below and to determine interactions between the
magnitude and the temporal extent of C-to-V coarticulation
~Sec. II A!.

The first scenario is at work when C and V are produced
with comparable articulatory trajectories, as for /F{/, /'{/, and
/(~/ since /F/, /'/, and /{/ involve tongue-dorsum raising~as a
consequence of coupling between the tongue tip and the
tongue dorsum for /'/! and /(/ and /~/ are produced with
tongue-dorsum lowering. Little C-to-V coarticulation is ex-
pected to occur for /F{/ and /'{/ since both phonetic segments
are either specified for the same DAC value~i.e., DAC53
for /F/ and /{/ in the sequence /F{/! or the vowel is more
constrained than the consonant~i.e., DAC53 for /{/ and
DAC52 for /'/ in the sequence /'{/!. Some C-to-V effects
should occur when the consonant is more constrained than
the vowel especially if highly constrained~i.e., DAC53 for
/(/ and DAC52 for /~/ in the sequence /(~/!. An interesting
research topic is to find out whether such effects will be
more or less salient than those occurring in CV combinations
of antagonistic phonetic segments exhibiting the same DAC
relationship~as for /F~/ below!.

C and V are produced with opposing articulatory trajec-
tories in a second scenario, as for /F~/, /'~/, and /({/ where
/F/, /'/, and /{/ involve tongue-dorsum raising and dark /(/
and /~/ involve tongue-dorsum lowering. The sequence /F~/
should show some C-to-V coarticulation since the DAC
value for the consonant (DAC53) exceeds that for the
vowel (DAC52). In principle, little C-to-V coarticulation is
expected to occur if both segments are specified for the same
DAC value, i.e., 2 in the sequence /'~/ or 3 in the sequence
/({/. It deserves to be seen, however, whether constriction
requirements for consonants yield C-to-V effects in these
circumstances and whether these effects increase with the
degree of antagonism between C and V~i.e., for /({/ vs /'~/!.

One of the two adjacent phonetic segments is specified
for DAC51 in a third scenario, as for /!{/ where the conso-
nant involves no tongue dorsum activation. This segmental
combination should yield minimal C-to-V effects.
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2. Vowel-dependent coarticulation

The coarticulatory analysis presented in this paper also
examines the salience of the vowel-dependent effects as a
function of the seven consonants of interest~Sec. II B!. For
that purpose, the magnitude of the effects from /{/ vs /~/ will
be measured during the consonant~V-to-C!, and their size
and temporal extent as well as the interaction between the
two will be computed along the fixed transconsonantal vowel
/{/ or /~/ ~V-to-V!.4

Tongue-dorsum related data in the literature are in ac-
cordance with the prediction that coarticulatory sensitivity
for consonants and vowels is inversely related to their DAC
value. Using the same dataset as in the current study, V-to-C
effects in symmetrical VCV sequences reported in Recasens
et al. ~1995! show that variability for consonants pro-
ceeds in the progression labials.dentoalveolars
.alveolopalatals, dark /(/ and /2/; many other production
studies reveal the same trend@see Recasens~in press! for a
review#. On the other hand, the degree of coarticulatory sen-
sitivity for vowels decreases for /././~/./ i/ ~Kiritani et al.,
1977; Recasens, 1985, 1991a!. More tongue-dorsum coar-
ticulation for velars than other dorsal consonants is in agree-
ment with their showing a palatovelar constriction in front
vowel contexts and a velar one in back vowel contexts
~Swedish: Öhman, 1966; American English: Kent and Moll,
1972!. This finding does not run against consonantal seg-
ments specified for a high DAC value allowing little vowel
coarticulation but appears to be due to the consonant and the
vowel not being able to achieve adjacent tongue-dorsum tar-
gets unless the consonantal constriction moves toward that
for the vowel~Wadaet al., 1970!.

As indicated by data in the literature~Gay, 1974, 1977;
Carney and Moll, 1971; Recasens, 1984, 1987, 1989!, the
relationship between coarticulatory sensitivity and DAC be-
comes more complex when V-to-V effects are accounted for.
It appears that the occurrence of these effects is conditioned
not only by the DAC specification for the intervocalic con-
sonant but also by that of the fixed vowel. The prediction
will be tested that consonant-dependent differences in
V-to-V coarticulation ~e.g., for effects across bilabials ex-
ceeding those across alveolopalatals! should occur when the
fixed vowel is not highly constrained~e.g., /~/! but could be
cancelled out if the fixed vowel is specified for a maximal
DAC value ~e.g., /{/!.

While DAC is a potential predictor of coarticulatory
sensitivity, the present study will also test for a large number
of consonants whether articulatory position determines the
articulatory dimension along which coarticulation occurs
~Sec. II B 3!. Preliminary data from the literature indicate
that C-to-V effects on high vowels involve tongue lowering
while those on low vowels cause the tongue dorsum to raise
and that V-to-C effects are determined by the target lingual
position for the consonant~Recasens, 1987, 1991a, b!. Thus
the fact that the production of /F/ ~also /%/! requires the
achievement of a dorsal closure justifies why this consonant
allows larger tongue-dorsum raising and fronting effects as-
sociated with V25/ i/ in the sequence /~F{/ than tongue-
dorsum lowering and backing effects associated with V2
5/~/ in the sequence /{F~/; also, consonants produced with

active tongue-dorsum lowering such as dark /(/ are more sen-
sitive to lowering effects associated with following /~/ in the
sequence /{(~/ than to raising effects exerted by following /{/
in the sequence /ali/.

It will also be investigated whether there is an inverse
correlation between the vocalic effects and the consonantal
effects, and thus whether context-dependent sensitivity for a
given phonetic segment varies inversely with coarticulatory
aggression on the adjacent phonetic segments~Fowler and
Saltzman, 1993!.

C. Coarticulatory directionality

A novelty of the present investigation is to analyze the
relative prominence of the anticipatory direction~right-to-
left! and the carryover direction~left-to-right! for the conso-
nantal and the vocalic effects in VCV production. This
analysis will be carried out with reference to the DAC value
for the phonetic segments involved and will evaluate
whether coarticulatory direction is conditioned by the ges-
tural demands for the intervocalic consonant~Sec. II C!.
There is some evidence in the literature in support of the
notion that the prominence of the anticipatory and carryover
component of consonantal coarticulation varies with the lin-
gual requirements for the consonant and determines the di-
rectionality of the vocalic effects@see Recasens~in press! for
a review#. Evidence on C-to-V coarticulation reveals that,
among consonants specified for a high DAC value, some
exert more prominent carryover than anticipatory effects
~dorso-alveolopalatals, in line with tongue-dorsum activity
proceeding more slowly at consonantal release than at con-
sonantal onset! while others require a strong anticipatory
component~dark /(/, in line with strong demands on the for-
mation of a double lingual constriction!. Within this frame-
work the direction of the vocalic effects shows the following
trends whose validity will be tested in the present paper: On
the one hand, vowel-dependent carryover effects exceed
vowel-dependent anticipatory effects across consonants ex-
erting more prominent carryover than anticipatory C-to-V
coarticulation; on the other hand, consonants requiring a
strong anticipatory component allow more prominent vowel-
dependent anticipatory than carryover effects or exhibit a
significant reduction of the latter in comparison to the
former. Special attention will be given to those consonants
~bilabials, dentoalveolar stops, fricatives, clear /(/! which
have been reported to favor either coarticulatory direction in
previous studies.

I. METHOD

A. Articulatory and acoustic analysis procedure

F2 and linguopalatal contact data were collected for
/{C{/, /~C~/, /{C~/, and /~C{/ with stress on the first syllable.5

As indicated in the Introduction, the consonants were /!/, /'/,
~dark! /(/, /2/, /b/, /F/, and /%/. Sequences were read five times
each by five Catalan speakers~DR, JP, JS, DP, JC!. In Cata-
lan, unstressed /~/ ~i.e., V2 in the sequences of the present
study! is realized as@.# systematically. Differences in quality
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between V1 and V2 do not render the /~C~/ sequences fully
symmetrical, although we will refer to them as such all
throughout the paper.6

Linguopalatal contact was gathered every 10 ms using
artificial palates equipped with 62 electrodes@Reading elec-
tropalatographic~EPG! system; Hardcastleet al., 1989#. Fig-
ure 1 displays average linguopalatal configurations for each
consonant. The four front rows at the top of each EPG dis-
play belong to the alveolar zone~extending from the teeth to
the alveolar ridge! and the four back rows belong to the
palatal zone~from the alveolar ridge back to the soft palate!.
The graphic representations in the figure do not capture the
fact that the distance between adjacent rows is smaller at the
former zone than at the latter.

The EPG data reported in this paper will be expressed in
Qp values, whereQp stands for the percentage of contact
activation over the palatal zone, i.e., number of activated
palatal electrodes/total number of palatal electrodes. The
Qp index has been computed using the four back rows of the
artificial palate in the case of /(/ but the three back rows in

the case of /'/, /2/, /b/, and /F/, since a central closure or
constriction at the frontmost row of the palatal zone is gen-
erally absent for the alveolar lateral but frequently present
for the two nasals and for the two fricatives.7 TheQp index
for /%/ and /!/ has also been calculated without taking into
account the aforementioned row given that the contact pat-
tern at the three back rows of the artificial palate provides an
adequate and sufficient articulatory characterization of velars
and bilabials in the context of /{/.

The acoustic data were recorded at a 20-kHz sampling
rate.F2 values were obtained at the same temporal intervals
as the EPG data using LPC~25-ms Hamming window, 12
coefficients! and visual inspection of spectrographic displays
on a Kay CSL analysis system. The latter method was ap-
plied instead of the former when an unsatisfactory resolution
was provided by the all-pole peak picking LPC method, i.e.,
at the VC boundary of VCV sequences with nasal conso-
nants~because of the presence of spectral discontinuities as-
sociated with nasal poles and zeros! and during the conso-
nantal period in VCV sequences with fricatives /s/ and /b/
~because of the presence of frication noise at low spectral
regions!. F2 frequencies were measured using a cursor mov-
ing in 20-Hz steps after careful inspection of the spectro-
graphic patterns by two experimenters.

An EPG criterion was used in order to determine the
consonantal boundaries for /l/ and for /n/ and /F/, i.e., from
onset to offset of central alveolar contact for the lateral and
of complete closure for the nasal stops. However, the seg-
mentation of /s/, /b/, /p/, and /k/ was performed on waveform
and spectrographic displays, from onset to offset of the fri-
cation noise for the two fricatives~it was often hard to iden-
tify a well-defined period based on the degree of constriction
narrowing on the linguopalatal contact patterns! and from
offset of V1 formant structure to closure offset at the stop
burst for the two stops~bilabial /p/ shows no lingual activity
and complete closure /k/ was not visible when occurring be-
hind the palatal zone!.

B. Criteria for measuring coarticulatory effects

Coarticulatory effects were calculated in size~C-to-V,
V-to-C, V-to-V! and temporal extent~C-to-V, V-to-V! ac-
cording to the measurement criteria summarized next.

1. C-to-V coarticulation

C-to-V temporal effects were taken to occur during the
period when a significant consonant-related acoustic or ar-
ticulatory difference extends into the vowel. In order to ob-
tain such effects,Qp and F2 frequency values were first
computed for all repetitions of /iCi/ and /aCa/ for each
speaker in 10-ms steps starting at the consonantal onset back
to V1 onset and at the consonantal offset until V2 offset. No
data were collected forQp effects from /l/ on /a/ since little
or no linguopalatal contact occurs along this vowel in this
consonantal environment. The resulting values were then
compared statistically~one-way ANOVAs, Scheffe´; dfbg
51, dfwg54! with a measure of steady-state V1 of the same
symmetrical VCV sequence type for studying C-to-V1 an-

FIG. 1. Linguopalatal configurations at consonantal midpoint for different
consonants in symmetrical VCV sequences~speaker DR!. Data have been
averaged across repetitions. Percentages of electrode activation:~black!
80%–100%;~dotted! 40%–80%;~white! less than 40%.
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ticipation and of steady-state V2 for studying C-to-V2 carry-
over. For each repetition of a given symmetrical VCV se-
quence, steady-state vowel values were established at the
highestQp andF2 for /{/ and at the lowestQp andF2 for
/a/, starting at the vowel midpoint backward in the case of
V1 and at two-thirds of the vowel duration onward in the
case of V2. Those maxima were found either at a single
temporal frame or along a plateau lasting several frames; the
selection of a different temporal criterion for V1 and V2 is
justified by the fact that~sentence-final! V2 was longer than
V1 and the V2 steady-state period was located further away
from the consonantal period than the V1 steady-state period.
The steady-state V1 and V2 values for each VCV sequence
type represent the average across values for the individual
repetitions of that sequence. The last significant difference
obtained in the statistical analysis procedure (p,0.05) was
taken to be the onset of C-to-V1 anticipatory coarticulation
when the vowel being measured was V1 and the offset of
C-to-V2 carryover coarticulation when the vowel subject to
measurement was V2. Onsets and offsets of the C-to-V ef-
fects for each VCV sequence type were separately averaged
across speakers; the resulting averages will be used as a mea-
sure of C-to-V temporal coarticulation in this paper.8

Figure 2 exemplifies the method of analysis of the
C-to-V effects exerted by dark /l/ on /{/ ~top! and on /a/

~bottom!. A dotted line has been traced at the estimatedF2
value for the steady-state portion of V1 and for that of V2. A
statistical comparison between the steady-state value and all
otherF2 frequency values along V15/i/ of the sequence /ili/
~top left! yields a significant difference starting at the 0 tem-
poral point at central closure onset back to280 ms. The
application of the same procedure to V25/i/ yields a 80-ms
long C-to-V effect after the 0 temporal point at central clo-
sure offset~top, right!. Anticipatory and carryover effects on
/a/ ~bottom! were found to last until270 ms and 40 ms,
respectively.

The largestQp or F2 difference between V1 or V2 of a
symmetrical VCV sequence and the steady-state vowel value
is taken to be the~positive or negative! size of a C-to-V
effect. This maximal size difference usually occurs near clo-
sure onset for the anticipatory C-to-V effects and near clo-
sure offset for the carryover C-to-V effects. C-to-V size ef-
fects reported in this paper correspond to average values
across repetitions and speakers for each symmetrical VCV
sequence. In Fig. 2 the size of the C-to-V anticipatory effect
for V15/i/ ~i.e., the largestF2 difference between steady-
state V15/i/ and V15/i/ of /ili/ ! amounts to 811 Hz, while
that of the C-to-V carryover effect for V25/i/ equals 736 Hz.
As for the /a/ condition, C-to-V size effects measure 243 Hz
~anticipatory! and 254 Hz~carryover!.

FIG. 2. F2 trajectories showing anticipatory effects~left! and carryover effects~right! in a single repetition of /VIV/ sequences with fixed /{/ ~top! and fixed
/a/ ~bottom!. Data correspond to speaker JP. The zero point on thex axis occurs at /l/ central closure onset for the anticipatory effects and at central closure
offset for the carryover effects. See text for details.
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2. V-to-C coarticulation

V-to-C effects were measured inQp andF2 size at the
midpoint of the consonantal period for all consonants except
for /p/ and /k/~since oral stops exhibit no formant structure-
during closure!. Differences were obtained for the sequence
pairs /iCi/–/iCa/ and /aCi/–/aCa/~anticipatory coarticula-
tion! and /iCi/–/aCi/ and /iCa/–/aCa/~carryover coarticula-
tion!, and averaged across speakers and repetitions. This ex-
perimental setting allows studying the extent to which /a/
affects the consonant when /{/ stays constant~in the sequence
pairs /iCi/-/iCa/ and /iCi/–/aCi/! and how much V-to-C coar-
ticulation is exerted by /{/ when the fixed vowel is /a/~in the
sequence pairs /aCa/–/iCa/ and /aCa/–/aCi/!. Differences
~positive! were computed when /{/ caused a higherQp or
F2 than /a/ at the consonantal midpoint. V-to-C coarticula-
tion values reported in this paper correspond to averages
across differences for each speaker; negative values~i.e.,
when /a/ yielded a higherQp or F2 than /{/! were equated to
zero in this averaging procedure. Data for each type of VCV
pair were submitted to one-way ANOVAs Scheffe´ ~dfbg51,
dfwg54! with vowel context as the independent variable and
were considered to be significant at thep,0.05 significance
level.

3. V-to-V coarticulation

V-to-V temporal effects occur during the period along
which a significant vowel-dependent articulatory or acoustic
difference extends into the transconsonantal vowel. In order
to single out such effects,Qp andF2 frequency differences
as a function of /{/ vs /a/~for /{/./a/! were calculated for the
same VCV pairs given in Sec. I B 2 every 10 ms, starting at
consonantal onset back to V1 onset and from consonantal
offset until V2 offset. Essentially the sequence pairs with
symmetrical /iCi/ allow studying the effect of /a/ along fixed
/{/ and those with symmetrical /aCa/ allow measuring the
effect of /{/ along fixed /a/. Those differences were submitted
to one-way ANOVAs Scheffe´ (dfbg51, dfwg54) at each
temporal point during fixed V1 for studying V-to-V antici-
pation and during fixed V2 for studying V-to-V carryover.
The last significant difference (p,0.05) counting backward
during V1 was taken to be the onset of a V2-to-V1 anticipa-
tory effect and the last one counting onward during V2 was
taken to be the offset of a V1-to-V2 carryover effect. Data on
V-to-V temporal coarticulation presented in this paper refer
to the mean onset and offset times of the V-to-V effects
across speakers for each VCV sequence pair.

Figure 2 illustrates the procedure for measuring V-to-V
coarticulation. V2-to-V1 anticipatory effects occur when a
significant difference between the pairs ofF2 trajectories
/ili/–/ila/ ~top left! and /ali/–/ala/~bottom left! extends be-
fore the 0 temporal point at central closure onset; significant
tests for these trajectories yielded 0 ms for the former se-
quence pair and240 ms for the latter. On the other hand,
V1-to-V2 carryover effects take place when a significant dif-
ference between theF2 trajectory pairs /ili/–/ali/~top right!
and /ila/–/ala/~bottom right! extends after the 0 temporal
point at central closure offset; significant effects for both
pairs were nonexistent~0 ms!.

Analogously to the C-to-V effects, the size of a V-to-V
effect is taken to be the largestQp or F2 frequency differ-
ence and usually occurs near closure onset for the anticipa-
tory direction and near closure offset for the carryover direc-
tion. When this difference was not significant, the size of the
V-to-V effect was taken at the first temporal frame showing
the expected coarticulatory difference. V-to-V size effects
reported in this paper correspond to averages across speakers
and repetitions. In the data of Fig. 2, the size of V-to-V
anticipation is 35 Hz~/ili/–/ila/ ! and 79 Hz~/ali/–/ala/!, and
that of V-to-V carryover amounts to 0 Hz~/ili/–/ali/ ! and to
54 Hz ~/ila/–/ala/!.

C. Other statistical analyses

The size and the temporal extent of the consonantal and
vocalic effects for the different consonants across speakers
were also submitted to one-way ANOVAs~Scheffé! in order
to determine the existence of consonant-dependent signifi-
cant differences (dfbw56, dfwg528; p,0.05!. For that pur-
pose, negative C-to-V size effects were transformed into
positive values and separate tests were conducted for the
anticipatory and for the carryover component in each vowel
condition.

Four correlation analyses involving the consonantal ef-
fects or the vocalic effects were separately performed for
each vowel condition and coarticulatory direction across
consonants and speakers: between the size and the temporal
extent of the C-to-V effects; between the size and the tem-
poral extent of the V-to-V effects; between the size of the
V-to-C effects and the size of the V-to-V effects; between
the size of the V-to-C effects and the temporal extent of the
V-to-V effects. The purpose of this analysis was to investi-
gate whether an increase in magnitude for a given coarticu-
latory effect was matched by an increase in duration and, less
importantly, if V-to-C and V-to-V effects were strongly cor-
related. Four other correlations were carried out between the
consonantal effects and the vocalic effects which should bear
on the issue of whether vocalic coarticulation varies in-
versely with the DAC value for the consonant: between
C-to-V size and V-to-C size; between C-to-V size and
V-to-V size; between C-to-V size and V-to-V time; between
C-to-V time and V-to-V time. In this paper positive or nega-
tive correlations will be taken to occur when ther value is
relatively low ~equal or larger than 0.70, whether significant
or not! so as to make sure that no meaningful interactions
between coarticulatory effects are left out.

II. RESULTS

A. C-to-V coarticulatory effects

Figure 3~a! and~b! displaysQp andF2 data on C-to-V
coarticulation for all seven consonants and the two vowels /{/
@Fig. 3~a!# and /a/@Fig. 3~b!#. Effects are plotted separately
for C-to-V size and temporal extent and for the anticipatory
direction~A; stippled bars! and carryover direction~C; black
bars!. The height of the bars indicates whether C-to-V effects
are larger/smaller~size effects! and longer/shorter~temporal
effects!.9 For example, according to Fig. 3~a!, the anticipa-
tory and carryover effects in dorsopalatal contact (Qp) from
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/(/ on /{/ are larger and longer than those exerted by other
consonants and the situation for theF2 effects is essentially
the same as that for theQp effects referred to.

The numerical values for the coarticulatory effects rep-
resented in the figures are presented in Table I~means and
standard errors!. Size effects in the table are assigned a posi-
tive or a negative sign depending on whether the consonant
causes an increase or a decrease in theQp or F2 value for
the vowel. Thus the table assigns a negative sign to the an-
ticipatory and carryover size effects from /(/ on /{/ meaning

that this consonant causesQp andF2 to lower during V1
and V2.

1. /i/ context

According to the predictions in the Introduction section
~see Sec. B 1!, coarticulation should not be too prominent in
sequences made of compatible consonants involving tongue-
dorsum raising whether specified for the same DAC value as
/{/ ~i.e., 3 in the case of alveolopalatals and velars! or for a
lower DAC value~i.e., 2 for alveolars excluding /(/!. C-to-V
effects inQp andF2 in the figure are indeed small and short
for alveolopalatals /F/ and /b/ and for velar /%/ although this
trend is less clear for the carryover effects inQp for reasons
pointed out in Sec. II C 1 a.10 According to Table I, these
effects are positive~in Qp! and slightly positive or negative
~in F2! which is in accordance with these consonants being
articulated with a similar degree of tongue-dorsum height to
that for /{/. Size and temporal effects inQp andF2 for the
alveolars /'/ and /2/ are often somewhat more prominent than
those for alveolopalatals and velars which does not accord
with the DAC value for alveolars being lower than that for
/{/. The intermediate status of the C-to-V size effects for /'/
and /2/ is reflected by their being significantly different from
those for other consonants in some cases. The negative sign
of the C-to-V size effects inQp andF2 for /'/ and /2/ ~see
Table I! may account for this finding: It appears that the
production of these two consonants involves some lowering
of the tongue predorsum~presumably because of manner re-
quirements in the case of /2/ and of language-specific con-
straints in the case of /n/! which renders them not fully com-
patible with the tongue-dorsum raising gesture for /{/.11

Little C-to-V coarticulation was expected to occur as a
function of /p/ since bilabials do not involve tongue-dorsum
activity (DAC51) and /{/ is specified for a maximum DAC
value ~3! ~see Sec. B 1!. Qp effects for bilabial /p/ in the
figure are indeed small and short. C-to-V effects inF2 ~also
in F3! for /p/ were unexpectedly large and long; more spe-
cifically, size effects were found to be significantly larger
than those for most other consonants. This outcome is prob-
ably unrelated to tongue-dorsum activity but toF2 andF3
of /{/ being highly sensitive to variations in lip rounding, i.e.,
to a protrusion of the lips, a decrease of their area or both
~Fant, 1960!. The negative sign of theF2 size effects in
Table I is indeed related to lip closing for /p/;Qp size effects
~which could be exclusively attributed to tongue predorsum
lowering! are also negative but very small.

One scenario deserves special attention, i.e., the se-
quence /li/ with the participation of lingual gestures which
are at the same time highly constrained~dark /l/ and /{/ are
both specified for DAC53! and antagonistic~the vowel is
produced with tongue-dorsum raising and fronting and the
consonant with tongue-dorsum lowering and backing! ~see
Sec. B 1!. The figure reveals the existence of large and long
C-to-V effects in this case with size effects being signifi-
cantly larger than those for most other consonants. This coar-
ticulatory outcome indicates that the requirements for a
highly constrained consonant override those for a highly
constrained vowel when the two phonetic segments are pro-
duced with antagonistic lingual gestures. The negative sign

FIG. 3. ~a! Mean C-to-V effects across repetitions and speakers for each
consonant when the contextual vowel is /{/. Size effects in % of electrode
activation and in Hz~left! and temporal effects in ms~right! are plotted
separately forQp ~above! andF2 ~below!, and for each coarticulatory di-
rection, i.e., anticipatory~stippled bars! and carryover~black bars!. ~b! Same
representation as in~a! when the fixed vowel is /a/.
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of the C-to-V size effects inQp andF2 from /l/ on /{/ ~Table
I! reveals that the consonant contributes to much tongue dor-
sum lowering during the vowel.

According to Table III, correlations between C-to-V size
and C-to-V temporal extent, i.e., CVs3CVt , yield high posi-
tive r values forQp andF2 and for the anticipatory and for
the carryover direction meaning that the duration of the con-
sonantal effect varies with its magnitude in the /{/ context
condition. A close correspondence between C-to-V size and
temporal extent can be seen for fixed /{/ in Fig. 3~a!. Larger
effects are also longer~as those for /l/! and smaller effects
are also shorter~as those for /p/ inQp and for alveolopala-
tals and velars inF2!.

2. /a/ context

According to predictions in Sec. B 1, prominent consonant-
dependent effects on /a/ should occur in scenarios where the
consonant and the vowel are produced with opposing articu-
latory trajectories and the DAC value for the consonant ex-
ceeds the DAC value of 2 for /a/. Figure 3~b! shows large
and long C-to-V effects inQp andF2 for consonants requir-
ing tongue-dorsum raising and specified for a DAC maxi-

mum, i.e., alveolopalatals /F/ and /b/ and velar /k/. These
effects are often significantly different from those for other
consonants. They are positive~Table II! meaning that the
consonant causes tongue dorsum raising to occur during the
vowel.

In comparison to alveolopalatals and velars, the size and
temporal effects in the figure are usually smaller and shorter
for the alveolars /n/, /s/, and dark /l/ and for the bilabial /p/.
This is the expected outcome for consonants such as /n/ and
/s/ involving different articulatory trajectories from that for
the vowel and specified for the same moderate DAC value
~see Sec. B 1!. In this case, C-to-V effects can be somewhat
more prominent than predicted since the tongue-dorsum po-
sition for the consonant is higher than that for the vowel~as
revealed byQp andF2 effects for /na/ and /sa/ showing a
positive sign; see Table II! and consonants tend to override
vowels when the two phonetic segments are specified for the
same DAC value and are antagonistic~as for /li/!. C-to-V
effects of little prominence for /p/ accord with this consonant
exhibiting a minimal DAC value~see Sec. B 1!. These ef-
fects often exhibit a negative sign due to lip closing and/or
some tongue lowering~Table II!. The existence of smaller
C-to-V effects inF2 ~also inF3! from /p/ on /a/ than on /{/
is in accordance with predictions in Fant’s nomograms relat-

TABLE I. MeanQp andF2 coarticulation values across speakers and repetitions for different consonants when the fixed vowel is /{/. Data are separately
displayed for the size and the temporal extent of the C-to-V, V-to-C, and V-to-V effects at the anticipatory and carryover level. Size effects are given in %
of electrode activation (Qp) and in Hz (F2); temporal effects are given in ms. C-to-V size effects can be positive or negative~i.e., the consonant contributes
to a raising or a lowering of theQp or F2 frequency value for the vowel!. An asterisk indicates the presence of significant V-to-C size effects (p,0.05). A
variability measure (se5standard error) is also given.

C to V V to C V to V

Anticipatory Carryover Anticipatory Carryover Anticipatory Carryover

Vowel /{/ Size Time Size Time Size Sice Time Size Time

/p/ X̄ 21.83 0.00 24.83 8.00 26.67* 31.00* 3.00 0.00 11.67 70.00
se 1.52 0.00 1.78 5.83 1.99 1.43 1.07 0.00 1.73 16.43

/n/ X̄ 29.33 16.00 28.33 22.00 13.33* 15.83* 5.50 10.00 5.00 30.00
se 2.73 10.30 3.11 10.68 1.86 1.92 1.20 10.00 1.21 20.00

/l/ X̄ 227.63 52.00 222.13 54.00 13.38* 13.38* 6.50 14.00 4.13 2.00
se 0.64 3.74 3.71 12.49 3.40 3.39 2.86 14.00 2.18 2.00

Qp
/s/ X̄ 210.50 26.00 28.83 20.00 8.83* 4.66 2.50 0.00 1.50 0.00

se 2.07 14.70 2.31 12.25 1.80 2.12 1.18 0.00 0.55 0.00
/b/ X̄ 2.17 16.00 2.00 30.00 4.00 6.83* 1.50 8.00 5.33 28.00

se 0.68 16.00 2.72 23.24 1.57 1.61 0.93 8.00 2.21 20.83
/F/ X̄ 6.83 14.00 7.67 30.00 0.17 12.83* 1.00 6.00 6.94 23.33

se 1.67 8.72 1.27 12.65 0.17 2.89 0.81 6.00 3.20 12.02
/k/ X̄ 4.46 2.00 15.33 36.00 11.15* 4.50 3.75 6.00 1.00 0.00

se 2.94 2.00 4.11 9.27 2.80 2.00 2.07 4.00 0.49 0.00

/p/ X̄ 2353.00 24.00 2587.00 40.00 ••• ••• 89.60 8.00 72.00 18.00
se 109.43 6.78 84.35 6.32 21.67 8.00 28.02 11.14

/n/ X̄ 15.20 28.00 2130.40 38.00 632.13* 646.10* 309.20 26.00 415.60 46.00
se 85.40 11.58 38.15 15.30 68.32 74.20 56.94 6.78 58.52 18.60

/l/ X̄ 2732.00 64.00 2552.40 68.00 193.32* 86.97* 118.64 12.00 77.96 10.00
se 31.29 6.00 98.84 8.60 22.34 13.81 36.49 5.83 50.44 10.00

F2
/s/ X̄ 2116.00 32.00 2149.60 38.00 99.20* 137.40* 41.60 2.00 52.80 12.00

se 51.74 22.67 43.90 13.56 33.11 37.26 24.68 2.00 8.62 9.70
/b/ X̄ 20.80 0.00 2104.00 38.00 104.00 116.40 48.80 0.00 74.00 0.00

se 12.99 0.00 42.01 20.35 43.67 54.59 15.56 0.00 39.28 0.00
/F/ X̄ 20.80 12.00 248.80 0.00 22.40 105.48* 26.40 4.00 33.67 0.00

se 18.82 12.00 7.09 0.00 12.24 11.63 10.32 4.00 10.59 0.00
/k/ X̄ 86.00 10.00 10.40 6.00 ••• ••• 41.00 8.00 94.20 50.00

se 42.17 10.00 58.25 4.00 23.11 5.83 52.44 27.93
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ing variations in lip rounding to changes in constriction lo-
cation. As expected~Sec. B 1!, dark /l/ exerts moderateF2
effects on /a/ in spite of the consonant being highly con-
strained since the two phonetic segments are produced with
comparable articulatory trajectories and small differences in
tongue-dorsum position. Thus for consonants specified for
DAC53, C-to-V effects appear to be less prominent when
the consonant and the vowel gestures are compatible~as for

/la/! than when they are antagonistic~as for /Fa/!. Negative
C-to-V effects inF2 for dark /l/ ~Table II! are consistent
with this consonant requiring active tongue-dorsum lower-
ing.

Analogously to the /{/ condition, C-to-V size effects and
C-to-V temporal effects, i.e., CVs3CVt , are highly corre-
lated in the /a/ condition~see Table III!. High positive r
values were obtained both forQp ~anticipatory effects! and

TABLE II. Same contents as in Table I when the fixed vowel is /a/.

C to V V to C V to V

Anticipatory Carryover Anticipatory Carryover Anticipatory Carryover

Vowel /a/ Size Time Size Time Size Size Time Size Time

/p/ X̄ 2.00 0.00 25.00 42.00 17.17* 21.50* 3.67 30.00 2.83 6.00
se 0.50 0.00 1.97 28.00 2.91 2.89 1.87 30.00 1.76 4.00

/n/ X̄ 13.00 22.00 2.00 16.00 9.67* 12.17* 1.83 6.00 1.50 2.00
se 0.86 2.00 1.41 16.00 3.28 1.59 0.81 4.00 1.30 2.00

/l/ X̄ ••• ••• ••• ••• 5.50 4.75 1.28 22.00 2.97 10.00
se 1.62 1.85 0.86 22.00 1.34 7.75

Qp
/s/ X̄ 15.67 54.00 20.33 14.00 6.33* 2.67 2.33 8.00 1.50 0.00

se 1.43 6.00 3.15 8.72 1.57 1.63 1.27 8.00 0.93 0.00
/b/ X̄ 38.50 68.00 17.67 68.00 0.17 2.17 1.50 0.00 0.33 0.00

se 2.90 5.83 3.76 11.58 0.17 1.33 0.55 0.00 0.33 0.00
/F/ X̄ 36.50 48.00 26.83 86.00 3.17 14.83* 0.67 0.00 11.00 24.00

se 2.20 4.90 2.90 13.27 1.52 4.37 0.41 0.00 3.26 10.30
/k/ X̄ 23.00 26.00 32.84 68.00 20.00* 12.83 10.67 6.00 6.50 6.00

se 5.76 7.48 3.91 12.00 2.06 4.76 3.24 4.00 3.37 6.00

@p# X̄ 2179.20 40.00 2137.00 46.00 ••• ••• 151.20 78.00 81.40 18.00
se 27.67 4.47 34.00 15.68 29.81 15.94 18.62 8.00

@n# X̄ 124.00 56.00 22.40 36.00 158.94* 172.91* 124.44 92.00 112.56 50.00
se 31.62 14.35 28.86 20.64 45.74 38.49 14.68 13.19 30.75 22.14

@l# X̄ 2187.00 52.00 2196.00 40.00 197.27* 90.92* 99.39 52.00 29.09 6.00
se 40.72 13.93 31.21 3.16 21.66 21.08 13.02 17.44 13.21 6.00

F2
@s# X̄ 198.40 58.00 14.40 2.00 83.50 123.30 58.40 2.00 67.20 66.00

se 59.82 12.81 23.45 2.00 28.84 49.23 21.45 2.00 23.10 29.26
@b# X̄ 364.80 94.00 151.20 44.00 114.80* 117.20 132.80 44.00 60.00 25.00

se 25.66 5.10 30.92 19.13 27.62 44.36 27.05 15.03 16.57 16.58
@F# X̄ 472.00 84.00 475.20 126.00 89.32 186.80* 76.00 24.00 131.20 22.00

se 29.31 5.10 115.89 18.06 43.83 34.53 43.89 17.49 40.86 7.35
@k# X̄ 228.00 64.00 160.80 38.00 ••• ••• 148.00 42.00 87.00 30.00

se 9.38 6.00 86.69 17.15 39.27 18.81 53.86 18.97

TABLE III. Correlations for C-to-V, V-to-C, and V-to-V effects inQp andF2 across data for seven consonants and five speakers; lowercases andt indicate
size and temporal effects, respectively.r values at and above 0.70 are given independently for the anticipatory and carryover direction and for each fixed
vowel condition. An asterisk indicates the presence of significant correlations (p,0.05).

Vowel /{/ Vowel /a/

Qp F2 Qp F2

Anticipatory Carryover Anticipatory Carryover Anticipatory Carryover Anticipatory Carryover

C effects
CVs3CVt 0.94* 0.79 0.84 0.73 0.81 0.84 0.94*
V effects
VCs3VV s 0.91* 0.99* 0.99* 0.82 1.00*
VCs3VV t 0.87 0.95 0.96 0.72
VV s3VV t 0.94* 0.95* 0.91* 0.71

C effects3V effects
CVs3VCs

CVs3VV s 0.71 0.71
CVs3VV t 20.85
CVt3VV t 20.70 20.79
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for F2 ~anticipatory and carryover effects!. A close match
between the C-to-V effects in size and temporal extent is
apparent across consonants in the graphs of Fig. 3~b!.

B. Vocalic coarticulatory effects

1. Fixed /i/

Figure 4~a! displays the size and the temporal extent of
vocalic coarticulation in the sequence pairs /iCi/–/iCa/~an-
ticipatory! and /iCi/–/aCi/ ~carryover!, i.e., the size of the
vocalic effects at the consonantal midpoint~V-to-C! and
their size and temporal extent during the fixed vowel /{/ ~V-
to-V!. Effects are always positive and occur when theQp or
F2 value for /{/ exceeds that for /a/.

The data in Fig. 4~a! show that vowel-dependent effects
in Qp and/orF2 tend to be larger and longer for consonants
specified for lower DAC values~bilabial /p/, alveolar /n/!
than for consonants requiring more active tongue-dorsum
control ~dark /l/, fricative /s/, alveolopalatals, velars!. This
finding is in accordance with the degree of coarticulatory
resistance varying directly with the DAC value for the con-
sonant and with the DAC value for /s/ being higher~3! than
that for /n/ ~2!. The size effects for /p/ and /n/ are signifi-
cantly different from those for other consonants; moreover
the Qp effects are significantly larger for /p/ vs /n/ which
accords with DAC differences between the two consonants.

Correlation data for the /{/ context condition in Table III
often reveal high positiver values between the size of the
V-to-C effects, and the size and the temporal extent of the
V-to-V effects ~i.e., VCs3VV s , VCs3VV t!, and between
the two latter magnitudes~i.e., VVs3VV t!. This trend oc-
curs forF2 both at the anticipatory and carryover levels, and
for Qp at the carryover level. Figure 4~a! reveals that con-
sonants allowing large vocalic size effects are the same ones
allowing long vocalic effects in temporal extent~/p/, /n/!,
while vocalic effects are usually small and short for another
set of consonants~dark /l/, /s/, alveolopalatals, velars!.

Negative correlation values between the consonantal and
the vocalic effects should be taken as evidence that the latter
vary inversely with respect to the former~see Sec. I C!. As
shown in Table III, only one high negative correlation~i.e.,
CVt3VV t! was obtained out of 16 possibilities. Low corre-
lation values occur since the degree of vocalic coarticulation
is inversely related to the degree of C-to-V coarticulation in
some cases~/l/! but not in others~alveolopalatals, velars!.
Thus while dark /l/ exerts maximal C-to-V coarticulation and
allows vowel-dependent effects of little prominence, alveo-
lopalatals and velars exhibit little C-to-V and vocalic coar-
ticulation.

2. Fixed /a/

Vocalic coarticulatory effects for fixed /a/ are displayed
in Fig. 4~b!. F2 effects in temporal extent reveal the ex-
pected trend for consonants specified for higher DAC values
to allow lesser vocalic coarticulation than consonants with
lower DAC values. Indeed, dorsal /l/, /F/, /b/, and /k/ and
fricative /s/ ~which appears to be specified for a high DAC

value! allow shorter V-to-V anticipatory temporal effects in
F2 frequency than consonants /p/ and /n/ requiring lesser
tongue-dorsum activation.

V-to-C size effects inQp are also most prominent for
consonants /p/ and /n/~for /p/./n/! specified for low DAC
values, as well as for /k/ which may be due to vowel-related
changes in velar closure fronting; these effects for /p/ and /k/
~also V-to-V size effects inQp for /k/! are significantly
larger than those for other consonants. V-to-C size effects in
F2 are small and show a less coherent picture, with antici-
patory size effects decreasing in the progression /l/./n/,
/b/./s/, /F/ for most speakers. V-to-V size effects inQp and
F2 and V-to-V temporal effects inQp are very small and
short.

Correlation data for the /a/ context condition in Table III
yield similar results to those for the /{/ condition. High posi-
tive r values occur at least once for correlations involving
vocalic effects exclusively, i.e., VCs3VV s , VCs3VV t ,
VV s3VV t , meaning that there is a good correspondence
between vowel-dependent size and temporal coarticulation.
An inverse correlation between vocalic coarticulation and
consonantal coarticulation was found to hold just for 2 out of
16 correlation pairs~i.e., CVs3VV t , CVt3VV t). The ab-
sence of high negative correlations between the consonant-
dependent and vowel-dependent effects appears to be mostly
related to the high variability in the coarticulatory effects
across consonants~given the considerable number of conso-
nants included in the correlation analyses! and to /a/ exhib-
iting little dorsopalatal contact~Qp correlations only!.

3. Articulatory dimension of the V-to-C effects

Data on V-to-C coarticulation in Tables I and II and
those for the individual speakers reveal a trend for the vowel-
dependent effects during the consonantal period to favor the
target articulatory position for the consonant.

A comparison between V-to-C effects in the two tables
reveals that consonants /F/ and /k/ requiring a high tongue-
dorsum position allow larger effects in tongue-dorsum rais-
ing ~exerted by /{/ in the fixed /a/ context! than in tongue-
dorsum lowering~exerted by /a/ in the fixed /{/ context!. This
is so for the coarticulatory effects inQp ~/F/, /k/! and in
F2 ~/F/!. Thus for example, the size of the anticipatory and
carryover effects inF2 for /F/ is 89.32 Hz and 186.8 Hz in
the fixed /a/ context but only 22.4 Hz and 105.48 Hz in the
fixed /{/ context.F2 and dorsopalatal contact (Qp) trajecto-
ries for /F/ in Fig. 5 suggest that the raising movement for
/aFi/ occurs earlier~it begins during V1 and ends about clo-
sure offset! than the lowering movement for /iFa/ ~it begins
during closure or somewhat later and ends during the V2
period!. It thus appears that the tongue dorsum early
achieves a high position when /F/ follows /a/ and holds this
position as long as possible when /F/ follows /{/.

Dark /l/, on the other hand, allows effects in tongue-
dorsum lowering exerted by /a/ in the fixed /{/ context over
those exerted by /{/ in the fixed /a/ condition which accords
with this consonant involving active tongue-dorsum lower-
ing. This trend is at work for theQp data but not so for the
F2 data ~see Tables I and II!. Qp and F2 data in Fig. 5
reveal indeed that the lowering trajectories for /ila/ begin
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FIG. 4. ~a! Mean V-to-C and V-to-V effects across repetitions and speakers for each consonant when the fixed vowel is /{/. Size effects in % of electrode
activation and in Hz~left: V-to-C, middle: V-to-V! and temporal effects in ms~right: V-to-V! are plotted separately forQp ~above! andF2 ~below!, and for
each coarticulatory direction, i.e., anticipatory~dotted bars! and carryover~black bars!. ~b! Same representation as in~a! when the fixed vowel is /a/.
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FIG. 5. Qp trajectories~left! andF2 trajectories~right! for the sequences /aCi/~dashed lines! and /iCa/~solid lines! lined up at the onset of the consonantal
period ~0-ms value along the temporal axis!. Short vertical marks crossing theF2 andQp trajectories have been inserted at the offset of the consonantal
period. Data correspond to a single speaker, i.e., JP~/l/, /n/, /F/! and DR~/b/, /p/!.Trajectories for /p/ have been displayed forQp only ~no formant structure
is available during the closure period for this consonant!; vertical marks have been indicated at closure offset and at burst offset in this case.
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earlier ~during V1! and achieve an earlier endpoint~during
closure! than the raising trajectories for /ali/~in this case
raising onset occurs toward the end of V1 or during the cen-
tral closure period and a raising maximum is not achieved
until the V2 period!. It is thus apparent that the tongue
reaches and maintains a low target position for the produc-
tion of dark /l/ which is more compatible with that for a low
vowel than with that for a high vowel.

According to data in Tables I and II, bilabial /p/ (Qp)
and dentoalveolar /n/ (Qp, F2) also allow more prominent
effects from /a/ in the fixed /{/ condition than effects from /{/
in the fixed /a/ condition.Qp trajectories for bilabial /p/ in
Fig. 5 show indeed that, although the increase in lingual
contact for /api/ and the contact decrease for /ipa/ begin more
or less at the same time~at V1 offset!, the latter ends earlier
~at closure offset! than the former~during V2!. This finding
suggests that bilabial /p/ is more sensitive to tongue-dorsum
lowering effects than to tongue-dorsum raising effects,
which is consistent with this lingual region exhibiting a low
position at rest. Trajectories for /n/ in the figure show that,
analogously to dark /l/,F2 lowering onset for /ina/ occurs
earlier~during V1! thanF2 raising onset for/ani/~at the end
of the closure period!; the offset of theseF2 trajectories also
takes place much earlier after /{/ ~at closure onset! than after
/a/ ~during V2!. As for theQp data, the lowering trajectory
for /ina/ and the raising trajectory for /ani/ start more or less
simultaneously during V1 while their endpoint is achieved
earlier for the former~at closure offset! than for the latter
~during V2!. Predominance of the vowel-related lowering ef-
fects for /n/ is a quite unexpected outcome since the tongue
dorsum should exhibit a high position during the production
of this consonant if subject to coupling effects with the pri-
mary tongue tip articulator. This finding suggests that /n/ and
perhaps other dentoalveolar consonants may differ with re-
spect to tongue-dorsum height across languages~i.e., /n/
would be specified for a rather low tongue-dorsum position
in Catalan! and that articulatory regions which are not in-
volved in the closure or constriction making process may be
actively controlled.

Data in Tables I and II reveal that fricatives /s/ and /b/
also favor slightly the effects from /a/ over those from /{/ ~for
Qp andF2 in the case of /s/, and forQp in the case of /b/!.
The situation for fricatives is exemplified by theQp and
F2 trajectories for /b/ in Fig. 5 ~the /s/ trajectories show an
analogous behavior to those for /b/ in the figure!. Table II
indicates a slight predominance of the vowel-dependent low-
ering vs raising effects for these consonants~thus, for ex-
ample, V-to-C effects for /s/ amount to 99.2 Hz and 137.4
Hz in the fixed /{/ context, and to 83.5 Hz and 123.3 Hz in
the fixed /a/ context!. These V-to-C data are not in agreement
with the onset times of trajectory movement in Fig. 5~since
raising onset for /abi/ occurs earlier than lowering onset for
/iba/! and may be related toQp andF2 raising trajectories
achieving a plateau while the corresponding lowering trajec-
tories exhibit continuous motion.

C. Coarticulatory direction

In order to evaluate the relative salience of the two coar-
ticulatory directions, values for the size and the temporal

extent of the anticipatory component have been subtracted
from those of the carryover component~see Tables I and II!
and the resulting differences have been displayed in Fig. 6~a!
and ~b! ~consonant-dependent effects! and in Fig. 7~a! and
~b! ~vowel-dependent effects!. Differences in sign have not
been taken into account in the subtraction procedure. Nega-
tive values in the figures indicate that anticipation prevails
over carryover; positive values indicate the opposite relation-
ship.

FIG. 6. ~a! Differences in coarticulatory direction for the C-to-V effects for
each consonant across repetitions and speakers when the contextual vowel is
/{/. Predominance of the anticipatory component yields a negative value
~below the 0 line!; predominance of the carryover component yields a posi-
tive value~above the 0 line!. Size effects in % of electrode activation and in
Hz ~left! and temporal effects in ms~right! are plotted separately forQp
~above! andF2 ~below!. ~b! Same representation as in~a! when the fixed
vowel is /a/.
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FIG. 7. ~a! Differences in coarticulatory direction for the V-to-C and V-to-V effects for each consonant across repetitions and speakers when the fixed vowel
is /{/. Predominance of the anticipatory component yields a negative value~below the 0 line!; predominance of the carryover component yields a positive value
~above the 0 line!. Size effects in % of electrode activation and in Hz~left: V-to-C, middle: V-to-V! and temporal effects in ms~right: V-to-V! are plotted
separately forQp ~above! andF2 ~below!. ~b! Same representation as in~a! when the fixed vowel is /a/.
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1. C-dependent coarticulation

a. /i/ context. According to Fig. 6~a!, C-to-V effects in
Qp and F2 show some noticeable trends in coarticulatory
direction. On the one hand, alveolopalatals and velars tend to
favor carryover over anticipatory coarticulation in size and
temporal extent; the absence of much C-to-V anticipation in
a sequence made of two comparable highly constrained pho-
netic segments~such as /b/, /F/, or /k/ and the vowel /{/! may
lead to the prevalence of the carryover component associated
with the mechanico-inertial properties of the tongue-dorsum
raising gesture. On the other hand, dark /l/ exerts larger~but
not longer! anticipatory than carryover effects; the salience
of the C-to-V anticipatory effects in this case appears to be
linked to the performance of the highly constrained lingual
gesture for the consonant when preceded by the antagonistic
vowel /{/.

Speaker-dependentQp and F2 data reveal no clear
coarticulatory direction pattern for the alveolars /s/ and /n/
although most speakers favor the carryover direction in some
instances. Size and temporal effects for the bilabial /p/ also
show predominance of the carryover component which may
be related to the influence of the bilabial release and, as for
the other nondorsal consonants /n/ and /s/, to the inertial
requirements associated with the raising of the tongue dor-
sum induced by the vowel /{/.

b. /a/ context. QpandF2 data in Fig. 6~b! show that
fricatives resemble other constrained consonants in exerting
strong gestural anticipation: Size and temporal data reveal
that /s/ and /b/ often favor the C-to-V anticipatory compo-
nent. To a lesser extent, predominance of anticipation over
carryover is also at work for the alveolars /n/~size and tem-
poral coarticulation inQp andF2! and /l/ ~coarticulation in
F2 temporal extent for four speakers!. Overall, alveolars
may give preference to the anticipatory component in line
with the tongue dorsum being ruled by apical activity and
not being subject to strong mechanico-inertial constraints
during their production in the /a/ context; consonants subject
to important manner requirements, i.e., fricatives, give par-
ticular emphasis to the anticipatory direction.

More retracted dorsal consonants exhibit a different be-
havior. Alveolopalatal /F/ favors anticipatory size effects in
Qp and also inF2 @for four speakers in spite of Fig. 6~b! not
showing so since one speaker exhibits very large carryover
effects#, presumably because the articulatory manifestation
of the dorsal gesture is more /j/-like at consonantal release
than at consonantal formation; temporal effects inQp and
F2 for /F/ are however longer at the carryover versus antici-
patory level. Regarding velar /k/, C-to-V effects are larger
and longer for the carryover vs anticipatory direction~Qp!
and for the anticipatory versus carryover direction (F2). The
finding of more prominent carryover than anticipatory effects
for dorsals vs alveolars is in accordance with the mechanico-
inertial properties associated with the tongue-dorsum raising
gesture for the former consonantal class.

No clear coarticulatory direction holds for bilabial /p/
which favors anticipation inF2 size and perhaps carryover
in Qp size ~longer carryover vs anticipatory effects inQp
for this consonant are associated with two speakers only!.

2. V-dependent coarticulation

a. Fixed /i/. According to Fig. 7~a! highly constrained
dark /l/, which favors consonant-dependent anticipation, of-
ten gives priority to the anticipatory direction for the vocalic
effects in size and temporal extent. On the other hand, con-
sonants assigning more weight to carryover over anticipation
for the C-to-V effects also allow more prominent vowel-
dependent carryover than anticipation, i.e., /F/ and /b/ ~in
Qp andF2! and /k/ ~in F2!.

Consonants giving much less clear priority to a specific
direction in consonant-dependent coarticulation favor no ob-
vious direction when the vowel-dependent effects are taken
into consideration. This is so for most speakers in the case of
/p/ ~which shows prevalence of the carryover direction in
Qp and of the anticipatory direction inF2 size for four
speakers! and of /s/~which favors the anticipatory compo-
nent for theQp size effects and the carryover component for
the F2 effects!. While exhibiting a similar behavior to /p/
and /s/ in C-to-V directionality, alveolar /n/ gives some more
weight to the carryover over the anticipatory component
component for the vocalic effects.

b. Fixed /a/. Qpand F2 data in Fig. 7~b! reveal the
existence of maximal vocalic anticipation for consonants
~/p/, /n/, /l/! giving preference to no clear C-to-V coarticula-
tory direction~/p/! or to C-to-V anticipation~/n/, /l/!. There
is a trend to favor more prominent vocalic effects inF2 size
and temporal extent and inQp temporal extent at the antici-
patory vs carryover level for /p/, /l/, and /n/; somehow
V-to-C trends inQp for /p/ and /n/ are larger at the carryover
level. Velar /k/ also tends to favor the anticipatory compo-
nent for the vocalic effects whether related to a more salient
consonant-dependent carryover component~for Qp! or an-
ticipatory component~for F2!; preference for vocalic antici-
pation for /k/ in the fixed /a/ context condition follows from
specific constraints in the production of velars~see Sec. III!.
Alveolopalatal /F/, which exerts longer C-to-V effects at the
carryover level than at the anticipatory level, is the only con-
sonant clearly allowing more prominent vowel-dependent
carryover vs anticipatory coarticulation. Fricatives, which
clearly exert more prominent anticipatory versus carryover
effects, may give more weight to either the vowel-dependent
anticipatory or the carryover component: There is a trend for
/s/ to favorQp anticipation andF2 carryover; as for /b/,
vocalic size effects are quite small forQp and may give
priority to the anticipatory direction forF2.

III. GENERAL SUMMARY AND DISCUSSION

Data reported in Sec. II confirm the validity of the DAC
model of coarticulation in many respects. Consonants and
vowels were assigned different DAC values depending on
the degree of tongue-dorsum constraint during their produc-
tion, i.e., 3 to alveolopalatals, palatals, velars, and dark /l/, 1
to bilabials and the schwa, and 2 to those consonants and
vowels the production of which involves some uncontrolled
tongue-dorsum activity~/n/, /a/!. It was also suggested that
manner requirements could raise the DAC value~e.g., from 2
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to 3 for /s/!. As shown next, this DAC scale accounts to a
large extent for the C-to-V, V-to-C, and V-to-V effects re-
ported in the present study.

An important finding was that the prominence of the
C-to-V effects depends both on the relative DAC specifica-
tion for the two adjacent phonetic segments as well as on
their articulatory trajectories being compatible or antagonis-
tic. When the consonant and the vowel are specified for the
same DAC value, C-to-V effects are negligible in a situation
of gestural compatibility~e.g., /Fi/! and become more promi-
nent as the degree of gestural antagonism increases~e.g., for
/li/ vs /na/, /sa/!. When the consonant is specified for a higher
DAC value than the vowel, C-to-V effects increase with the
degree of gestural antagonism involved~e.g., for /Fa/ vs /la/!.
Negligible C-to-V coarticulation occurs when the DAC value
for the vowel exceeds that for the consonant~e.g., for /pi/,
/pa/!. More prominent C-to-V effects in tongue-dorsum low-
ering than expected for /si/ indicate that manner of articula-
tion may modify the basic DAC value~from 2 to 3 in this
case!. It thus appears that gestural antagonism does not only
prevent coarticulatory effects from occurring~as postulated
by several coarticulation theories: Henke, 1966; Bell-Berti
and Harris, 1981! but, on the contrary, may cause C-to-V
coarticulation to increase. Our finding is consistent with dif-
ferences in the production mechanisms of consonants and
vowels: The formation of a closure or constriction requires
consonants to be actualized during the adjacent vowel and
such production requirements become especially relevant
with the difficulty involved in the making of the vowel-to-
consonant transition. It can be claimed that maximal antago-
nism results in maximal C-to-V coarticulation so as to ensure
that the consonantal gesture is successfully realized and that,
for a given DAC value, consonants are more constrained
than vowels.

V-to-C coarticulation data reported in Sec. II are consis-
tent with the notion that V-to-C sensitivity should vary in-
versely with the DAC value for the consonant, i.e., in the
progression bilabials.dentoalveolars.alveolopalatals, ve-
lars, dark /l/, /s/~which is in support of /s/ being specified for
DAC53!. This progression was found to hold in both fixed
vowel conditions in spite of the initial expectation that it
should be at work when the fixed vowel is /a/ but not neces-
sarily so when it is /{/ since a highly constrained fixed vowel
could prevent much V-to-V coarticulation from occurring.
However, there were very few high negative correlations be-
tween the vocalic effects and the consonantal effects in both
vowel conditions, and thus no inverse relationship between
the strength of the two coarticulatory types. This finding has
been attributed to several factors often acting concomitantly
such as the high number of consonants submitted to analysis
or the coexistence of little consonantal and vocalic coarticu-
lation in some scenarios~e.g., in sequences with alveolopala-
tal consonants and the vowel /{/!.

High correlations were obtained between C-to-V effects
in size and temporal extent meaning that larger effects are
usually longer~e.g., for /li/, /Fa/! while smaller effects are
often shorter~e.g., for /p/, /n/, /l/, and /s/ with adjacent /a/!. A
similar relationship appears to hold for the vocalic effects,
more so when the fixed vowel is /{/ than when it is /a/~e.g.,

effects in the former vowel context are larger and longer for
/p/ and /n/ and smaller and shorter for /s/ and dorsals includ-
ing dark /l/!. It thus appears that the extent of the consonant-
and vowel-dependent effects along the time domain is re-
lated to their magnitude~see also Farnetani and Recasens,
1993!.

The notion that the articulatory dimension of the C-to-V
effects should depend on the target articulatory position for
the consonant was also confirmed. Articulatory activity asso-
ciated with the target tongue position often begins earlier and
is held for a longer period than that for other tongue posi-
tions. Thus consonants requiring tongue-dorsum raising~al-
veolopalatals, velars! are more sensitive to effects from /{/ vs
/a/ while those involving tongue-dorsum lowering favor ef-
fects from /a/ vs /{/ ~bilabial /p/, alveolar /n/, dark /l/!. Some
justification for /p/ and /n/ involving tongue-dorsum lower-
ing is needed: Tongue-dorsum relaxation for /p/ may occur
concomitantly with lip closing~see Engstrand, 1988!, while
tongue-dorsum lowering for /n/ is possibly a language-
specific characteristic~see Footnote 8 for other possible ex-
planations!. Fricatives /s/ and /b/ were found not to clearly
favor either tongue-dorsum raising effects or tongue-dorsum
lowering effects associated with the adjacent vowel; this par-
ticular behavior may be related to fricatives requiring the
formation of a precise medial groove which causes the
tongue-dorsum surface to occupy an intermediate position
between that for high and low consonantal articulations.

An important goal of this study was to test the implica-
tions of the DAC model with respect to coarticulatory direc-
tionality. C-to-V data presented in the paper confirm that,
among consonants specified for a high DAC value, some
favor the anticipatory component while others favor the
carryover component. Prevalence of the anticipatory compo-
nent for dark /l/ follows from this consonant involving the
formation of two lingual constrictions; such anticipatory ef-
fects are especially salient when tongue-dorsum lowering
and retraction for dark /l/ needs to be made during the pre-
ceeding antagonistic vowel /{/. Consonants produced with
active tongue-dorsum raising, i.e., the alveolopalatal /F/ and
the velar /k/, favor the carryover over the anticipatory com-
ponent due to the tongue dorsum being lowered more slowly
at consonantal release than raised at consonantal onset, and
thus in line with the tongue dorsum mechanico-inertial re-
quirements for the consonant; moreover, this asymmetrical
relationship becomes more obvious as the articulatory dis-
tance between the vowel and the consonant increases, i.e.,
for /F/ and /k/ with adjacent /a/ vs /{/. Coarticulatory direc-
tionality for other consonants appears to depend on whether
the vowel causes the tongue dorsum to be raised or not dur-
ing the consonant. Prevalence of the anticipatory direction
occurs in the context of /a/ when tongue-dorsum raising is
absent, presumably in line with the flexibility of the apical
articulator ~for the alveolar /n/! and with lingual grooving
associated with manner of articulation demands~for the fri-
catives /s/ and /b/!; tongue-dorsum raising for /n/, /s/, /b/, and
/p/ with adjacent /{/ contributes to an increase in the
mechanico-inertial requirements which results in a more
prominent dorsal release and a more salient carryover vs an-
ticipatory component.
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Our model predicts that the direction of the vocalic ef-
fects should conform to the directionality trends for conso-
nantal coarticulation. Predominance of the V2-dependent an-
ticipatory effects for /l/ occurs presumably since vowel
anticipation is not much affected by the carryover compo-
nent for this consonant; on the other hand, the salience of the
vowel-dependent carryover effects in the case of /F/ accords
with the mechanico-inertial constraints associated with the
tongue-dorsum raising gesture preventing much vowel-
related anticipation from occurring. Vocalic anticipation is
also blocked when fixed /{/ contributes to the raising of the
tongue dorsum during the consonant; this would explain why
consonantal and vocalic effects for /n/, /b/, and perhaps /p/
are more prominent at the carryover level when adjacent to
/{/ and at the anticipatory level when adjacent to /a/. The
absence of a clear directionality pattern for the vocalic ef-
fects for /s/ in the two fixed vowel contexts may be attributed
to the strong manner requirements for this consonant and
perhaps to the mechanico-inertial requirements on the tongue
dorsum in the /{/ context. Analogously to dorsal /F/, dorsal
/k/ favors the carryover component for the consonantal and
vocalic effects in the /{/ condition; prevalence of vocalic an-
ticipation in the /a/ context condition appears to be related to
how the tongue dorsum is being controlled during velar
closure.12
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1The term ‘‘tongue dorsum’’ is preferred to the term ‘‘tongue body’’ and
refers to the upper surface of the tongue in front of the hard and soft palate
where palatal and velar sounds are articulated~Catford, 1988!.
2In a previous paper~Recasenset al., 1995!, the degree of dorsopalatal
contact was correlated withF2 at the consonantal midpoint in the se-
quences /iCi/ and /aCa/ for the same consonants analyzed in the present
study. High positive correlations were found across consonants and speak-
ers as well as across consonants for a given speaker. This finding is con-
sistent with data collected with vocal tract analogues indicating an increase
in F2 frequency with a decrease in dorsopalatal constriction width~Stevens
and House, 1955; Fant, 1960; Gayet al., 1991!.
3The DAC scale is not to be identified with the CR~coarticulatory resis-
tance! scale proposed elsewhere~Bladon and Al-Bamerni, 1976!. The CR
scale assigns different values to phonetic segments depending on the degree
of coarticulation allowed. The following CR values correspond to different
allophones of English /l/: 1 to the least resistant allophone, i.e., clear /l/ in
leaf; 2 to an allophone specified for an intermediate CR degree, i.e., dark /l/
in feel; 3 to the most resistant allophone, i.e., syllabic /l/~fiddle!. The DAC
scale characterizes phonetic segments according to the types of articulatory
constraints involved in their production and can be used as a predictor of
coarticulatory resistance~see Sec. B 2!.
4The term ‘‘fixed vowel’’ is applied to VCV pairs used to investigate vowel-
dependent coarticulation. It refers to the vowel which is kept constant in a
given VCV pair, e.g., V15/a/ in the sequence pair /api/-/apa/ which allows
studying right-to-left effects associated with V25/i/ vs /a/ in this particular
V1 condition.
5F3 andF1 coarticulatory effects were also measured for the same speech
material. Results forF3 were highly similar to those forF2 which is in
accordance with both formants being related to dorsopalatal constriction

location and narrowing~Fant, 1960!; they will be reported occasionally
when deviating from those forF2 in some interesting way.F1 coarticula-
tory effects will not be commented in this paper since they differ from
those forF2 in many respects presumably because of reflecting jaw open-
ing variations in addition to changes in dorsopalatal constriction width.
6The following piece of evidence suggests that differences in phonetic real-
ization between V1 and V2 in the /aCa/ sequences~i.e., V1 was realized as
stressed@a# and V2 as unstressed@.#! did not affect the analysis results
significantly. Had this been the case, V-to-V carryover effects would have
exceeded the corresponding anticipatory effects in /VpV/ sequences~where
/p/ is specified for a minimal DAC value! since there are reasons to expect
stressed vowels to exert more coarticulation than unstressed ones and non-
reduced vowels to allow less coarticulation than reduced ones. V-to-V coar-
ticulation data across /p/ on fixed /a/ reported in Sec. II reveal that the
opposite in fact happened, i.e., anticipatory size and temporal effects were
found to be more prominent than carryover effects. More carryover than
anticipatory V-to-V coarticulation across /!/ in the fixed /{/ context is prob-
ably independent of the stress pattern since stressed and unstressed /{/ differ
very slightly in Catalan.
7The exclusion of that row from the calculation of theQp index for the
latter four consonants is also advisable when their place of articulation is
more front than usual since the dorsal contact at the front palatal zone in
this case is presumably related to interarticulatory coupling effects with the
tongue front rather than to tongue-dorsum activation.
8In a few instances, reinforcement of the tongue-dorsum raising gesture by
the action of successive dorsopalatal V1 and C in the sequences /{FV/ and
/{bV/ may cause articulatory overshoot, i.e., more dorsopalatal contact and
frequency displacement than usual for a long period of time during V2.
Carryover effects extending until vowel offset in these circumstances have
been excluded from analysis.
9In this paper, a given coarticulatory effect will be often characterized in
comparison to other effects as ‘‘large’’ or ‘‘small’’~size! and ‘‘long’’ or
‘‘short’’ ~temporal extent!.
10C-to-V effects inF3 for dorsal /F/ and /%/ are somewhat larger and longer
thanF2 effects. This finding is consistent with information provided by
nomograms~Fant, 1960! showing that a considerable reduction of the
constriction area for alveolopalatals causes moreF3 thanF2 raising as the
constriction location moves forward from the mediopalate to the prepalate.
It also accords with negativeF3 effects if, as indicated by electropalato-
graphic data~Recasens, 1991a!, some constriction retraction for /{/ in this
specific consonantal environment is accompanied by a decrease in lingual
contact at the prepalate.

11Other explanations could account for theQp andF2 lowering for /'/ and
/2/. Apical consonants have been reported to be articulated with a some-
what concave tongue surface behind closure location and some postdor-
sum retraction resulting into a narrower pharyngeal passage than that ex-
hibited by laminoalveolar articulations~Dart, 1991!. Some tongue-dorsum
relaxation could also be related to nasality and the resulting lack of pres-
sure containment associated with it~Perkell, 1969!.

12The salience of the anticipatory component for the vocalic effects is con-
sistent with ultrasound data showing an early onset of V2 related tongue-
dorsum movement during V1~Parushet al., 1983!, and with electromag-
netic midsagittal articulometry data showing V2 anticipation in /~%V/
sequences during closure mostly for V25/ i/ but also for V25/~/
~Mooshammeret al., 1995!. Our EPG data generally show more dorso-
palatal contact during V1 for /~%{/ than for /{%~/ which is consistent with a
strong V2-dependent forward movement in the former sequence already
during V1. It is agreed that these anticipatory effects reflect passive for-
ward tongue-dorsum movement associated with the large mass of the
tongue body being controlled in a continuous fashion~Perkell, 1969!. This
forward movement does not occur to the same extent when V15/ i/ since
the tongue dorsum is already located at a front location at closure onset in
this case.
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Tongue surface displacement during bilabial stops
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The goals of this study were to characterize tongue surface displacement during production of
bilabial stops and to refine current estimates of vocal-tract wall impedance using direct
measurements of displacement in the vocal tract during closure. In addition, evidence was obtained
to test the competing claims of passive and active enlargement of the vocal tract during voicing.
Tongue displacement was measured and tongue compliance was estimated in four subjects during
production of /aba/ and /apa/. All subjects showed more tongue displacement during /aba/ than
during /apa/, even though peak intraoral pressure is lower for /aba/. In consequence, compliance
estimates were much higher for /aba/, ranging from 5.1 to 8.531025 cm3/dyn. Compliance values
for /apa/ ranged from 0.8 to 2.331025 cm3/dyn for the tongue body, and 0.5231025 for the single
tongue tip point that was measured. From combined analyses of tongue displacement and intraoral
pressure waveforms for one subject, it was concluded that smaller tongue displacements for /p/ than
for /b/ may be due to active stiffening of the tongue during /p/, or to intentional relaxation of tongue
muscles during /b/~in conjunction with active tongue displacement during /b/!. © 1997 Acoustical
Society of America.@S0001-4966~97!03407-3#

PACS numbers: 43.70.Aj, 43.70.Bk@AL #

INTRODUCTION

What happens inside the vocal tract when an obstruent
stop consonant is produced? Initially there is an increase in
intraoral pressure, which can result in outward movement of
the vocal-tract walls. All stop sounds require this pressure
buildup to achieve a burst when they are released, but voiced
and unvoiced stops require different articulatory adjustments.
In particular, voiced stops require a transglottal pressure dif-
ference to sustain glottal vibration~although it may not al-
ways be sustained throughout closure!. Two main mecha-
nisms have been proposed that may be used by speakers to
maintain this pressure difference: it may be done withactive
enlargement of the supraglottal vocal tract~Rothenberg,
1968; Kent and Moll, 1969; McGowanet al., 1995!, and/or
with a relaxed state of supraglottal muscles~which results in
passivedeformation of the vocal tract; cf. Perkell, 1969!.
Bell-Berti ~1974! proposed that pharyngeal cavity size may
be controlled with predominantly passive or active mecha-
nisms by different speakers. Westbury~1983! pointed out
that while there was good reason to believe in an active
component to facilitate voicing during a stop, the issue of
active and passive contributions to vocal-tract enlargement
would be difficult to settle on the basis of kinematic data
alone.

At the end of a vowel preceding an unvoiced stop, glot-
tal vibration may be stopped quickly by spreading the glottis,
perhaps in combination with stiffening the vocal-tract walls.
Following release of the consonant, the intraoral pressure
decreases and the walls are hypothesized to move inward
with a time constant that depends on their physical proper-

ties. Vocal-tract wall deformation has traditionally been ana-
lyzed using a lumped parameter model whose low-frequency
equivalent is shown in Fig. 1. The model parameters are
subglottal pressurePs , transglottal impedanceZg , and
vocal-tract wall resistanceRw and complianceCw . In this
low-frequency approximation, valid below about 20 Hz, the
mass of the vocal-tract walls is neglected. The parameters in
this model are not fixed. For example, compliance values
change greatly depending on whether articulatory muscles
adopt a tense or lax state.

Accurate measurements of the parameters listed above
are necessary to improve models for how long glottal vibra-
tion lasts during closure, and also to improve our models of
the release of stop sounds. In particular, accurate estimates of
vocal-tract compliance~i.e., the extent to which the vocal
tract deforms in response to pressure! are important for de-
signing articulatory models, because assuming rigid walls
would lead to major errors in any model. Some existing es-
timates were obtained with indirect methods~Rothenberg,
1968! or using measurements made on surfaces outside the
vocal tract~Ishizakaet al., 1975; Wodickaet al., 1993!. The
reason for such indirect approaches is that it is difficult to
measure movement parameters inside the vocal tract, espe-
cially when the mouth and velum are closed. The goal of this
study was to refine current estimates of vocal-tract imped-
ance using direct measurements of tongue surface displace-
ment during production of labial stops. In particular, we
wanted to obtain evidence to test the competing claims of
passive and active enlargement of the vocal tract during
voicing. Our approach was made possible by the use of an
electromagnetic midsagittal articulometer~EMMA; see Per-
kell et al., 1992!, which allowed us to gather sufficient quan-

a!Currently at the Department of Otolaryngology—Head and Neck Surgery,
Indiana University School of Medicine, Indianapolis, IN 46202-5200.
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tities of kinematic data from vocal-tract structures during bi-
labial closure.

I. METHODS

The subjects were four young adult males. Two of them
~S1 and S2! were native speakers of American English and
the other two~S3 and S4! were native speakers of Ewe, an
African language. Both English and Ewe voiced stops are
typically produced with glottal vibration, at least at the be-
ginning of the segment, when they are in intervocalic posi-
tion. The productions from these four subjects were no ex-
ception, and the /b/ segments frequently showed glottal
vibration throughout the entire closure. Subjects read at least
ten repetitions each of three utterances: /apa/ and /aba/~in
which we were primarily interested!, and /ama/~included as
a control condition!. We expected to find minimal pressure-
induced tongue surface displacement in the /ama/ control
condition, because during the production of /m/ the velopha-
ryngeal port is open so intraoral pressure remains low, pre-
cluding any passive tongue deformation. We used an electro-
magnetic midsagittal articulometer~EMMA: cf. Perkell
et al., 1992! to measure displacement of the tongue dorsum.
A small transducer coil~4 mm by 4 mm base, 2.5 mm
height! was fixed to the tongue surface~between 4 and 6 cm
from the tongue tip! with a biocompatible cement. Alternat-
ing magnetic fields generated by a three-transmitter system
induce an alternating voltage in the transducer coil. The
transduced voltages from the tongue coil, as well as from
two other coils placed on the upper incisors and the bridge of
the nose for fixed reference points, were low-pass filtered at
100 Hz and digitized at 312.5 samples per s,~sps!. Subject
S4 had an additional transducer attached to the tongue blade,
approximately 1 cm from the tip.

With subject S2, a Glottal Enterprises differential pres-
sure transducer was used to simultaneously measure intraoral
pressure~re: atmospheric pressure!. The transducer was
coupled to the oral cavity via a plastic~polyethylene! probe
tube approximately 10 cm in length and with an inner diam-
eter of 0.2 cm. The pressure measurements were calibrated
using a U-tube manometer and were found to be linear over
the pressure range of interest~0–24 cm H2O!.

The acoustic signal was recorded through a directional
microphone, low-pass filtered at 4.8 kHz and sampled at 10
kHz. After digitizing the acoustic, movement, and~in S2’s

case! pressure data, the signals were demultiplexed into
separate, time-aligned signal streams. The digitized move-
ment data were then low-pass filtered with 71-tap FIR filters
~cutoff frequency about 150 Hz!, and converted tox,y coor-
dinates with reference to anx axis which lies in the midsag-
ittal plane, and is parallel to the subject’s occlusal plane.

Figure 2 shows a display generated by the software used
to extract movement data. The acoustic signal during an
/apa/ utterance is shown in window 1, whereTb , Tr , and
Ta indicate closure, release, and beginning of the second /a/,
respectively. Window 2 shows the expanded acoustic signal
around the time of release,Tr . Time-aligned movement data
~the positions of a tongue transducer! are shown in window
3: The three traces are thex andy coordinates of the tongue
transducer over time, and a measure of transducer misalign-
ment~see Perkellet al., 1992!. Window 4 shows anx-y plot
of the displacement data~the front of the vocal tract is to the
right! and a reference circle of 1 mm radius. The trajectory of
the tongue transducer is indicated by the dotted line, with
dots representing samples taken at 3.2-ms intervals. The
acoustic events were marked interactively for each utterance:
the time of closureTb , defined as the point in the acoustic
time waveform just after the last full glottal cycle of the first
/a/; the time of release,Tr , defined as the point in the acous-
tic waveform where there is a sudden increase in high-
frequency noise amplitude at the end of the closure period;
andTa , defined as the point in the acoustic waveform just
before the first full glottal cycle of the second /a/. A cursor,
time-aligned across all the displays, was used to mark the
eventsTb , Tr , andTa . The zoomed speech waveform with
the cursor located at release timeTr , shown in window 2,
was used to locateTr more precisely. As thex-y data in
window 4 show, beginning at the time of closure there is a
downward displacement of the tongue, which is presumably
due to increased intraoral pressure. At the time of release
intraoral pressure is sharply reduced and the tongue moves
back up.

Because thex-y data were rotated to make the occlusal
plane horizontal, they axis is the direction perpendicular to
the occlusal plane. Mechanical compliance per unit area was
calculated as the displacement perpendicular to the occlusal
plane ~i.e., along they coordinate! that occurred between
Tb andTr , divided by the estimated peak intraoral pressure.
This way of calculating compliance assumes that the tongue
displacement perpendicular to the occlusal plane between
Tb andTr is due to increased intraoral pressure. Therefore,
systematic movements perpendicular to the occlusal plane
and unrelated to pressure would result in over- or underesti-
mates in our compliance measurements. Peak intraoral pres-
sure estimates were obtained from a study of pressure during
VCV syllables in males, females, and children by Subtelny
et al. ~1966!. We used the average male values from that
study: 6.43 cm of H2O for /p/ and 4.37 cm of H2O for /b/.
While this methodology is appropriate to obtain reasonable
estimates of compliance, it may be refined in future studies
by measuring intraoral pressure for all subjects. Another pos-
sible refinement would involve the simultaneous analysis of
the locations of several pellets to separate the local reaction

FIG. 1. Lumped parameter circuit model of the supraglottal cavity during a
stop consonant.Zg represents transglottal resistance;Ps is subglottal pres-
sure;Rw andCw are vocal-tract wall resistance and compliance; andUw

represents airflow. Vocal-tract wall mass is neglected at very low frequen-
cies. Release of the stop is represented by the closure of the switch.
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to pressure on the tongue surface from the global component
of tongue deformation.

The pressure and movement signals obtained from sub-
ject S2 were used to assess the validity of a passive tongue
displacement model. If tongue displacements during closure
were mostly passive and driven by intraoral pressure, the
displacement trace should lag pressure by a small time inter-
val ~determined by the impedance of the vocal-tract walls!.
On the other hand, if vocal-tract expansion was actively
driven, displacement and pressure signals would not neces-
sarily be time synchronized. We assessed the synchrony be-
tween pressure and displacement waveforms in two ways.
First, we found the time difference corresponding to the
maximum of the correlation function between each pair of
pressure and displacement signals~holding one signal fixed
and applying variable time shifts to the other signal!. Second,
we determined the relative positions of the most prominent
peak in the~smoothed! first derivatives of each pressure and
displacement signal. These peaks indicate the instants when
each signal is changing at a maximum rate.

We also assessed the pressure-displacement relation by
applying two kinds of mathematical models to the pressure-
displacement data. First we used a second-order model of the
form

Pressure5m
d2y

dt2
1b

dy

dt
1ky, ~1!

wherey is vocal-tract displacement perpendicular to the oc-

clusal plane andm, b, andk are constants representing mass,
damping, and stiffness per unit area, respectively. Equation
~1! can be discretized and rewritten as:

Pressure~n!5a0y~n!1a1y~n21!1a2y~n22! ~2!

for the purpose of fitting discrete-time signals. For each of
the ten /aba/ and ten /apa/ tokens, a least-squares procedure
was applied to obtain values ofa1 , that minimized the dif-
ference between predicted and actual displacement. To the
extent that tongue displacement is passive and the second-
order model in Eq.~2! is accurate, this model should give a
good prediction of displacement as a function of the driving
pressure. The other model that we used incorporated a linear
trend, in addition to the parameters of the first model:

Pressure~n!1a3n1a45a0y~n!1a1y~n21!

1a2y~n22!. ~3!

The left side of the equation now includes, in addition to the
measured intraoral pressure, a linear term that represents ac-
tive expansion of the vocal tract~i.e., downward tongue dis-
placement!. If vocal-tract expansion was passive, Eq.~2!
would give good predictions of tongue displacement, and Eq.
~3! would not yield substantially better fits than Eq.~2!. On
the other hand, if vocal-tract expansion was at least partly
active, Eq.~3! should provide better fits to the data than Eq.
~2! and the estimated values ofa3 should be positive, indi-
cating that downward~rather than upward! displacement of

FIG. 2. Display used to extract movement data. Window 1 shows the speech signal for one /aba/ token. Three points are marked:Tb , the beginning of closure,
defined as the point in the acoustic time waveform just after the last full glottal cycle of the first /a/; the time of release,Tr , defined as the point in the acoustic
waveform where there is a sudden increase in high-frequency noise amplitude at the end of the closure period; andTa defined as the point in the acoustic
waveform just before the first full glottal cycle of the second /a/. Window 2 shows the expanded acoustic signal aroundTr . Time axis values are in s. Note
the weak periodicity beforeTr and the release noise immediately followingTr . Time-aligned movement data are shown in window 3:x andy coordinates
of the tongue transducer~in dm!, and a measure of transducer misalignment correction~see Perkellet al., 1992!. Window 4 shows anx-y plot of the same
data, with the occlusal plane being parallel to thex axis and the front of the vocal tract placed to the right. The tongue surface starts a more pronounced
downward displacement at closure timeTb , it reverses its movement direction at release timeTr , and remains relatively steady after the second vowel starts
at Ta . A 1-mm circle is displayed as a reference, and the two horizontal lines to the right of thex-y data indicate measured displacement for this token.
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the vocal tract is taking place and that this displacement is
unrelated to intraoral pressure.

II. RESULTS

A. Tongue displacement and estimated compliance

Figure 3 shows plots of mean tongue displacement and
standard error values for each token, subject, and~in S4’s
case! each tongue transducer. A series oft-tests revealed that
in all cases, the magnitude of peak displacement for /aba/~in
the direction perpendicular to the occlusal plane! was signifi-
cantly higher than for /apa/, and significantly higher for /apa/
than for /ama/. Displacements during /ama/ were not signifi-
cantly different from zero. Table I shows average peak dis-
placements and the compliances associated with them.

B. Synchrony between intraoral pressure and tongue
displacement

Figures 4 and 5 show intraoral pressure and displace-
ment over time for S2, for /apa/ and /aba/ tokens, respec-
tively. Intraoral pressure rises rapidly during /apa/, which is
consistent with oral closure and the open glottal configura-
tion necessary to stop voicing. Pressure during /aba/ rises
more slowly, with lower values at the time of release. This
result is consistent with the need to maintain a transglottal
pressure difference that is compatible with continued glottal
vibration ~the pressure traces do indeed show fluctuations
due to glottal vibration almost through the end of most /aba/
tokens!. It is interesting to observe that the relatively sharp,
fast downward tongue dorsum displacements during /apa/ or
/aba/ were generally close to the rise in intraoral pressure.
Consistent with this observation, maxima of the cross-
correlation functions between pressure and displacement for
all /apa/ tokens were obtained, with displacement lagging
pressure by a mean of 1.3 ms and a standard error of 1.0 ms.
In other words, the cross-correlation function is maximized
when pressure is delayed by about 1.3 ms. Results for /aba/
were qualitatively similar, with a mean lag of 5.4 ms and a
standard error of 1.9 ms.

We also compared the timing of the peaks of the first
derivative for the pressure and displacement traces. This
comparison indicates the timing between rapid changes in
the two signals. The comparison was made both for the tim-
ing between pressure increase and downward tongue dis-
placement, and for the timing between pressure release and
the concomitant upward displacement of the tongue. For
/apa/, the maximum of the first derivative of the pressure rise
preceded the one for displacement by 10.0 ms~standard er-
ror: 1.2 ms! and the maximum for the pressure decrease pre-
ceded the one for displacement by 8.2 ms~standard error: 0.9
ms!. First derivative maxima for displacement traces showed
longer lags for /aba/: 18.2 ms for the pressure rise and 12.1
ms for the release~standard errors of 1.4 and 2.7 ms, respec-
tively!. Longer lags for /aba/ than for /apa/ are consistent
with the greater compliance measured during the voiced
stop, since~according to the model depicted in Fig. 1! the
displacement time constants are the product of vocal-tract
wall resistance and compliance.

C. Modeling tongue displacement

Figure 6 shows vertical tongue displacement for two
representative /apa/ tokens, as well as the two model predic-
tions for each token. Connected dots show actual data; dotted
lines are the predictions made by the second-order model
with no trend, and the solid lines are predictions made by the
model that includes a linear trend. Visual examination of the
top panel reveals that the model with a linear trend predicts
displacement much better than the model with no trend,
while both models provide similarly good predictions for the
token in the bottom panel. One way to quantify this obser-
vation is to calculate the rms of the residuals~i.e., the rms of
the difference between model predictions and actual dis-
placement! for each token and each model. Residuals for the
token in the top panel were 0.78 mm~model with no trend!

FIG. 3. Mean tongue displacement and standard errors for each category,
subject, and~in S4’s case! each tongue transducer. Transducers are in the
tongue body for all subjects and, in S4’s case, there is an additional trans-
ducer near the tongue tip.

TABLE I. Average displacement perpendicular to the occlusal plane for
each subject, token type and~for subject S4! transducer location. All num-
bers are the mean from ten measurements. The two bottom rows list com-
pliance values calculated based on the displacements that appear in the first
three rows.

S1 S2 S3
S4

~tongue body!
S4

~tongue tip!

ama 0.13 20.07 0.01 0.39 20.32
displacement~mm! apa 0.95 1.30 0.52 1.48 0.33

aba 2.89 2.20 2.53 3.64 2.53

Compliance apa 1.51 2.06 0.82 2.35 0.52
(cm3/dyn)
~all numbers are
31025!

aba 6.74 5.13 5.90 8.49 5.90
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FIG. 4. Tongue displacement~perpendicular to the occlusal plane! and pressure waveforms for /apa/ utterances from subject S2. The top trace in each panel
shows tongue displacement in the direction perpendicular to the occlusal plane~in dm!, and the bottom trace shows pressure~in cm H2O!. The horizontal axis
is time ~s!, and the plots span 500 ms.
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FIG. 5. Tongue displacement and pressure waveforms for /aba/ utterances, subject S2. The top trace in each panel shows tongue displacement in the direction
perpendicular to the occlusal plane~in dm!, and the bottom trace shows pressure~in cm H2O!. The horizontal axis is time~s!, and the plots span 500 ms.
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and 0.17 mm~model with linear trend!; whereas for the to-
ken in the bottom panel residuals were 0.28 mm~model with
no trend! and 0.23 mm~model with linear trend!. Figure 7
shows two representative /aba/ tokens and model predictions.
Residuals were poor for the model with no trend~residuals
of 0.52 and 0.75 mm, respectively! but were good for the
model that included a linear trend~0.21 and 0.29 mm!.

Table II lists the rms residuals obtained for each /aba/
and /apa/ token using each model. To summarize the data,
we may classify residuals in three categories: residuals
smaller than 0.3 mm indicate a very good fit since measure-
ment noise for the EMMA system we used is in the order of
0.2 mm; residuals greater than 0.5 mm are classified as
‘‘poor’’ and residuals between 0.3 and 0.5 mm are classified
as ‘‘intermediate.’’ Although any classification scheme such
as this one has to be somewhat arbitrary, other definitions of
good, bad, and intermediate tokens would not change the
conclusions we draw from the data.

The first column in Table II shows that the fit was quite
poor for /aba/ tokens using the model with no trend: Eight
tokens gave a poor fit, two were intermediate, and none were

well fit by the model. The average residual~0.93 mm! was
quite large. Results using the model with no trend were much
better for /apa/ than for /aba/: Five tokens gave a good fit,
only two gave a poor fit and three were intermediate. The

FIG. 6. Black dots show tongue deformation in the direction perpendicular
to the occlusal plane~versus time! for two representative /apa/ tokens. The
superimposed lines show model predictions for each token. Dotted lines
correspond to a second-order model with no trend, which gave a poor fit for
the token shown in the top panel~residual of 0.78 mm! and a good fit for the
token in the bottom panel~residual was 0.28 mm!. Predictions of the model
with a linear trend are represented with solid lines. This model yielded good
fits for both tokens, with residuals of 0.17 and 0.23 mm for the top and
bottom panels, respectively~note how the solid lines seem to match the data
relatively well!.

FIG. 7. Black dots show tongue deformation in the direction perpendicular
to the occlusal plane for two representative /aba/ tokens, and the superim-
posed lines show model predictions for both tokens. Residuals were poor for
the model with no trend~residuals of 0.52 and 0.75 mm, respectively! but
were good for the model that included a linear trend~0.21 and 0.29 mm!.

TABLE II. rms values of the difference between modeling results and actual
tongue displacement~i.e., residuals! for each /aba/ and /apa/ token, for
second-order models with and without a superimposed linear displacement
trend. Estimates for the trends superimposed on each individual token are
also shown.

Model with no trend Model with linear trend
aba apa aba apa

residuals
~mm!

residuals
~mm!

resid
~mm!

trend
~mm/s!

resid
~mm!

trend
~mm/s!

1 2.53 0.41 0.47 11.0 0.29 1.5
2 0.74 0.34 0.27 4.1 0.19 1.3
3 0.53 0.78 0.21 5.4 0.17 4.9
4 0.52 0.28 0.21 2.8 0.23 0.7
5 1.54 0.42 0.67 7.1 0.40 0.5
6 1.05 0.27 0.36 6.1 0.27 0.0
7 0.68 0.69 0.63 0.5 0.23 21.9
8 0.50 0.21 0.19 2.8 0.16 20.7
9 0.75 0.27 0.29 4.4 0.14 21.0
10 0.46 0.22 0.33 2.5 0.17 20.5

Mean 0.93 0.39 0.36 4.7 0.22 0.48
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average residual was 0.39 mm. Residuals for /aba/ were sub-
stantially better with the model that incorporated a linear
trend than with the model with no trend: Five tokens were
well fit by the model, only two were poorly fit, and three
were intermediate, with a mean residual of 0.36 mm over all
tokens. Addition of a linear trend to the model improved the
fit to the /apa/ tokens as well~mean residual was 0.22 mm!
but this improvement was less dramatic than for /aba/,
mostly because the model without a linear trend was quite
good for /apa/ tokens to begin with.

Table II also shows that the linear displacement trends
obtained with the model were quite different for voiced and
unvoiced tokens: /aba/ tokens required sizeable trends that
were always positive, indicating a downward trend in tongue
movement~4.8 mm/s on the average!, while /apa/ tokens
were best fit with rather small trends~mean of 0.48 mm/s!
that were sometimes positive and sometimes negative. This
result suggests that a significant downward tongue move-
ment, unrelated to intraoral pressure, occurred during pro-
duction of /aba/ but not during /apa/. However, this was not
enough to influence initial compliance estimates signifi-
cantly. Finally, the second-order coefficients were quite
small, suggesting that the second-order model does not pro-
vide a substantially better description than the first-order
model depicted in Fig. 1.

III. DISCUSSION

A. Values of tongue compliance

All subjects showed more tongue displacement during
/aba/ than during /apa/~p,0.05, two-tailedt-tests!, even
though peak intraoral pressure was lower for /aba/. In con-
sequence, compliance estimates were much higher for /aba/,
ranging from 5.1 to 8.531025 cm3/dyn. Compliance values
for /apa/ ranged from 0.82 to 2.3531025 cm3/dyn for the
tongue body and 0.5231025 for the single tongue tip point
that was measured. Tongue displacement values for /ama/
were not significantly different from zero, indicating that the
tongue movement observed during the plosives was not sim-
ply a coarticulatory effect of bilabial closure.

To the extent that they can be compared, these values
are consistent with the literature. Ishizakaet al. ~1975! mea-
sured the compliance of the cheek and neck outer surfaces,
finding cheek compliance values of 0.331025 cm3/dyn for a
tense posture and 1.1831025 cm3/dyn for a lax posture of
the cheek, roughly equal to the values found by Wodicka
et al. ~1993! for the maternal abdomen. These values are 2–8
times smaller than the ones we found for the tongue, possibly
reflecting an actual difference in compliance for tongue ver-
sus cheek surfaces. In another study, Rothenberg~1968!
measured the average compliance of the vocal tract by mea-
suring the change of pressure resulting from the introduction
or removal of known quantities of air from the oral cavity.
With the articulators positioned for a bilabial stop and as-
suming a lax posture, the measured value was 4
31025 cm3/dyn; when the cheeks and lips were tensed, the
measured value was 0.6831025 cm3/dyn. Assuming an al-
veolar closure position with lax vocal-tract walls, the com-
pliance was 0.5331025 cm3/dyn and with tense walls it was

0.3831025 cm3/dyn. These values are somewhat lower than
the ones we measured. This discrepancy may be due to the
different nature of the measurements: Rothenberg measured
average vocal-tract compliance while we measured compli-
ance of the tongue dorsum and tip, which should be higher
than average vocal-tract compliance~as discussed below!.

It is important to note that the method we used for esti-
mating compliance is correct only for pressure-driven move-
ments ~as tongue displacement during /p/ may have been
during these experiments! but not for movements that are at
least partly active. Assuming that the 4.7-mm/s linear dis-
placement trend estimated for /b/ was the active part of the
movement, and that the average time from closure to release
was 100 ms, the average deformation due to active move-
ment would be about 0.47 mm. If this estimate applied to all
subjects in the study, the compliance estimates for /b/ would
be 13%–21% too high, because the displacement due to
pressure alone would be 0.47 mm less than the values listed
in Table I. In addition to this systematic error, there is a
‘‘random’’ source of error in our measurements, arising from
using values from the literature for intraoral pressure. Inter-
subject variability in intraoral pressure, as measured by the
standard deviations in Subtelny and Worth’s study, was
1.07-cm H2O for /b/ and 1.42-cm H2O for /p/. These stan-
dard deviations amount to 17% of the mean values for /p/
and 32% of the mean values for /b/. Since the relative accu-
racy of distance measurements obtained with EMMA is
much lower than this 17%–32% range~Perkellet al., 1992!,
the accuracy of our compliance estimates is limited by the
accuracy of the intraoral pressure values that we used. Future
studies should obtain simultaneous pressure and kinematic
measures in a large number of subjects, and attempt to factor
out the effect of active vocal tract movements.

B. Tongue compliance versus average vocal-tract
compliance

In order to make a more informed comparison between
our compliance measurements and those obtained by Roth-
enberg, we need to assess the possible range of average
vocal-tract compliance. An indirect way of estimating aver-
age vocal-tract compliance during /aba/ is to estimate the
volume of air passing into the vocal tract~during the closure
for the voiced stop! and the average displacement of the
subject’s vocal-tract surface. The ratio of these two param-
eters is the average displacement of the vocal tract, and it can
be used to estimate compliance. Since all our subjects are
male, we used a vocal-tract surface area of 100 cm2 for these
calculations~the approximate area of a cylinder that has an
average cross section of 3 cm2 and a length of about 17 cm!.
Holmberget al. ~1988! measured average flow during pro-
duction of a vowel in 25 male subjects, finding an average of
0.19 l/s and a standard deviation of 0.07 l/s. Average glottal
flow during /b/ is less than during a vowel because transglot-
tal pressure decreases during closure, as intraoral pressure
rises. As a rough approximation, we estimate average flow
during /b/ as 50% of the vowel flow. Average closure dura-
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tion during /b/ was approximately 100 ms for our subjects. In
consequence, the amount of air entering the vocal tract dur-
ing /b/ is estimated as

volume50.19 l/s30.530.1 s50.0095 l59.5 cm3.

In a vocal tract with 100-cm2 surface, the average deforma-
tion would be 9.5 cm3/100 cm250.095 cm50.95 mm.

Assuming a peak pressure of 5-cm H2O for /b/, the re-
sulting average compliance during /b/ is 1.94
31025 cm3/dyn, consistent with Rothenberg’s values and
between 2.6 and 4.4 times lower than our tongue compliance
values. Even if we use very conservative values~0.3 l/s, the
highest flow measured by Holmberget al. among 25 sub-
jects; /b/ duration of 150 instead of 100 ms!, the resulting
estimate of average vocal-tract compliance would be 4.6
31025 cm3/dyn, lower than any of our measured values for
the tongue. We conclude that compliance of the tongue dor-
sum ~at least during production of /b/! is quite probably
higher than for the rest of the vocal tract.

C. Passive displacement or active expansion?

Cineradiographic studies have found that voiced stops
are produced with a larger supraglottal volume than their
voiceless cognates~Kent and Moll, 1969; Perkell, 1969!.
Perkell proposed that this difference may be due to passive
expansion permitted by more lax vocal-tract walls during
production of the voiced consonant~at least for alveolars!.
Kent and Moll preferred the explanation that the larger su-
praglottal volume during voiced stops was due to active ex-
pansion of the vocal tract. In a study that modeled the aero-
dynamic data obtained by Lo¨fqvist et al. ~1995!, McGowan
et al. ~1995! found support for the hypothesis of active upper
vocal-tract volume control. Rothenberg~1968! estimated that
‘‘in bilabial and retroflexed closures the@supraglottal# cavity
can be used to absorb the glottal air flow to maintain voicing
during a reasonably long articulatory closure,’’ but he
thought this explanation was less plausible for some occur-
rences of voiced alveolar stops. Bell-Berti~1974! found that
speakers use different mechanisms to allow pharyngeal ex-
pansion during utterance-medial voiced stops. It is indeed
difficult to select one of the two explanations without access
to appropriate experimental data. Westbury~1993! correctly
indicated that ‘‘it is at least difficult, if not impossible@...# to
differentiate changes in vocal-tract dimensions resulting
from vocal-tract expansion and cavity enlargement’’~i.e.,
passive or active expansion! using only kinematic data.

However, we believe our combined kinematic and aero-
dynamic data from subject S2 may help shed light on this
issue, suggesting that tongue deformation may be passive
and pressure driven for /apa/ and that active vocal-tract ex-
pansion is superimposed on the passive, pressure driven de-
formation for /aba/. The present data confirm that there is
more vocal-tract expansion during /b/ than during /p/, but do
not support the active expansion hypothesis as thesoleex-
planation. Active expansion could conceivably start anytime
around the beginning of the voiced stop. However, study of
the synchrony between pressure and displacement data in
subject S2~see Figs. 4 and 5! shows that pressure increases
are always followed a few milliseconds later by downward

tongue displacements. This close synchrony is consistent
with passive, pressure driven increase of supraglottal size but
not with solely active expansion, unless we are willing to
postulate that active tongue movements and pressure in-
creases are synchronized so well that the lag between them
has a standard deviation of 1–2 ms, a time interval about the
same length as a single action potential. Thus the close syn-
chrony favors a passive component. An active component is
indicated by the modeling of tongue deformation for /aba/
tokens, which shows reasonably good results only when a
linear trend is included in the model. The fitted slopes are
positive ~i.e., downward tongue displacement! for all ten
/aba/ tokens and are quite substantial, averaging 4.7 mm/s.
On the other hand, modeling /apa/ tokens shows that reason-
ably good fits can be obtained without a linear trend. When a
linear trend is included in the voiceless data, the slopes are
sometimes positive, sometimes negative, and they average
only 0.48 mm/s. In summary, a presumably active, substan-
tial, consistent linear displacement is superimposed on pres-
sure driven tongue displacement during /aba/ but a similar
case may not be made for /apa/, where tongue displacement
can be reasonably explained by passive, pressure driven de-
formation only. However, these conclusions cannot be over-
generalized because they are based on few data: a single
fleshpoint of a single talker. The relative contribution of
pressure driven deformation and active movement during bi-
labial stops remains an open question that should be explored
in future studies, to refine the estimates of tongue compli-
ance.

IV. SUMMARY

We conclude that our kinematic data are consistent with
the physical description provided in the Introduction, based
on a simple lumped parameter model that includes vocal-
tract resistance and compliance. Smaller tongue displace-
ments for /p/ than for /b/ may be due to active stiffening of
the tongue during /p/, and/or to intentional relaxation of
tongue muscles during /b/~in conjunction with active tongue
displacement during /b/!, in order to accommodate airflow
into the oral cavity while maintaining a transglottal pressure
differential that will allow vocal fold vibration. Finally, these
data allow us to refine estimates of vocal-tract wall compli-
ance obtained with indirect methods.
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Developmental weighting shifts for noise components
of fricative-vowel syllables
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Previous studies have convincingly shown that the weight assigned to vocalic formant transitions in
decisions of fricative identity for fricative-vowel syllables decreases with development. Although
these same studies suggested a developmental increase in the weight assigned to the noise spectrum,
the role of the aperiodic-noise portions of the signals in these fricative decisions have not been as
well-studied. The purpose of these experiments was to examine more closely developmental shifts
in the weight assigned to the aperiodic-noise components of the signals in decisions of
syllable-initial fricative identity. Two experiments used noises varying along continua from a clear
/2/ percept to a clear /b/ percept. In experiment 1, these noises were created by combining /2/ and /b/
noises produced by a human vocal tract at different amplitude ratios, a process that resulted in
stimuli differing primarily in the amplitude of a relatively low-frequency~roughly 2.2-kHz! peak. In
experiment 2, noises that varied only in the amplitude of a similar low-frequency peak were created
with a software synthesizer. Both experiments used synthetic /Ä/ and /É/ portions, and efforts were
made to minimize possible contributions of vocalic formant transitions to fricative labeling.
Children and adults labeled the resulting stimuli as /2/ vowel or /b/ vowel. Combined results of the
two experiments showed that children’s responses were less influenced than those of adults by the
amplitude of the low-frequency peak of fricative noises. ©1997 Acoustical Society of America.
@S0001-4966~97!06307-8#

PACS numbers: 43.71.An, 41.71.Ft@WS#

INTRODUCTION

Previous work conducted in this laboratory has investi-
gated developmental changes in the phonetic labeling of
syllable-initial fricatives /2/–/b/. The first studies~Nittrouer,
1992; Nittrouer and Studdert-Kennedy, 1987! examining
these developmental changes followed from earlier work
with adults on phonetic context effects in fricative labeling
~Kunisaki and Fujisaki, 1977; Mann and Repp, 1980;
Whalen, 1981!. Those experiments with adults were de-
signed largely to establish whether or not experienced listen-
ers make use perceptually of changes in the spectra of frica-
tive noises due to the quality of the following vowel;
specifically, lip-rounding is thought to lower the overall
spectral center of gravity. At the time of those experiments,
attributes of vocalic syllable portions were considered sec-
ondary to the perception of syllable-initial fricatives in that,
according to this view, they only indirectly influence percep-
tion through their acoustic effect on the primary cue. The
fricative noise itself was considered to be the primary cue.
To investigate these phonetic context effects, stimuli were
constructed with fricative noises varying along a frequency
continuum, and with vocalic portions appropriate for a
rounded or unrounded vowel. The first studies of children’s
fricative labeling had the stated goal of examining whether
or not children had sufficient experience to use these pur-
ported secondary properties of the vocalic portion in making
decisions about fricative identity.

Since those first experiments with adults, prevailing
views of speech perception have shifted in a subtle but sig-
nificant way. Although details of the process have yet to be

agreed upon, it is now generally accepted that phonetic cat-
egory judgments depend upon the perceptual integration of
multiple acoustic properties spread across the spectrum in
time and/or frequency~e.g., Bestet al., 1989; Hodgson and
Miller, 1992; Kluenderet al., 1988; Remezet al., 1994!.
One finding from early studies of phonetic context effects
that helped to effect this change in viewpoint was that for-
mant transitions at voicing onset were found to influence
decisions of fricative identify. Thus a direct consequence of
fricative production found in a portion of the signal tempo-
rally separate from the acoustic fricative segment had clear
perceptual consequences for fricative identification. This sort
of influence of one signal portion on perceptual decisions
about what had been considered to be a separate segment
could not be viewed as a phonetic context effect. Further-
more, it was shown that children can use such temporally
diverse properties in making phonetic decisions, at least as
well as adults~Walley and Carrell, 1983!.

In studies of fricative-vowel syllables, the relative
weights assigned to characteristics of the aperiodic noise and
to characteristics of the vocalic formants vary across listeners
of different ages ~Nittrouer, 1992, 1996; Nittrouer and
Studdert-Kennedy, 1987!. Children assign more weight than
adults to characteristics of the vocalic formant transitions,
but assign less weight to characteristics of the noise spectra.
Our most recent work with the /2/–/b/ distinction ~Nittrouer
and Miller, 1997! focused on refining our understanding of
the developmental changes in the weighting of vocalic for-
mant transitions. That work supported the general conclusion
from earlier work ~Nittrouer, 1992, 1996; Nittrouer and
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Studdert-Kennedy, 1987! that there is a developmental de-
crease in the weight assigned to vocalic formant transitions
for fricative decisions, and additionally showed that adults
and children treat these vocalic formant transitions differ-
ently. Specifically, adults tend to attribute a large portion of
the variance in formant frequencies at vocalic onset to vowel
quality. Children attribute more of the frequency variance in
these formant transitions to the fricative, and less to the
vowel. Thus gains have been made in understanding devel-
opmental changes in the perceptual processing of formant
transitions, but little has been done to improve our under-
standing of developmental changes in the perceptual process-
ing of aperiodic noise. The purpose of the work described
here was to examine specifically developmental changes in
the weighting of noise characteristics in decisions of fricative
identity.

I. EXPERIMENT 1: NATURAL NOISES

The purpose of this experiment was to examine potential
developmental shifts in the weighting of fricative-noise spec-
tra. We wished to conduct this investigation using natural
fricative noises. Previous studies of fricative labeling have
all used synthetic fricative noises, and so may have failed to
incorporate some aspect of these noises that children require
either to process them as speech~i.e., as produced by a hu-
man vocal tract! or to distinguish between places of constric-
tion. To deal with these requirements, we added together the
digitized waveforms of natural /2/ and /b/ noises at different,
but controlled, amplitudes to form a continuum. In that way
we constructed noises that were disproportionately more like
/2/ or /b/, but were nonetheless produced by a human vocal
tract. Upon completion, we found that the major difference
among the resulting fricative spectra was in the amplitude of
one low-frequency peak at roughly 2.2 kHz. This difference
in fricative spectra can be traced to the frequencies of the
first and second poles in natural /2/ and /b/ noises. Heinz and
Stevens~1961! found that /b/ noises had a mean first-pole
frequency of 2067 Hz and a mean second-pole frequency of
4983 Hz. They found a mean first-pole frequency for /2/ of
4850 Hz. Thus the second pole of /b/ and the first pole of /2/
are similar in frequency. When these noises are added to-
gether at different amplitude ratios the primary difference
below 5000 Hz would predictably be the amplitude of that
low-frequency pole, which was the first pole of the /b/ noise.
Heinz and Stevens did not provide estimates of poles higher
than the second, but our procedures did not produce noises
differing significantly in the frequency range above 5000 Hz.

Experiment 1 effectively became a test of the extent to
which fricative judgments by children and adults are related
to the amplitude of this low-frequency peak. Previous experi-
ments ~Nittrouer, 1992, 1996; Nittrouer and Studdert-
Kennedy, 1987! demonstrated that children did not weight
the fricative-noise spectrum as much as adults in their deci-
sions of fricative identity. Therefore, we reasoned, children
probably would not notice differences in spectral morphol-
ogy among the noises. The high-frequency components of

the fricative noises were similarly shaped. Therefore, if chil-
dren did not attend to differences among stimuli in the low-
frequency peak, they should label all stimuli as beginning
with the same fricative. Whether children would hear the
stimuli as predominantly starting with /2/ or /b/ could not be
predicted before the experiment was done.

Another issue we had to address in stimulus construction
was how to set the formant transitions so that their influence
on fricative judgments would be minimized. Our goal was to
examine developmental shifts in perceptual weighting of the
noise spectrum. Differences between children and adults in
the weighting of formant transitions have been documented
~Nittrouer, 1992, 1996; Nittrouer and Miller, 1997; Nittrouer
and Studdert-Kennedy, 1987!, and we wished to prevent
having these age-related difference influence listeners’ judg-
ments to such an extent that age-related differences in the
weighting of the noise spectra would be obscured. However,
minimizing the contribution of any one property is easier
said than done. Phonetic decisions rely on the integration of
several perceptually equivalent properties~Bestet al., 1981!,
such that the setting of any one property affects the settings
of all other properties that support judgments of the catego-
ries being examined. Therefore, setting a parameter to be
‘‘neutral’’ in its influence is tricky because the influence~or
lack of influence! changes with each setting~or combination
of settings! of the other parameters. Pilot work demonstrated
that flat formants were unacceptable because the perceived
discontinuity in articulatory trajectories disrupted normal
speech perception. One reasonable alternative was to use set-
tings for formant transitions that were ‘‘halfway’’~perceptu-
ally! between those appropriate for a preceding /2/ or /b/.
However, that plan was difficult to implement for the reason
offered above: In multidimensional stimuli such as speech,
changing the setting of any one parameter alters the setting
for all other parameters that support judgments of the catego-
ries being examined. In a sense then, the halfway point be-
tween categories for any parameter is a moving target. In-
stead, we sought to minimize the contribution of formant
transitions by allowing only one to vary. Thus the third for-
mant (F3) transition, which normally differs for a preceding
/2/ or /b/, was set the same for all stimuli. Only the second
formant (F2) transition was permitted to vary as appropriate
for a preceding /2/ or /b/.

In summary, this study was undertaken to examine de-
velopmental changes in the perceptual weighting of fricative-
noise spectra, using natural fricative noises. Our prediction
was that children would respond with predominantly one fri-
cative label or the other, regardless of the amplitude of the
low-frequency peak. Labeling functions for adults and chil-
dren should be similarly steep in this experiment. Previous
studies have shown that children’s labeling functions are
shallower than those of adults, a difference attributed to chil-
dren not attending to the fricative-noise spectra as much as
adults. By minimizing the information provided by the for-
mant transitions, we hoped to direct children’s attention to
the noise spectra. Therefore, their labeling functions should
be as steep as those of adults, but shifted to one side or the
other.
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A. Method

1. Subjects

Twenty-one children and 21 adults participated. The
children were between 5 years 11 months and 7 years 11
months~mean57 years 2 months!. Younger children were
not included because pilot work showed that they were un-
able to label accurately and reliably the best exemplars of
each response category. In fact, five additional 6-year-olds
started this experiment, but were dismissed because they
were unable to meet this criterion. The adults were all be-
tween 20 and 40 years of age. Two additional adults started
the experiment, but were dismissed because they failed to
label accurately and reliably the best exemplars of each cat-
egory during testing. Male/female ratios for this experiment
were 5/16 for children and 7/14 for adults.

All subjects passed a hearing screening of the frequen-
cies 0.5, 1.0, 2.0, 4.0, and 6.0 kHz presented to each ear
separately at 25 dB HL~ANSI, 1989!. None of the subjects
had any history of speech or language problems. The chil-
dren were given the Goldman–Fristoe Test of Articulation
~Goldman and Fristoe, 1986!, and the mean score was 93rd
percentile, with individual scores ranging from the 33rd to
the 99th percentiles. Adults were given the reading subtest of
the Wide Range Achievement Test-Revised@WRAT-R ~Jas-
tak and Wilkinson, 1984!#. The mean score on this test was
the 64th percentile, with a range from the 27th to the 87th
percentiles.

2. Equipment

All testing took place in a soundproof booth. Hearing
was screened with a Maico MA41 audiometer using TDH-39
headphones. Natural speech samples were digitized with an
AKG C535 EB microphone, a Shure M268 preamplifier, a
Frequency Devices 901F filter, and a Data Translation DT
2801A analog-to-digital converter. This system provided a
linear frequency response. Presentation of stimuli and re-
cording of responses was controlled by a computer. Stimuli
were presented via a Data Translation 2801A digital-to-
analog converter, a Frequency Devices 901F filter, a Crown
D-75 amplifier, and AKG-K141 headphones. This system
provided a linear frequency response for output. Reinforce-
ment ~for children only! consisted of cartoon pictures pre-
sented on a color-graphics monitor, and a bell ringing. Re-
corded stories~also for children only! were presented via a
Nakamichi MR-2 audiocassette player with AKG-K141
headphones. Synthetic versions of the stories were generated
with DEC talk ~Digital Equipment Corporation, 1984!.

3. Stimuli

The stimuli used in this experiment were hybrid stimuli
consisting of natural noises and synthetic vocalic portions.
All stimuli were created and presented at a 20-kHz sampling
rate, with a 10-kHz high-frequency filter cut-off. The noises
were taken from an adult, male speaker’s production of /2/
and /b/. The two noises selected for use were chosen from
several tokens, were typical of all /2/ or /b/ noises, and were
similar in amplitude to each other. The /2/ and the /b/ noises
that were selected were both truncated to 100 ms. This du-

ration allowed us to obtain waveform portions that were rela-
tively constant in amplitude across time. Also, Jongman
~1989! showed that this duration should be sufficiently long
for speakers to recognize /2/ and /b/. The rms amplitudes of
the noises were then adjusted, and the waveforms of the
noises added together, to make seven /2/-to-/b/ amplitude ra-
tios varying between 4/1~most /2/-like! to 1/1 ~most /b/-like!.
Pilot work showed that the 1/1 ratio was sufficient to elicit
100% /b/ responses from adult listeners. When /2/ and /b/
noises were combined in this way, the major difference
among the resulting stimuli was the amplitude of the low-
frequency pole~at roughly 2.2 kHz! relative to the higher
frequency components, as shown in Fig. 1. The relative am-
plitude of this peak was 12 dB lower for the most /2/-like
noise than for the most /b/-like noise.

Vocalic portions were synthetic and were the same as
those used in experiment 2 of Nittrouer and Miller~1997!.
Each portion was 260 ms long. For all stimuli, F3 started at
2400 Hz, and fell over the first 50 ms to a steady-state fre-
quency of 2100 Hz. This starting frequency was the midpoint
of F3 frequency at voicing onset in natural tokens of /2Ä/,
/bÄ/, /2É/, and /bÉ/ ~Nittrouer, 1996; Nittrouer and Miller,
1997!. The steady-state frequency forF3 was taken from
Whalen ~1981!. For F2, two settings were used for each
vowel: one appropriate for a preceding /b/ and one appropri-
ate for a preceding /2/. For the /É/ portions,F2 fell through
the entire portion to an ending frequency of 850 Hz.F2
onset for /~b!É/ was 1800 Hz andF2 onset for /~2!É/ was
1480 Hz.1 For the /Ä/ portions,F2 fell over the first 100 ms
to a steady-state frequency of 1130 Hz. For /~b!Ä/, F2 onset
was 1570 Hz; for /~2!Ä/, F2 onset was 1250 Hz. The funda-
mental frequency (f0) fell through the entire /É/ portion
from 120 to 100 Hz, andF1 was constant at 250 Hz. The
f0 fell through the entire /Ä/ portion from 100 to 80 Hz.
Fundamental frequency had to be slightly higher for /É/ than
for /Ä/ stimuli to maintain similar pitches across the two
vowels, presumably due to the lower spectral center of grav-
ity for /É/ than for /Ä/. F1 started at 450 Hz in /Ä/, rose over
the first 50 ms to 650 Hz, and remained there for the remain-
der of the vocalic portion. Each of these four vocalic portions

FIG. 1. Spectra for the most /b/-like ~dashed line! and the most /2/-like ~solid
line! noises from experiment 1, created by combining noises produced by a
human vocal tract at various amplitude ratios.
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@/~b!Ä/, /~2!Ä/, /~b!É/, and /~2!É/# were combined with each of
the seven fricative noises, making a total of 28 stimuli.

4. Procedures

The screening tasks were presented first, followed by the
labeling task. For the labeling task, stimuli from each vowel
were presented separately. Half the subjects heard the /É/
stimuli first, and half heard the /Ä/ stimuli first. For adults,
stimuli with both vowels were presented in a single session.
For children, stimuli with /Ä/ and /É/ were presented on sepa-
rate days, thus requiring two sessions.

In the labeling task, children were introduced to the re-
sponse labels~‘‘sa,’’ ‘‘sha,’’ ‘‘sue,’’ or ‘‘shoe’’ ! with tape-
recorded stories accompanied by pictures. Each story was
presented twice: once with natural speech and once with syn-
thetic speech. These stories served both to familiarize chil-
dren with the response labels and to provide experience lis-
tening to synthetic speech. Ten practice items~five each of
/2V/ and /bV/ were provided prior to the start of testing, using
the best exemplars of each category. For example, the best
exemplar of /2É/ was the seventh noise on the fricative con-
tinuum combined with the /É/ portion with anF2 onset of
1480 Hz. Each listener had to identify nine of these ten
stimuli correctly to proceed to testing.

Each stimulus was presented ten times across the test
session, in randomized blocks of 14: each of the seven noises
paired with a /~b!V/ and a /~2!V/. Listeners indicated their
responses by pointing to one of two pictures and saying the
response label. The experimenter entered the responses into
the computer. For a subject’s data to be included in the final
analysis, more than 80% accurate responses had to be given
to the best exemplars during testing, thereby insuring that
data were included only from subjects who maintained atten-
tion to the task.

Labeling data for each vocalic portion for each listener
was transformed to probit scores~Finney, 1964!. From each
probit distribution, a mean~i.e., the point on the fricative-
noise continuum at which 50% of responses were /b/ and
50% were /2/ and a slope~change in probit units per step on
the fricative-noise continuum! were derived. The probit
analysis extrapolates beyond the physical continuum when
necessary to obtain distribution means. We establish limits
for these extrapolated means of 3.5 steps beyond the con-
tinuum in either direction~i.e., distribution means could not
be less than22.5 or greater than 10.5 steps!. This procedure
has been used previously~Nittrouer, 1992, 1996; Nittrouer
and Miller, 1997!, and does not compromise the integrity of
the analysis. Truncating the range of possible distribution
means in this way only decreases the probability of finding
statistically significant age effects because, based on previ-
ous work, children are more likely than adults to show ex-
treme distribution means. Distribution means were consid-
ered to be phoneme boundaries. Three-way analyses of
variance~ANOVAs! were performed on phoneme bound-
aries and slopes, with ages as a between-subjects factor, and
vowel ~/Ä/ or /É/! and transition~appropriate for /2/ or /b/! as
within-subjects factors.

B. Results

1. Phoneme boundaries

Preliminary analysis showed no difference in response
patterns for 6- and 7-year-olds, and so their data were com-
bined, giving us two groups of equal sizes. Figure 2 shows
labeling functions for adults and children. Table I lists pho-
neme boundaries on the top and means for each vowel across
transition conditions on the bottom. Children generally gave
more /2/ responses than adults, particularly for the /Ä/
stimuli, as indicated by the fact that children’s phoneme
boundaries were at lower steps on the fricative-noise con-
tinuum. Among the significant results for the ANOVA were

TABLE I. Mean phoneme boundaries for experiment 1 in fricative-
continuum steps~top!. Mean for each vowel across transition condition~bot-
tom!. Standard deviations are in parentheses.

Children Adults

/~2!Ä/ 0.10 1.03
~1.98! ~1.51!

/~b!Ä/ 5.75 7.44
~2.19! ~2.16!

/~2!É/ 1.44 1.90
~1.61! ~0.69!

/~b!É/ 5.09 5.46
~2.11! ~1.74!

/Ä/ mean 2.92 4.23
~1.51! ~0.93!

/É/ mean 3.26 3.68
~1.28! ~0.84!

FIG. 2. Labeling functions from experiment 1 for adults~top! and children
~bottom!.
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both the main effect of age,F(1,40)58.79, p50.005, and
the interaction of age3vowel, F(1,40)54.41, p50.042.
Given this interaction, we did a simple effects analysis for
each vowel separately. The age effect was significant for /Ä/
only, F(1,40)511.56,p50.002. Thus we may conclude that
children had lower phoneme boundaries for stimuli with the
/Ä/ vowel. The only other significant results from the
ANOVA were the main effect of transition,F(1,40)
5172.03,p,0.001, and the interaction of vowel3transition,
F(1,40)531.42,p,0.001. Therefore we may conclude that
phoneme boundaries were lower on the fricative-noise con-
tinuum when the formant transition was appropriate for a
preceding /2/ rather than a preceding /b/, and this transition
effect was greater for /Ä/ than for /É/. However, adults and
children showed no differences in either the magnitude of the
transition effect or in the interaction of this effect with
vowel.

2. Slopes

Table II displays mean slopes for each vocalic portion
~top! and for each vowel across transition conditions~bot-
tom!. Listeners in both groups had steeper functions for /É/
than for /Ä/ stimuli, as indicated by a statistically significant
vowel effect,F(1,40)518.77,p,0.001. The transition ef-
fect was also significant,F(1,40)528.09,p,0.001, which
seems to be due entirely to adults, but not children, having
steeper functions for stimuli with /2/ transitions than for
those with /b/ transitions. A significant age3transition inter-
action,F(1,40)519.29,p,0.001, confirms this impression.
As a further check on this last conclusion~that adults’ re-
sponses completely accounted for the overall transition ef-
fect!, we did a Simple Effects Analysis looking at the tran-
sition effect for adults and children separately. Only adults
showed a significant transition effect,F(1,40)546.96, p
,0.001. Finally, we did a Simple Effects Analysis looking at
the age for each transition condition separately. The age ef-
fect was significant for stimuli with /2/ transitions only,
F(1,35)57.44, p50.001. Consequently, it may be con-
cluded that adults had steeper functions than children for
stimuli with /2/ transitions only.

C. Discussion

Our prediction was met in part: Children gave more re-
sponses of one phonetic category /2/ than adults, but only for
stimuli with the vowel /Ä/. For /É/, adults and children gen-
erally placed phoneme boundaries at the same points along
the fricative-noise continuum. The reason for this lack of an
age effect for /É/ may be explained at least partly by the
formant transitions. We gaveF3 the same frequency trajec-
tories across all stimuli in hopes of minimizing the contribu-
tions of formant transitions to phonetic decisions. Instead we
received a reminder of the fact that equal acoustic settings do
not always produce equal phonetic effects across stimuli or
listeners.F3 at voicing onset was 2400 Hz, which is the
midpoint of F3 onsets that we found for natural tokens of
/2Ä/, /bÄ/, /2É/, and /bÉ/ ~Nittrouer, 1996; Nittrouer and Miller,
1997!. However, steady-stateF3 was lower than in those
natural tokens: 2100 Hz here for all vocalic portions; 2320
and 2365 Hz, for /É/ and /Ä/, respectively, for the natural
vocalic portions of those earlier studies. Therefore,F3 at
voicing onset may have been high, relative to the steady-
state frequency. Comparing across vowels,F3 onset is nor-
mally higher for fricative /Ä/ than for fricative /É/. Compar-
ing across fricatives,F3 onset is higher following /2/ than
following /b/. The results of Nittrouer and Miller~1997!,
which we were conducting at the same time as this study,
showed that adults attribute more of the variance in
F3-onset frequency to the vowel gesture and less to the fri-
cative gesture than children. For these stimuli,F3 was con-
sistently ‘‘high’’ at voicing onset. For /Ä/ stimuli, adults
would have attributed most of that ‘‘high’’ quality to the
vowel, and so there was little, if any, left to be attributed to
the fricative. For /bÄ/ in particular, there would have been no
information in the formant transitions to indicate a syllable-
initial /2/: F2 indicates a preceding /b/ and, as suggested ear-
lier, adults attribute the highF3-onset frequency to the
vowel. Accordingly, adults’ functions for /bÄ/ never crossed
the 50% line toward /2/ responses. Children, on the other
hand, would have attributed most of the highF3 onset for
/bÄ/ to the fricative, and so would have been more inclined to
respond ‘‘s’’ to these stimuli. In fact, we find the greatest
age-related difference in placement of phoneme boundaries
for the /bÄ/ stimuli. For /É/ stimuli, the highF3 frequency
could not readily be attributed to the vowel. Therefore, adults
had to attribute a large portion of its variance to the fricative
as children normally do, and so adults’ phoneme boundaries
for /É/ were more similar to those of children.

Regarding the slopes of the labeling functions, adults’
and children’s functions were similarly steep for stimuli with
/b/ transitions only. For stimuli with /2/ transitions, adults’
functions were steeper than both children’s functions for
stimuli with /2/ transitions and adults’ functions for stimuli
with /b/ transitions. The reason for this finding is unclear, but
whatever it is, we failed to draw listeners’ perceptual atten-
tion equally to the noise spectrum across vocalic context and
listener age, as we had hoped to do.

Finally, there was nothing in these data to support the
contention that previously observed age differences in the
extent to which fricative-noise spectra influenced fricative
judgments were due to children, compared to adults, having

TABLE II. Mean slopes for experiment 1, in probit units per fricative con-
tinuum step. Standard deviations are in parentheses.

Children Adults

/~2!Ä/ 0.374 0.596
~0.323! ~0.327!

/~b!Ä/ 0.337 0.283
~0.234! ~0.127!

/~2!É/ 0.531 0.752
~0.361! ~0.268!

/~b!É/ 0.511 0.459
~0.318! ~0.180!

/Ä/ mean 0.356 0.440
~0.257! ~0.189!

/É/ mean 0.521 0.605
~0.312! ~0.185!
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a greater bias against or more difficulty processing synthetic
noises. If such an age-related difference was the source of
previously observed age-related effects, then we would ex-
pect to find no age effect here when natural fricative noises
were used. In fact, an age effect was found.

In summary, this experiment provides some evidence
that children are less attentive to the structure of fricative
noises than adults are. For stimuli with the vowel /Ä/, chil-
dren gave more /2/ responses than adults, regardless of the
variation in the amplitude of the low-frequency noise peak.
However, results were confounded because, in spite of our
efforts, the settings for formant transitions at voicing onset
may not have been neutral. Experiment 2 was designed to
look more closely at how adults and children weight the
fricative-noise spectrum by emphasizing differences between
/2/ and /b/ noises, and by again trying to render vocalic for-
mant transitions neutral.

II. EXPERIMENT 2: SYNTHETIC NOISES

The purpose of this experiment was to examine more
closely age-related differences in attention to fricative-noise
structure, while holding the contributions of formant transi-
tions to a minimum. Experiment 1 demonstrated that com-
bining naturally produced fricative noises created noises that
differed primarily in the amplitude of the low-frequency
pole. In this experiment we used synthetic noises, which al-
lowed us to specify precisely the amplitude of that low-
frequency peak relative to both the other noises and to a
higher frequency spectral peak. We emphasized this spectral
difference by bandlimiting the fricative noises to frequencies
below 5 kHz. As with experiment 1, our prediction was that
children would largely assign one fricative label or the other.
Because of the results of experiment 1, we predicted that the
fricative label assigned to most stimuli would be ‘‘s.’’

Experiment 1 also taught us about how formant transi-
tions should be adjusted if the effect they have on fricative
decisions is to be minimized. Holding formant trajectories
constant across stimuli produces uneven effects across those
stimuli. Instead the settings for these formants should be as
close to the halfway points between natural phonetic catego-
ries as possible.

A. Method

1. Subjects

With these stimuli, children as young as five years were
able to identify the best examplars of each response category
correctly. Consequently, 13 5-year-olds~mean55 years 1
month; range54 years 10 months to 5 years 5 months!, 13
7-year-olds ~mean57 years 1 month; range56 years 9
months to 7 years 5 months!, and 12 adults participated. The
male/female ratio was 7/6 for 5-year-olds, 8/5 for 7-year-
olds, and 4/8 for adults. Subjects had to meet the same
screening criteria for hearing and speech in this experiment
as in experiment 1. Mean scores on the Goldman–Fristoe
Test of Articulation were the 65th percentile~range from the
28th to the 99th! for 5-year-olds and the 85th percentile
~range from the 81st to the 89th! for 7-year-olds. Mean score
for adults on the reading subtest of the WRAT-R was the
74th percentile~range from the 39th to the 92nd percentiles!.

Five additional 5-year-olds started the experiment, but were
dismissed: two failed to meet the training criterion and three
failed to meet the testing criterion for best examplars. Three
additional 7-year-olds and one adult also started the experi-
ment, but were dismissed because they failed to meet the
testing criterion.

2. Stimuli

Stimuli were created and presented at a 10-kHz sam-
pling rate, with a high-frequency filter cutoff of 5 kHz. This
frequency range was selected because the low-frequency
peak found to distinguish /2/ and /b/ noises was within this
frequency range. We wished to emphasize this peak, and so
did not include the higher spectral portions that were similar
across stimuli in experiment 1. In this way, the spectral dif-
ference across stimuli should be more perceptually salient
that in the first experiment. Therefore, finding evidence that
children’s responses were still not influenced by the noise
spectra as much as adults’ responses would provide stronger
evidence of an age-related difference in perceptual weight-
ing.

The duration of the fricative noise was the same as in the
first experiment. The noises were synthetic, and had two
poles: one at 2.2 kHz and one at 4.8 kHz. These noises were
constructed to vary only in the amplitude of the low-
frequency peak. Figure 3 shows spectra for the most /b/-like
and the most /2/-like noises, and shows that there is roughly
a 22-dB difference in the amplitude of the low-frequency
peak in these noises. The low-frequency peak for the most
/b/-like stimulus is 15 dB lower than the higher-frequency
peak; the low-frequency peak for the most /2/-like stimulus
was 37 dB lower than the higher-frequency peak. There were
nine noises between these two end points that differed in the
amplitude of the low-frequency peak in roughly 2.2-dB
steps. Thus the fricative noises in this experiment highlighted
the difference across stimuli in this low-frequency peak.

The duration andf0 settings of the vocalic portions were
the same as in experiment 1, butF2 andF3 transitions dif-
fered. Onset frequencies for these transitions were selected
based on the results of a pilot study in which we explored a
range ofF2 andF3 settings. In this experiment, we selected

FIG. 3. Spectra for the most /b/-like ~dashed line! and the most /2/-like ~solid
line! noises from experiment 2, created by combining noises produced by a
software synthesizer.

577 577J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Nittrouer et al.: Weighting shifts for noise components



the two settings for each vowel that straddled by two steps in
each direction the halfway point between the clearest settings
from that study. As noted earlier, it is difficult to find a stable
halfway point for parameter settings, and so we used two
settings to increase the probability that we were at least in
the general vicinity of that point. Onset frequencies of vo-
calicF2 were 1490 Hz for /~b!Ä/, 1330 Hz for /~2!Ä/, 1720 Hz
for /~b!É/, and 1560 Hz for /~2!É/. Other aspects of theF2
trajectories were the same as in experiment 1. For the two /Ä/
portions,F3 fell over the first 100 ms to a steady-state fre-
quency of 2300 Hz. For /~b!Ä/, F3 onset was 2340 Hz; for
/~2!Ä/, F3 onset was a 2420 Hz. For the two /É/ portions,
F3 fell over the first 130 ms to a steady-state frequency of
2100 Hz. For /~b!É/, F3 onset was 2280 Hz; for /~2!É/, F3
onset was 2440 Hz. As in natural speech,F3-onset frequency
varied more in the /É/ that in the /Ä/ stimuli as a function of
preceding fricative. Each of these vocalic portions was com-
bined with each of the 11 noises, making 44 stimuli.

3. Equipment and procedures

The equipment and the procedures were the same as
those of experiment 1. Each stimulus was presented ten
times, in randomized blocks of 22. One change was made in
the statistical analysis from the last experiment: planned, or-
thogonal contrasts were used to examine potential group dif-
ferences. The contrasts were adults versus all children and 7-
versus 5-year-olds.

B. Results

1. Phoneme boundaries

Figure 4 shows labeling functions for adults, 7-year-
olds, and 5-year-olds. Table III lists phoneme boundaries for
each vocalic portion~top! and means for each vowel, across
transition conditions~bottom!. As with the first experiment,
there was a developmental trend to fewer /2/ responses. Mean
phoneme boundaries across vocalic portions were 5.20 for
5-year-olds, 7.05 for 7-year-olds, and 8.08 for adults. Re-
flecting this trend, we find a significant main effect of age,
F(2,35)55.11, p50.011, and significant planned compari-
sons for adults versus all children,F(1,35)56.00, p
50.019, and for 7- versus 5-year-olds,F(1,35)54.22, p
50.048. This developmental trend appears to hold for all
vocalic portions, except /~2!É/. In addition to this age effect,
we found a significant age3vowel interaction, F(2,35)
54.51,p50.018, and a significant adults versus all children
planned comparison for the vowel effect,F(1,35)58.30, p
50.007. This result reflects the finding that age-related dif-
ferences are greater for /Ä/ that for /É/. Finally, the main
effect of transition was significant,F(1,35)5172.17, p
,0.001, as was the vowel3transition interaction,F(1,35)
514.77, p,0.001.

For these stimuli, separate ANOVAs were done for each
vocalic portion to test for significant age effects. Three of the
four ANOVAs showed significant results: /~b!Ä/, F(2,35)
55.98, p50.006; /~2!Ä/, F(2,35)54.60, p50.017; and
/~b!É/, F(2,35)53.78, p50.033. Thus there was a develop-
mental decrease in the probability of /2/ responses for all
vocalic portions, except /~2!É/.

TABLE III. Mean phoneme boundaries for experiment 2 in fricative-
continuum steps~top!. Mean for each vowel across transition condition~bot-
tom!. Standard deviations are in parentheses.

5-year-olds 7-year-olds Adults

/~2!Ä/ 2.77 4.33 6.89
~3.59! ~3.64! ~2.96!

/~b!Ä/ 6.77 9.85 11.78
~4.48! ~3.61! ~2.59!

/~2!É/ 2.34 3.50 2.59
~3.13! ~3.61! ~3.81!

/~b!É/ 8.94 10.50 11.05
~1.29! ~2.20! ~2.39!

/Ä/ mean 4.77 7.09 9.34
~3.78! ~3.39! ~2.13!

/É/ mean 5.64 7.00 6.82
~1.92! ~2.33! ~1.97!

FIG. 4. Labeling functions from experiment 2 for adults~top!, 7-year-olds
~center!, and 5-year-olds~bottom!.
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2. Slopes

Table IV displays mean slopes for each group for each
vocalic portion~top! and mean slopes for each vowel~bot-
tom!. Although children’s slopes are slightly lower than
those of adults, this difference is not statistically significant.
The vowel effect only approached statistical significance,
F(1,35)53.74, p50.061, whereas it had been significant in
experiment 1. The only significant results observed in the
ANOVA were the main effect of transition,F(1,35)55.38,
p50.026, and the interaction of vowel3transition,F(1,35)
55.70, p50.023. Therefore we may conclude only that
functions were slightly steeper for /~b!É/ than for /~2!É/.

C. Discussion

As predicted, children gave more /2/ responses than
adults, but only for three of the four vocalic portions. As to
why a similar age-related trend was not found for /~2!É/, it is
possible that phoneme boundaries for /~2!É/ were placed
where they were for different reasons for adults and children,
as suggested for experiment 1. It appears that children sim-
ply gave a preponderance of /2/ responses: The formant tran-
sitions were not particularly informative, and children did
not attend to the low-frequency peak in the fricative noise.
Adults, on the other hand, attended to this low-frequency
peak, and so were generally more likely than children to give
/b/ responses. We suggest that the similarity in placement of
the labeling functions for the /~2!É/ stimuli was due to adults
demonstrating the traditional vowel effect~i.e., more /2/ re-
sponses to /É/ than to /Ä/ stimuli!. Nittrouer and Miller
~1997! found that the predicted vowel effect is observed for
adults’ responses to /~2!V/ stimuli only whenF3 transitions
differ between vocalic portions. In experiment 1,F3 was the
same across all vocalic portions, and adults failed to show
the traditional vowel effect for /~2!V/. The fact that adults
showed this vowel effect in this experiment meant that their
/~2!É/ phoneme boundaries were lower on the fricative-noise
continuum, and so no age effect was found for this condition.

The slopes of the labeling functions were similar across
listener groups, vocalic contexts, and transitions, Nonethe-
less, there were clear developmental trends to higher pho-
neme boundaries for three of the four vocalic portions.
Therefore, results from this experiment generally support the

hypothesis that children~5–7 years old! are less attentive to
the structure of fricative noises than are adults.

III. GENERAL DISCUSSION

The combined results of these two experiments provide
evidence that the role of aperiodic noise spectra in fricative
decisions increases with increasing age. In fact, these experi-
ments demonstrate two possibly related developmental
trends. First, young children appear less sensitive to the
structure of aperiodic noise, a result suggested by Allen and
Wightman~1992!. In addition, aperiodic noise structure pro-
vides less information for young children than for adults
about place of consonant constriction, a result previously
demonstrated by Parnell and Amerman~1978!. Unfortu-
nately, the present experiments do little to resolve the
‘‘chicken and egg’’ question: Are children unable to resolve
details of noise structure, and so this acoustic parameter pro-
vides little information for children to use in phonetic deci-
sions? Or, do children fail to assign strong weights to the
details of noise structure in phonetic decisions, and so they
pay little attention to this structure? Future work will need to
address this important question.

These results have implications for the development of
speech-production skills. Nittrouer~1995! and Nittrouer
et al. ~1989! found that children’s /2/ and /b/ noises were not
as differentiated acoustically as those of adults. Specifically,
children’s fricative noises lacked the low-frequency peak
evident in adults’ noises~Appendix, Nittrouer, 1995!. Theo-
ries of adult speech perception aside, surely there is informa-
tion in the acoustic speech signal that directs a child in how
to move her vocal tract. If children do not notice the low-
frequency peak in fricative noise, it may explain why they
fail to incorporate the articulatory maneuver that produces
this peak in their own productions. Of course, it is possible
that young children are simply unable to make the tongue
configuration required to produce this low-frequency peak,
but we find no evidence in this study that they are even
aware of this peak. In either case, we find a relation between
what children attend to in the speech of others and what they
produce in their own speech.

In summary, these two studies provide evidence that
children do not weight the information provided by the spec-
tral structure of aperiodic noises in their fricative decisions
as much as adults do. This developmental trend for speech
perception corresponds with a trend observed in speech pro-
duction: Children neither attend perceptually to the low-
frequency peak found in the noises of palatal fricatives nor
do they produce these low-frequency peaks in their own at-
tempts at palatal fricatives.
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TABLE IV. Mean slopes for experiment 2, in change in probit unit per
fricative-continuum step. Standard deviations are in parentheses.

5-year-olds 7-year-olds Adults
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Vowel recognition was assessed for eight, cochlear implant patients who use the Ineraid’s
six-electrode array. Recognition was tested in three conditions: with the Ineraid after years of
experience; with a CIS processor at fitting of the processor; and with the CIS processor after 1
month’s experience. At the time of fitting of the CIS processor, vowel recognition was not superior
to that with the Ineraid. Recognition improved significantly over the period of a month. At 1 month,
performance was significantly better with the CIS processor than with the Ineraid. This outcome is
interpreted to mean that remapping of the vowel space is necessary following fitting with the CIS
processor and some of the remapping occurs over a time period of days or weeks, rather than hours.
Vowel errors at one month could be accounted for by two mechanisms. One is that patients attended
to low-frequency channels at the expense of high-frequency channels, or could not use information
in high-frequency channels. The second is that, for diphthongs, patients could not detect frequency
change over the course of the utterance. ©1997 Acoustical Society of America.
@S0001-4966~97!07507-3#

PACS numbers: 43.71.Cq, 43.71.Ky@WS#

INTRODUCTION

The continuous interleaved sampling~CIS! processing
strategy has been shown to improve the speech understand-
ing abilities of patients fit with the Ineraid’s six intracochlear
electrodes and percutaneous pedestal~Wilson et al., 1991;
Boexet al., 1994!. Wilson et al. ~1991! report a 28 percent-
age point improvement for scores on the Spondee Recogni-
tion Test, a 12 percentage point improvement for words in
the CID sentences, a 39 percentage point improvement for
words from the SPIN test, and a 20 percentage point im-
provement for NU-6 words. The improvement in perfor-
mance also extends to segmental phonemes. Both Lawson
et al. ~1993! and Boexet al. ~1994! report an improvement
in transmitted information for consonants of about 17% per-
centage points. For the subjects in the present experiment,
consonant scores increased from 50% correct with the In-
eraid processor to 69% correct with a CIS processor. Each
patient evidenced a higher score with a CIS processor than
with the Ineraid.

The improvements in speech understanding can be ratio-
nalized by pointing to the increased number of electrodes
accessed by the CIS processor~six versus four in the ana-
logue version of the Ineraid! and to the reduction in current
interaction, and thus increased channel independence,
achieved by the use of the nonsimultaneous pulses. Increased
channel independence, in turn, should result in increased
spectral resolution.

In the context of improved sentence, word, and conso-
nant recognition, it is curious that neither Wilsonet al.
~1990! nor Boexet al. ~1994! report improvement in group-
mean scores for vowel recognition. It is difficult to under-
stand why a strategy which improves the resolution of con-
sonant information would not also improve the resolution of
vowel information. One possibility is that the improvement
in consonant recognition is based solely on improvement in
the resolution of temporal information, i.e., waveform or
amplitude-envelope shape, and is not based on improvement
in the resolution of spectral information. This does not seem
to be the case, however, because place of articulation, which
is not well conveyed by envelope shape, is better conveyed
by CIS processors than by the analogue strategy of the In-
eraid ~Lawson et al., 1993!. Thus at least part of the im-
provement in performance with a CIS strategy must be due
to better resolution of spectral information.

In order to better understand the processes underlying
vowel recognition by Ineraid patients fit with CIS processors,
patients were presented synthesized vowels in the /bVt/ for-
mat. Synthesized vowels of constant duration and pitch con-
tour were used in order to require patients to rely on spectral
information, and thus spectral resolution, for vowel identifi-
cation. Identification accuracy was assessed in three condi-
tions. In one condition vowel identification was assessed
with the Ineraid’s analogue strategy. In the second condition
vowel identification was assessed within hours of fitting the
patients with a CIS processor. The aim of these two condi-
tions was to determine if the Wilsonet al. ~1991! and Boex
et al. ~1994! results could be replicated. In the third condi-
tion vowel identification was assessed after the patients had

a!Corresponding author address: Department of Speech and Hearing Sci-
ence, Arizona State University, Tempe, AZ 85287-0102.
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worn the CIS processor for approximately 1 month. The aim
of this condition was to determine whether vowel identifica-
tion would improve after experience with the signal proces-
sor. If vowel identification improves after experience with a
processor, then the results for consonants and vowels could
be accommodated under a single account—an improvement
in spectral resolution—with the provision that it takes pa-
tients longer to remap the vowel space than to remap the
consonant space. A longer period may be needed to remap
the vowel space because vowels are compressed into a
smaller frequency space than consonants, and have fewer
cues in the time/amplitude domain to aid in identification.

The data collected at 1 month were subjected to a num-
ber of analyses in an effort to account for errors in vowel
identification after the patients had accommodated to their
signal processor. To perform these analyses the vowels were
first processed through a software model of the CIS proces-
sor. The data of interest were the channel output levels of the
processor’s six channels because it is the pattern of these
output levels which encodes vowel identity. In one analysis
we assessed whether the errors in vowel identification were
based on overall similarity of the output patterns across the
six electrodes. In other analyses we assessed whether errors
in identification could be understood in terms of selective
attention to low-frequency channels at the expense of high-
frequency channels~or an inability to use information in
high-frequency channels! and/or an inability to detect spec-
tral change over the time course of the vocalic portion of the
signal.

I. METHOD

A. Subjects

The subjects were eight patients who had used the In-
eraid processor for no less than 4 years, and who had used a
CIS processor for a month. They ranged in age from 31 to 73
years.

B. Stimuli

The stimuli were the words ‘‘beet, bit, bait, bet, bat,
bought, but, boot, Bert, Bart, bout, bite, boat’’ synthesized
using the KLATT algorithm~see Dormanet al., 1991!. The
vowels were realized as@i ( e( } , Å # u É Är au a( ou#. Each
stimulus was synthesized with five formants. Each stimulus
was composed of a 5-ms /b/ burst, a 5-ms silent interval,
30-ms /b/ transitions, a 90-ms vocalic nucleus, 50-ms /t/ tran-
sitions, 80 ms of silence, and final /t/-burst aspiration of 50
ms. TheF0 contour was the same for all signals. Formant
frequencies are shown in Table I.

The 13 stimuli were blocked without replacement into
groups of 13. The stimuli within the blocks were random-
ized. Each block was presented five times. The patients had
been tested with the vowel set many times through their
Ineraid processors before the current test administration.

C. Signal processors

The four-channel Ineraid processor has been described
in Eddington~1980! ~see also Wilsonet al., 1991!. The CIS

processor was an implementation of the Wilsonet al. ~1991!
processor fabricated at the University of Innsbruck~Zier-
hofer et al., 1994!. The signal processor was a six-channel
design with sixth-order bandpass filters, 400-Hz first-order
smoother, and full wave rectification. Channel center fre-
quencies were 393, 639, 1037, 1680, 2730, and 4440 Hz.
The channels were of equal width on a logarithmic scale.
Signals were preemphasized above 1200 Hz. Pulse duration
and pulse rate were optimized for each patient.

D. Design

On the day before the patients were fit with a CIS pro-
cessor, they were tested through their Ineraid processors with
a variety of speech materials, including the vowel stimuli
described above. On the day of fitting, and four to six weeks
following the fitting, the patients were once again tested with
the speech material.

E. Procedure

The test signals were delivered directly to the patients’
signal processors via the auxiliary input jack. The patients
were presented two practice lists~with correct answers! be-
fore the test sequence began. Responses were collected via a
touch sensitive response pad.

II. RESULTS AND DISCUSSION

A. Ineraid versus CIS at fitting

The mean percent correct score for patients using the
analogue processor was 35% correct. The mean percent cor-
rect score for the same patients using the CIS processor was
41% correct. Changes in individual scores are shown in Fig.
1. The group mean scores did not differ significantly~Wil-
coxonz50.98,p50.32!. However, five of the eight patients
achieved higher scores with the CIS processor. The range of
improvement was 2–28 percentage points. One patient
scored the same in both conditions while two other patients
scored 12 percentage points and 16 percentage points lower
with the CIS processor. The absence of a significant im-
provement for the group mean data is consistent with Wilson
et al. ~1990! and Boexet al. ~1994!. However, the absence

TABLE I. Frequencies ofF1, F2, andF3 during the vocalic portion of
synthetic /bVt/ words. Double entries in a column indicate starting and
ending frequencies of the formant in the vocalic portion of the word.

F1 F2 F3

beet 313–200 2048 2695
bit 390–460 1765–1556 2460–2536
bet 546 1610 2539
bat 703 1562 2500
bought 625–650 859–910 2700–2730
but 625 1220 2539
boot 350 1054 2304
Bert 470–420 1270–1337 1540
boat 530–440 1088–900 2300
bout 684–420 1203–940 2538–2140
bite 660–400 1180–1880 2500–2524
bait 480–330 1720–2200 2520–2580
Bart 644–537 937–1220 2294–1542
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of a significant group effect obscures the outcome that some
of the patients achieved higher scores for vowels immedi-
ately upon fitting with the CIS processor.

B. CIS at fitting versus CIS after experience

After a month’s experience with the signal processing
scheme the mean vowel-recognition score was 58% correct.
The mean score differed significantly from that at fitting
~41% correct! ~Wilcoxon z52.17, p50.029!. As shown in
Fig. 1 seven of the eight patients achieved a higher score at
one month than at fitting. The range of improvement was
from 5 to 38 percentage points. The score for one patient
dropped 6 percentage points. We interpret this outcome to
mean that remapping of the vowel space is necessary follow-
ing fitting with the CIS processor andsomeof the remapping
occurs over a time period of days or weeks, rather than
hours. Of course, given our design, we cannot determine
exactly the period over which the remapping takes place, but
that period is within a month.

C. CIS after experience versus Ineraid

The mean score of 58% correct for the CIS processor at
1 month differed significantly from the 35% score for the
Ineraid~Wilcoxon z52.03,p50.04!. As shown in Fig. 1 six
of the eight patients scored higher with the CIS processor.
The range of improvement was 17–42 percentage points.
The scores of two patients remained 6 percentage points
lower than with the Ineraid. Thus after experience with the
processing scheme, group-mean performance was better with
the CIS processor than with the Ineraid. This outcome is
fully in accord with the inference from studies of consonant
recognition that, on average, spectral resolution improves
when Ineraid patients are fit with CIS processors.

D. Analysis of vowel errors after experience with the
CIS processor

The mean identification scores, expressed as percents,
collected after the patients had worn the CIS processor for a
month, are shown in Table II. The front vowels and diph-
thongs /i ( } e( ,/ and /É/ were relatively well identified

(range565%–90% correct!. The back vowels and diph-
thongs, and /Är/, were not well identified ~range
522%–57% correct!. Error responses were not widely dis-
tributed across vowels but rather were commonly limited to
one or two vowels. For example, the dominant error response
to ‘‘bet’’ was ‘‘bit,’’ the dominant error for ‘‘but’’ was
‘‘bat,’’ and the dominant error for ‘‘bat’’ was ‘‘bet.’’ In or-
der to better understand why certain vowels were relatively
well identified, while others were not, and to understand the
factors contributing to the dominant error responses, the
vowels were processed through a software simulation of the
signal processor and the channel output levels were dis-
played.

Inspection of the output levels in Fig. 2 for the vowels@i
( } ,# suggests an account for their relatively high level of
recognition. Note, first, the levels of channels one and two as
the first formants in this series rise from approximately 250
Hz to 700 Hz. The rise inF1 over this vowel set is encoded
by the difference in outputs of channels 1 and 2. That is,
channel 1 minus channel 2 is a large positive number for@i#,
and is a smaller positive number for@I#. Channel 1 minus
channel 2 is a relatively small negative number for@}# and a
larger negative number for@,#. Thus the magnitude and sign
of channel 1 minus channel 2 change in a systematic manner
with the rise inF1 frequency. Now, note the differences in
output levels for channels 3 and 4 as an indication of the
frequency of the second formant. In this instance the magni-
tude of the differences gives some information aboutF2.
Moreover, theaverage levelsof channels 3 and 4 change in
a systematic manner with the fall inF2, i.e., the lowest
overall level is for@i# and the highest is for@,#. Given a
good estimate ofF1, and some information aboutF2, it is
expected that front vowels would be relatively well identified
~Dubno and Dorman, 1987!.

The word ‘‘bert’’ was also well identified~mean score
590% correct!. Inspection of the channel output pattern in-
dicated a peak in energy in channel 4 and fall in energy
thereafter. This pattern is the result of the lowF3 throughout
the vocalic portion of the signal and makes the channel out-
put pattern distinct from all of the other vowels in the test
set.

FIG. 1. Patients’ scores as a function of time and type of processor.
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If the account offered above is accurate, i.e., that front
vowels are well identified because the outputs of channels 1,
2, and 3 aredissimilar, then it might be the case that vowels
which havesimilar outputs of channels 1, 2, and 3 will be
difficult to identify. This is, in fact, often the case. Consider
the outcome that@## in ‘‘but’’ was the most common error
response for@Å# in ‘‘bought.’’ The output patterns for the
two vowels are shown at the top of Fig. 3. The pattern of

outputs for channels 1, 2, and 3 of the two vowels is similar.
The substitution of ‘‘but’’ for ‘‘bought’’ suggests that pa-
tients either attend inappropriately to the lower number chan-
nels and/or are not able to use differences in the output levels
of the higher channels as an aid in identification. This ac-
count can also be extended to the error response of@,# in
‘‘bat’’ when presented@## in ‘‘but’’ ~Fig. 3, middle! and the
error response of@}# in ‘‘bet’’ when presented@,# in ‘‘bat’’
~Fig. 3, bottom!. Consider, now, the signal which was among

TABLE II. Stimulus-response matrix for words presented via a CIS processor. Scores are percentages pooled
across subjects. Decimal values of 0.5 or less are rounded down.

FIG. 2. ~top! Spectra of the vowels in ‘‘beet, bit, bet, bat’’ derived from a
20-ms window, centered at the midpoint of the vowel, and 14 pole LPC
analysis.~bottom! Output levels of the CIS processor for the vowels in
‘‘beet, bit, bet, bat.’’ Sequential points along each function represent the
output levels of channels 1–6.

FIG. 3. Channel output levels for target vowels~solid functions! and the
most common substitutions~dashed functions!.
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the least well identified, ther -colored vowel in ‘‘Bart,’’ and
the most common error response, ‘‘bought.’’ As shown at
the top of Fig. 4, the output patterns of the two vowels are
very similar, across channels 1–4, when sampled near the
beginning of the words. However, when sampled near the
end of the words, the patterns differ—mostly in the output of
channels 3–4, and 4–5~channel 4 increases about 3 dB for
‘‘bart’’ ! because of the fall inF3 characteristic of
r -colored vowels. Once again it appears that the listeners did
not attend to, or were not able to use, the changes in output
levels of the higher channels as an aid in identification.

To account for the confusions of ‘‘boat’’ for ‘‘bout’’
~i.e., @ou# for @au#!, and ‘‘bait’’ for ‘‘bite’’ ~i.e., @e(# for
@a(#! another account—not detecting change—is reasonable.
As shown in Fig. 5 when patients substituted ‘‘bait’’ for
‘‘bite’’ they substituted a vowel with a generally similar pat-
tern of channel outputs as that of the target, but which
changed less over time than the target. When ‘‘boat’’ was
substituted for ‘‘bout,’’ the patients also substituted a vowel
whose spectrum, and thus channel output levels, changed
less over time than the target diphthong. The substitution of
‘‘bought’’ for ‘‘Bart,’’ discussed above as an example of not
attending to information in the higher channels, also fits into
an account of not detecting change in the pattern of channel
outputs.

The discussion above was predicated on differences in
mean scores for individual vowels averaged over the group
of seven patients. Of course, the patients differed in their
ability to identify vowels. Some patients were very poor,
e.g., 29% correct, while others were very good, e.g., 88%
correct. Individual differences in identification accuracy

could be accounted for by assuming that patients differ in
sensitivity to differences in channel output. That is, patients
with poor overall identification accuracy could be patients
who needed large differences in channel outputs to hear a
difference in signal frequency. Patients with good identifica-
tion accuracy could be those who need small differences in
channel levels to hear a difference in signal frequency. Pre-
liminary data on pure-tone frequency discrimination suggests
that this may be the case~Dormanet al., 1996!.

E. Can a similarity metric based on the overall shape
of channel outputs account for errors in
identification?

In one account of errors in identification offered above,
we suggested that patients inappropriately attend to the out-
puts of low-frequency channels, and/or cannot detect
changes in higher-frequency channels. This account stresses
attention to a portion of the channel outputs and not to the
overall pattern of channel outputs. To determine if similarity
in the overall pattern of channel outputs could provide a
better account of errors in identification than the one offered
above, we classified each vowel in a six-dimensional space,
i.e., the channel output levels, and assessed the Euclidean
distance among vowels. The metric and the distances be-
tween the channel vectors of the vowels are shown in the
Appendix. According to the Euclidean distance metric, the
smaller the distance between the channel vectors of two
vowels, the more similar are the two vowels. For example,
the distance between the channel vectors of the vowels in
‘‘beet’’ and ‘‘Bert’’ is 3.62, while that between the vowels in
‘‘beet’’ and ‘‘bait’’ is 0.94. This indicates that it is more

FIG. 4. Channel output levels sampled at 50 ms~top! and 140 ms~bottom!
for the target vowel, in ‘‘Bart,’’ and the most common substitution,
‘‘bought.’’

FIG. 5. Channel output levels sampled at three intervals during the diph-
thong in ‘‘bite’’ ~top! and ‘‘bait’’ ~bottom!. The target was ‘‘bite’’ and the
most common substitution was ‘‘bait.’’
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likely for patients to confuse ‘‘bait’’ with ‘‘beet’’ than
‘‘Bert’’ with ‘‘beet.’’ To simplify understanding of the pre-
dictions and the actual outcomes, 15 stimulus response pairs
are shown in Table III along with the percent error response
and the Euclidean distances. The Spearman rank order cor-
relation between percent error response and Euclidean dis-
tance was not significant at20.27. In addition, the metric
does not capture asymmetries in response. In the distance
metric, the distanced( i j ) is symmetric. This means that
if vowel i is confused with vowelj , then vowel j will
be confused with voweli . This is not the case as shown
in the confusion matrix in Table II. For example,@a(# in
‘‘bite’’ was often heard as@e(# in ‘‘bait,’’ but @e(# was never
heard as@a(#. Thus the Euclidean distance metric fails to
capture an important aspect of the data—asymmetries in re-
sponse.

III. DISCUSSION

In the Introduction we pointed out that, when Ineraid
patients are fit with a CIS processor, consonant and word
scores improve but vowel scores, on average, do not. This
outcome is difficult to understand if, in fact, the improve-
ment in consonant and word recognition is based, even par-
tially, on an improvement in spectral resolution. We hypoth-
esized that vowels might not show improved scores at fitting
if it were the case that the change from four-channel ana-
logue to six-channel CIS processing greatly alters the repre-
sentation of vowel space along the electrically stimulated
cochlea. On this view, vowels might be recognized better
after a period of accommodation to the pattern of electrical
stimulation. The outcomes of significantly better perfor-
mance at one month versus fitting, and of better performance
at one month versus the Ineraid supports our hypothesis.
These outcomes allow improvements in vowel recognition to
be encompassed by the same explanatory concept as
improvements in consonant recognition, i.e., an improve-
ment in spectral resolution. However, this is not to say
that all improvements in consonant recognition are derived

from an improvement in spectral resolution. Improved reso-
lution of amplitude envelopes plays a significant role in con-
sonant recognition~Lawson et al., 1993; Shannonet al.,
1995!.

Our analyses of errors in identification suggests that pa-
tients either attend inappropriately to information in low-
frequency channels of the processor, and/or are unable to use
differences in higher-frequency channels. Our analyses also
suggests that some errors, those for diphthongs, commonly
involve not detecting change in channel outputs. To examine
the adequacy of our analysis we have developed a classifi-
cation algorithm for vowel recognition based on the concepts
that patients attend to low-frequency channels at the expense
of higher-frequency channels and that patients use the differ-
ence in outputs of adjacent channels to code the frequencies
of vowel formants. Because only one token of each
vowel was used in our experiment, we could not test the
algorithm on novel vowel tokens. However, we could deter-
mine if the algorithm, when presented with the vowels from
the current experiment, would make the same errors as pa-
tients and whether the errors would be asymmetric. The al-
gorithm predicts seven of the eight most common errors
and makes those errors in an asymmetric fashion. Thus there
is reason to believe that the assumptions of attention to
low-frequency channels, and use of adjacent channel
output levels to code formant frequencies are reasonable
ones.

ACKNOWLEDGMENT

This research was supported by Grant No. DC RO1
00654-5 from the National Institute on Deafness and Other
Communication Disorders.

APPENDIX

For monothongs, channel vectors were taken in the
steady-state portion of the vowel. Diphthongs were divided
into segments~a andb! of equal duration, channel vectors
were taken of each segment, and the channel vectors were
then averaged. The distanced( i , j ) between vowelsi and j is
then defined as follows. Letca(m)

( i ) (m51,...,6) be the
average output level of channelm in segment ‘‘a’’ of vowel
i , andcb(m)

( j ) be the average output level of channelm in
segment ‘‘b’’ of vowel j , then

d~ i , j !5
1

2 F16A(
m51

6

„ca~m!~ i !2ca~m!~ j !
…

2

1
1

6
A(

m51

6

„cb~m!~ i !2cb~m!~ j !
…

2G .
The distances between the channel vectors of the vowels in
the test set are shown in Table AI. Only the entries above the
diagonal are shown since the matrix is symmetric.

TABLE III. Percent error response and Euclidean distance associated with
15 stimulus–response pairs.

Stimulus and error response Percent error response Euclidian distance

bart–bought 70 1.3
but–bat 37 0.87
bout–boat 30 0.56
bought–but 23 0.86
bat–bet 23 1.23
bite–bait 20 1.27
beet–bait 20 0.94
boat–bought 20 0.97
boot–bert 17 1.76
bet–bit 17 1.14
bought–bout 17 1.09
bait–beet 13 0.94
boat–but 13 0.97
bart–but 13 1.33
boat–bart 13 1.15

Spearman r520.27
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Perception of the American English liquid /ra–la/ contrast
by humans and monkeys

Joan M. Sinnotta) and Charles H. Brown
Comparative Hearing Laboratory, Psychology Department, University of South Alabama, Mobile,
Alabama 36688
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Human and monkey perception of the American English liquid /ra–la/ contrast was compared using
various synthetic continua in which the normal spectral and temporal cues were either complete,
partial, or altered in various ways. Two experiments compared human and monkeydiscrimination
of the various continua using a low-uncertainty repeating-standard procedure. Results showed that,
while human sensitivity was best at the human phoneme boundary, monkey sensitivity was best
inside the /ra/ category. Also, while humans were more sensitive than monkeys to temporal variation
in the stimuli, monkeys were more sensitive than humans to spectral variation, particularly for
stimuli inside the /ra/ category. Two additional experiments compared human and monkey
identificationof the /ra–la/ continua using a higher-uncertainty go/nogo identification procedure.
Monkeys performed as accurately as humans~including one native Spanish and one native Hindi
listener! in identifying the stimuli. However, human and monkey ‘‘phoneme boundaries’’ were in
different places, with monkey boundaries shifted more toward /ra/ than human boundaries. These
results suggest that human boundaries may be based on some sort of specific linguistic knowledge.
Despite these boundary differences, monkeys showed a trading relation comparable to that of
humans, indicating that the /ra–la/ trading relation has a psychoacoustic basis and that linguistic
knowledge is not a necessary prerequisite for it to occur. ©1997 Acoustical Society of America.
@S0001-4966~97!03107-X#

PACS numbers: 43.71.Es@WS#

INTRODUCTION

Over the past two decades, much research has been de-
voted to studying how animals perceive human speech
sounds. These studies have revealed both differences and
similarities in human and animal sensitivity. On the one
hand, studies of differential sensitivity have found that ani-
mals are quantitatively less sensitive than humans to the
acoustic cues underlying speech sounds~Sinnottet al., 1976;
Sinnott and Adams, 1987; Sinnott and Kreiter, 1991!. De-
spite this, other studies have found that animals appear quali-
tatively similar to humans for more complex types of pro-
cessing such as categorical perception of VOT and place-of-
articulation contrasts~Kuhl and Miller, 1978; Kuhl, 1981;
Kuhl and Padden, 1982, 1983!, phonetic category formation
for VOT and place-of-articulation contrasts~Kuhl and
Miller, 1975; Kluenderet al., 1987!, the VOT-F1 onset trad-
ing relation ~Kluender, 1991; Kluenderet al., 1994!, and
‘‘speech mode processing’’ for /ra–la/~Dooling et al.,
1995!. These studies indicate that human linguistic knowl-
edge is not necessary for these complex effects to occur.

Previous studies of animal speech discrimination have
used, for the most part, vowel contrasts, or VOT or place-of-
articulation consonant contrasts~but see also Doolinget al.,
1995!. Here we compare human and monkey discrimination
and identification of the American English liquid /r–l/ con-
trast, which has attracted much attention because native
Japanese speakers learning English have so much difficulty

with it, particularly in the syllable-initial position~e.g.,
Miyawaki et al., 1974; Strange and Dittmann, 1984; Under-
bakkeet al., 1988; Loganet al., 1991!. These results suggest
that perhaps the acoustic cues underlying /r–l/ may not be
psychoacoustically very salient, and may even require sensi-
tization in early infancy~Eimas, 1975!. The /r–l/ contrast is
based primarily on two acoustic cues: a spectral cue inF3,
and a temporal cue inF1 ~Polka and Strange, 1985!. It is
interesting to note that the English continuant /r/~phoneti-
cally, @[#! is quite rare among the languages of the world; the
trill @r# and flap @T# are much more common~Maddieson,
1984!. It is therefore of interest to determine how animal
sensitivity to this contrast compares to the more universal
contrasts that have been tested both with regard to differen-
tial sensitivity to the underlying acoustic cues, as well as
with regard to more complex phenomena such as categorical
perception and trading relations.

The present study consisted of five experiments de-
signed to examine in detail both human versus monkey
sensory-level processing as well as higher level phenomena
that invoke categorization and memorial processes:~1! A
conventional written identification~ID! procedure was used
with humans to measure phoneme boundaries along various
/ra–la/ continua;~2! A low-uncertainty discrimination proce-
dure presented pairwise comparisons from the continua to
compare perceptual boundaries in humans and monkeys;~3!
A low-uncertainty discrimination procedure was used to
compare human and monkey differential sensitivity to the
acoustic cues underlying this contrast;~4! A higher-
uncertainty go/nogo~GNG! ID procedure was used to com-a!Electronic mail: jsinnott@jaguari.usouthal.edu
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pare identified perceptual boundaries in humans and mon-
keys; ~5! The GNG ID procedure was used to compare the
/r–l/ trading relation in humans and monkeys. The strength
of the present series of experiments is that both humans and
monkeys were tested under identical procedures~except for
Experiment 1!, thus precise quantitative as well as qualitative
comparisons could be made between species.

There are both theoretical and practical reasons to exam-
ine the perception of human speech by animals. Theoreti-
cally, such comparisons will ultimately help to distinguish
between theories of speech perception that invoke general
auditory-perceptual processes~e.g., Jusczyk, 1982; Pisoni
et al., 1994! versus those that resort to some sort of special
speech processing mechanism, typically based on
articulatory-gestural capacities~e.g., Best, 1995; Liberman,
1996!. Animals provide a nonarticulatory ‘‘clean slate’’ for
human speech sound learning, and for them all speech
sounds will be heard as nonspeech sounds. The animal ex-
periments tell us what capacities we have inherited from
mammalian ancestors that provide the basis for higher-level
linguistic speech sound perception. Practically speaking, the
development of animal models of human speech perception
will allow us to investigate the physiological bases of speech
perception~e.g., Sinexet al., 1991!.

I. GENERAL METHOD

A. Subjects

Subjects were six female humans: author JMS, BSR,
ICL, JEM, RAK, and TLW; four male humans: DMB,
KWM, TAC, and WAS, and four 6-year-old male Japanese
macaque monkeys~macaca fuscata!: Andy, Dart, Harry, and
Port. All humans except JMS ranged from 25 to 35 years old,
and were naive as to the purposes of the experiment at the
time of testing. All humans were native speakers of Ameri-
can English except ICL and WAS, whose native languages
were Spanish and Hindi, respectively. Both had learned En-
glish as teenagers, had been in America for about ten years,
and spoke English with accents. RAK was a bilingual
English-German speaker, exposed to both languages from
birth, and had no accent in English, as judged by other mem-
bers of the laboratory. All three bilingual subjects worked
regularly in our laboratory, and it was very convenient to test
them. All subjects except TAC had previously participated in
various psychoacoustic and speech discrimination experi-
ments.

B. Apparatus

The free-field test situation is described elsewhere in
detail ~Sinnottet al., 1992!. Briefly, all subjects were tested
in the free-field inside a double-walled IAC booth~1.98
m31.82 m31.52 m! lined with sound-absorbing insulation
~Sonex!. Subjects responded on a custom-made contact-
sensitive metal disk mounted over a cuelight embedded in
Plexiglas. The stimulus system included a 12-bit D/A con-
verter ~Data Translation!, a low-pass filter set at 4800 Hz
~Frequency Devices!, programmable attenuators~Data
Translation!, an amplifier~NAD 3240 PE!, and loudspeaker
~Polk 10!. Stimuli were calibrated with a B&K sound-

pressure level~SPL! meter and 0.5-in. condenser microphone
placed in the position of the subject’s head. Monkeys sat in
primate chairs and received 190-mg banana-flavored pellets
as rewards from an automatic feeder. All experimental con-
tingencies were controlled by a Compaq computer.

C. Stimuli

Stimuli consisted of /ra–la/ continua in which the nor-
mal acoustic cues were either complete, partial, or altered in
various ways. Stimuli were generated on the Klatt synthe-
sizer in the Canadian Speech Research Environment~Uni-
versity of Western Ontario!. Syllables were 220 ms in dura-
tion with a 10-ms rise–fall time.F0 fell linearly over the
duration of the syllable from 125 to 80 Hz. Formant frequen-
cies and bandwidths in Hz of the steady-state /a/ vowel were
as follows: F15700, BW1590; F251200, BW2590;
F352600, BW35130; F453300, BW45400; F5
53700,BW55500. Stimuli were synthesized and presented
at a 10-kHz sampling rate, filtered at 4800 Hz, and presented
in the free-field at 60 dB SPL~A!. The specific continua used
are described in Secs. II A and VI A~see below!.

II. EXPERIMENT 1: WRITTEN IDENTIFICATION BY
HUMANS

The purpose of this experiment was to obtain /ra–la/ ID
data from American English speakers using a conventional
written ID procedure, in order to assess where perceptual
boundaries would occur along various /ra–la/ continua and
provide a comparison with our later ID studies using the
monkey GNG ID procedure~see Sec. V!.

Normal /ra–la/ stimuli were constructed by varying both
a spectral cue in the third formant (F3) and a temporal cue
in the first formant (F1) ~Polka and Strange, 1985!. Along
with normal /ra–la/ stimuli, we also included some stimuli in
which either the spectral or temporal cue was eliminated; the
purpose of this manipulation was to assess which of these
cues was the most important for identification. An additional
‘‘conflicting cues’’ continuum was constructed to investigate
an hypothesis according to which the two cues varying in
opposite directions should cancel each other out and become
less discriminable~Polka and Strange, 1985!.

Finally, we included some ‘‘nonspeech’’ control stimuli
that were constructed by reversing the cues across formants:
The spectral cue was put intoF1 instead ofF3 and the
temporal cue was put intoF3 instead ofF1. The purpose of
this manipulation was to investigate the American English
listeners’ ability to identify stimuli in which a spectral and
temporal cue were both present, but put into a context where
they would not be perceived as English speech. Thus these
stimuli should be much more difficult to identify compared
to the normal /ra–la/ stimuli.

A. Method

Four of the stimulus continua used in experiment 1 are
shown in Fig. 1. In these stimuli, the spectral cue occurred in
F3 and the temporal cue inF1.

Figure 1~a! shows the full cues /ra–la/ continuum
~RALA !, which was constructed by varying both the spectral
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and temporal cue. The spectral cue consisted of varying the
onset frequency ofF3. For /ra/, stimulus 1 in the continuum,
F3 began at 1600 Hz, remained flat for 35 ms, then rose
linearly over the next 85 ms to 2500 Hz. For /la/, stimulus 8
in the continuum,F3 began at a higher frequency of 2300
Hz, and then followed the same temporal pattern as /ra/. The
temporal cue consisted of delaying the onset of a transition
in F1. For /ra/,F1 began at 350 Hz and moved linearly over
the next 70 ms to 700 Hz. For /la/,F1 began at 350 Hz,
remained flat for 56 ms, and then began an abrupt transition
over the next 14 ms to 700 Hz. The eight-stimulus con-
tinuum was synthesized by increasing theF3 onset in
100-Hz steps, and theF1 delay in 8-ms steps.

Figure 1~b! shows thespectral cue onlycontinuum
~RLS3!, which consisted of varying the normalF3 spectral
cue, but holding theF1 temporal cue constant by setting the
transition to begin at a middle value of 32 ms. Figure 1~c!
shows thetemporal cue onlycontinuum~RLT1!, which con-
sisted of varying the normalF1 temporal cue, but holding
the F3 spectral cue constant at a middle value of 2000 Hz;
Fig. 1~d! shows theconflicting cuescontinuum~RLCC!. This
continuum consisted of varying theF3 spectral cue in the
normal manner, but varying theF1 temporal cue in the op-
posite direction from normal. Thus the first ‘‘/ra/’’ stimulus

contained the normal spectral cue for /ra/, but the normal
temporal cue for /la/. The eighth ‘‘/la/’’ stimulus contained
the normal spectral cue for /la/, but the normal temporal cue
for /ra/.

Figure 2 shows the ‘‘reversed’’ continua in which the
spectral cue occurred inF1 and the temporal cue inF3.
Figure 2~a! shows thereversed full cuescontinuum~RLRV!,
which varied both cues as follows: For the first ‘‘/ra/’’ stimu-
lus, F1 began at 350 Hz, remained flat for 35 ms, then rose
linearly over the next 85 ms to 700 Hz. For the eighth ‘‘/la/’’
stimulus,F1 remained constant at 700 Hz. The temporal cue
consisted of delaying the onset of a transition inF3. For
‘‘/ra/,’’ F3 began at 1600 Hz and moved linearly over the
next 70 ms to 2600 Hz. For ‘‘/la/,’’F3 began at 1600 Hz,
remained flat for 56 ms, and then began an abrupt transition
over the next 14 ms to 2600 Hz.

Figure 2~b! shows thereversed spectral cue onlycon-
tinuum ~RVS1!, which contained the varying spectral cue in
F1, and the temporal cue inF3 set to a middle value of 32
ms. Figure 2~c! shows thereversed temporal cue onlycon-
tinuum~RVT3!, which contained the varying temporal cue in
F3, and the spectral cue inF1 set to a middle value of 550
Hz.

Six humans, JMS, DMB, TAC, RAK, JEM, and KWM,

FIG. 1. ~a!–~c! Schematized spectrographic patterns of the four stimulus continua used in experiment 1 in which the spectral cue occurred inF3 and the
temporal cue inF1.
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were tested. DMB was not tested on RLRV, RVS1, and
RVT3. Each subject sat inside the booth and worked at her/
his own pace. A trial began when the subject contacted the
response disk with the left hand, which caused a randomly
chosen stimulus to be repeated at a rate of one per s until the
subject released the disk. The subject wrote down with the
right hand on a response sheet if the stimulus sounded more
like /ra/ or /la/. Subjects were told to make a response in all
cases, even if the stimuli did not sound like a normal /ra/ or
/la/.

All subjects were tested first on RALA. After that, the
order of testing the other six continua was counterbalanced
among subjects, with a total of five sessions occurring for
each continuum. Each session consisted of 80 trials repre-
senting 8 responses for each of the 10 stimuli, so the final
data were based on 40 responses per stimulus.

B. Results and discussion

Figure 3 shows individual human ID functions for the
four continua shown in Fig. 1. Boundaries between /ra/ and
/la/ were calculated from the transition durations, interpo-
lated if necessary, at which a stimulus was identified 50% of
the time as one syllable 10 the other.~Probit analysis was not
used to smooth the functions since all functions were highly
monotonic.! For the sake of simplicity, graphs show the per-
cent of stimuli identified as /la/.

Figure 3~a!, ~b!, ~c! shows boundaries for RALA, RLS3,
and RLT1. Most subjects had clear boundaries between
stimuli 4 and 6 on all these continua, except for DMB who
heard most of the stimuli as /ra/ and had a boundary shifted
toward /la/. Boundaries for all subjects are listed in Table I.

Figure 3~d! shows boundaries for RLCC, which had the
conflicting cues. Interestingly, the two cues did not appear to
cancel each other entirely. Instead, subjects seemed to tune
into one cue or the other and ended up with reasonable ID
functions, except that no boundaries occurred between
stimuli 4 and 6, as in Fig. 3~a!, ~b!, ~c!. Three subjects iden-
tified stimuli at the extreme end of the continuum as /la/,
indicating that their perception followed the spectral cue, and
had boundaries between stimuli 6 and 8. Two subjects iden-
tified stimuli at the beginning of the continuum as /la/, indi-
cating that their perception followed the reversed temporal
cue, and had boundaries between stimuli 2 and 4. Subject
TAC heard stimuli at both ends of the continuum as /la/, and
thus had a less orderly identification function.

Figure 4~a!, ~b!, ~c! shows functions for the reversed
continua RLRV, RVS1, and RVT3. Boundaries for RLRV
@Fig. 4~a!# indicated that subjects managed to hear /ra/ and
/la/ in the stimuli, probably due to the forced-choice nature
of the response procedure. However, most subjects heard
stimuli in the beginning of the continuum as /la/, which is the
opposite percept from the normal /ra–la/ continuum. Only

FIG. 2. ~a!–~c! Schematized spectrographic patterns of the three ‘‘re-
versed’’ stimulus continua used in experiment 1 in which the spectral cue
occurred inF1 and the temporal cue inF3.
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one subject, TAC, heard /la/ stimuli at the end of the con-
tinuum. For the most part, these same strategies were carried
over to RVS1@Fig. 4~b!#. All subjects found the reversed
temporal cue in RVT3 very hard to identify and boundaries
were less orderly in this condition@Fig. 4~c!#. When queried
as to what all these reversed stimuli sounded like, most sub-
jects responded that they sounded vaguely like some sort of
human speech, but did not resemble any English sounds.

III. EXPERIMENT 2: DISCRIMINATION OF PAIRWISE
COMPARISONS

The purpose of this experiment was to compare percep-
tual boundaries in humans and monkeys by measuring their
sensitivity to pairwise comparisons along the continua.
Based on the results of experiment 1, we hypothesized that
clear human peaks between stimuli 4 and 6 would emerge in
RALA, RLS3, and RLT1. Some form of peak should also
emerge in RLCC and RLRV, since humans did manage to
categorize these continua, although the resulting boundaries
did not occur at stimuli 4–6. For monkeys, it was an open
question as to whether clear peaks would emerge. RVS1 and
RVT3, because of their disorderly ID functions, were not
used in this experiment.

A. Method

Stimuli were RALA, RLS3, RLT1, RLCC, and RLRV.
Subjects were five humans, JMS, DMB, RAK, JEM, KWM,
and two monkeys, Harry and Port. The pairwise testing was
very time consuming, and all subjects were unable to com-
plete all conditions, therefore some of the comparisons be-
low were based on three or four humans.

FIG. 3. ~a!–~d! Written identification functions from human subjects for the four stimulus continua shown in Fig. 1. Percent of stimuli identified as /la/ are
plotted as a function of stimulus number along each continuum.

TABLE I. Perceptual /ra–la/ boundaries~in terms of stimulus number along
the continuum! for six humans as measured in experiment 1~written iden-
tification!. RALA5normal /ra–la/ continuum; RLS35spectral cue only con-
tinuum; RLT15temporal cue only continuum.

RALA RLS3 RLT1

JMS 4.5 4.5 4.9
JEM 4.8 5.5 5.5
RAK 5.3 5.8 6.5
KWM 5.6 5.9 6
TAC 5.5 5.9 6.2
DMB 6.5 7.2 8

Mean 5.37 5.8 6.18
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All subjects were tested with a low-uncertainty
repeating-standard same–different AX discrimination proce-
dure that has been extensively used over the last 20 years in
studies of animal psychoacoustics and speech discrimination
~Sinnott, 1994, 1995!. A trial began when the subject con-
tacted the response disk during the flashing cuelight. At this
time, the cuelight steadied and the standard stimulus began
repeating at a rate of 1 per 800 ms. After a variable time
period of 1600–6400 ms, two identical target stimuli oc-
curred. The target stimuli always represented a two-step up-
ward change along the continuum from the standard, e.g., if
the standard was stimulus 1, the target was stimulus 3, etc.

A subject had a 1600-ms response interval, measured
from the onset of the target, to release the disk in order to
score ahit, which was immediately rewarded with a food
pellet ~monkeys! or the feeder click~humans!. Following
rewards, an intertrial interval~ITI ! occurred, during which
the cuelight extinguished and trials could not be initiated.

If the subject did not respond to the target during the
response interval~miss!, a 3-s ITI~timeout! occurred as feed-
back to the subject. On control trials, a target occurred that
was identical to the standard. Responses to control trials

~false alarms! and other premature releases were punished
with 8-s timeouts. Control trials that were not responded to
~correct rejections! were immediately followed by a two-
step target stimulus that contained a highly salient16-dB
intensity cue, to which all subjects could easily respond. This
‘‘suprathreshold’’ stimulus was thus nearly always correctly
discriminated and essentially rewarded the subject for correct
rejecting the control trial, keeping false alarms to a mini-
mum.

Only one stimulus pair was presented during a daily
session. Because different pairs of stimuli differed in their
discriminability, the proportion of test and control trials was
adjusted to keep the density of reward constant at about 70
hits per 15-min session for humans, and about 140 hits per
35-min session for monkeys. Testing thus progressed
through four stages: 1520% test trials, and 80% control tri-
als, which were followed by the suprathreshold stimulus;
2540% test trials and 60% control trials; 3560% test trials
and 40% control trials; and 4, the final stage,580% test trials
and 20% control trials. As a subject’s discrimination im-
proved and her/his false alarm rate remained below 5%, s/he
was moved to the next stage. If a subject’s false alarm rate

FIG. 4. ~a!–~c! Written identification functions from human subjects for the three ‘‘reversed’’ stimulus continua shown in Fig. 2. Percent of stimuli identified
as ‘‘/la/’’ are plotted as a function of stimulus number along each continuum.
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increased to over 20%, s/he was moved back one stage. This
procedure kept all subjects reward densities constant and
their false alarm rates at approximately 3%–5%.

All subjects were tested first with RALA, after that pre-
sentation of the other continua was counterbalanced across
subjects. For each continuum, subjects started with pair 1-3,
moved in order to pair 6-8 over the next six sessions, and
then back again. This sequence was repeated five times per
continuum, resulting in ten sessions per pair. In total, human
subjects were exposed to about 400 presentations for each
pair, while monkeys were exposed to about 800, which al-
lowed all subjects to reach asymptotic levels of performance
for each stimulus pair. For each session, a subject’s hit and
false alarm rate were transformed into ad8 score. Final data
consisted of averagingd8 over each subject’s three best ses-
sions with the highestd8 scores, and with false alarm rates
below 20%. Final data were based on about 150 presenta-
tions per pair for humans, and about 300 for monkeys.

B. Results and discussion

Figure 5 shows averaged discrimination functions for
humans and monkeys for the five continua, plotted in terms
of d8. Results for each continuum were analyzed separately
with two-way repeated-measures ANOVAS, to examine the
main effects of SPECIES and PAIR, and the interaction be-
tween these two factors.

Figure 5~a! shows data for RALA, based on five humans
and two monkeys. The human data show a peak at pair 4/6,
matching the boundaries identified in experiment 1@see Fig.
3~a!#, and better sensitivity for the last three pairs~4/6, 5/7,
6/8! than for the first three pairs~1/3, 2/4, 3/5! inside the /ra/
category. The monkey data show a different pattern: a
smoother function, with best sensitivity inside the /ra/ cat-
egory, and gradually decreasing sensitivity as the pairs in-
crease. Note, however, a very small peak at pair 4/6. The

SPECIES3PAIR interaction was significant @F(5,25)
55.14;p,0.01#, indicating a differently shaped function for
humans and monkeys. There were no main effects of SPE-
CIES or PAIR.

Figure 5~b! shows data for RLS3, based on three hu-
mans and two monkeys. The humans show peaks at pairs 4/6
and 5/7, again matching the boundaries identified in Experi-
ment 1 @see Fig. 3~b!#, while the monkeys show a peak at
pair 2/4, inside the /ra/ category. Here also, the SPECIES
3PAIR interaction was significant@F(5,15)54.36; p
,0.05#. The main effect of PAIR was also significant
@F(5,15)53.62; p,0.05!, but there was no effect of SPE-
CIES.

Figure 5~c! shows data for RLT1, based on three hu-
mans and two monkeys. The human data show a clear peak
at pair 4-6, again matching the boundaries identified in ex-
periment 1@see Fig. 3~c!#, while the monkey data show a
function with very poor sensitivity for the early pairs inside
the /ra/ category, and gradually increasing sensitivity for the
later pairs. Here also, the SPECIES3PAIR interaction was
significant @F(5,15)512.58; p,0.01#. The main effect of
PAIR was also significant@F(5,15)520.8; p,0.01#, but
there was no effect of SPECIES.

Figure 5~d! shows data for RLCC, based on four humans
and two monkeys. This function was the only one in which
humans did not show a peak at pair 4/6, indeed they show a
major ‘‘dip’’ at pair 3/5, supporting the hypothesis of Polka
and Strange~1985! that the two cues should cancel each
other out in the region of the phoneme boundary. Sensitivity
seems to have shifted toward the ends of the continuum,
matching more or less the boundaries indentified in experi-
ment 1@see Fig. 3~c!#. The monkeys show gradually decreas-
ing sensitivity as pairs increase. Here again, the SPECIES
3PAIR interaction was significant@F(5,20)54.29; p
,0.01#. The main effect of PAIR was also significant

FIG. 5. ~a!–~e! d8 scores for humans and monkeys for pairs of stimuli along five stimulus continua, as measured in experiment 2.

594 594J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 J. M. Sinnott and C. H. Brown: Perception of American English /ra–la/



@F(5,20)59.44; p,0.05#, but there was no effect of
SPECIES.

Figure 5~e! shows data for RLRV, based on three hu-
mans and two monkeys. Both functions show high discrim-
inability, but the humans show slightly better sensitivity for
the later pairs, while the monkeys show their usual smooth
function with gradually decreasing sensitivity as pairs in-
crease. Here again, the SPECIES3PAIR interaction was sig-
nificant @F(5,15)55.14; p,0.05#. There were no main ef-
fects of SPECIES or PAIR.

The present results indicate that perception of RALA,
RLS3, and RLT1 was categorical-like for humans, since
clear peaks emerged in their functions at pair 4/6, but con-
tinuous for monkeys, since no clear peaks emerged in their
functions. Caution might be used in interpreting the statis-
tics, because of the small number of subjects tested. Never-
theless, our primary interest was in the SPECIES3PAIR in-
teraction, and since PAIR was a within-subject variable, each
subject was her/his own control on this variable. Note also
that there were no main effects of SPECIES in any of the
analyses, indicating that humans and monkeys were well
matched for overall sensitivity.

When spectral variation was involved~e.g., RALA,
RLS3, RLCC, RLRV!, monkeys showed gradually decreas-
ing sensitivity as pairs increased. Monkey sensitivity appears
to follow Weber’s Law: The frequency DL is more or less a
constant proportion of the standard, but on an absolute basis,
the frequency DL increases with frequency. Therefore, as
F3 increases in frequency moving from /ra/ to /la/ along the
continuum, a constant change in Hz would become less dis-
criminable. The human functions appear in violation of We-
ber’s Law for these continua.

When temporal variation only was involved, as for
RLT1, monkeys showed increasing sensitivity as pairs in-
creased. However, this might also be explained by Weber’s
law: As pairs increase, the transitions become shorter, and
thus in terms of the absolute difference in duration to be
discriminated, sensitivity should be better with shorter tran-
sitions. Again, the human function appears in violation of
Weber’s law for this continuum.

Other comparative pairwise discrimination studies using
English VOT and place-of-articulation continua have re-
ported animals to exhibit boundaries in the same places as
humans along the continua~Kuhl, 1981; Kuhl and Padden,
1982, 1983!. For VOT, a true psychoacoustic or physiologi-
cal discontinuity appears to exist~Sinex et al., 1991!. For
place-of-articulation, the monkey boundary found by Kuhl
and Padden~1983! may have been based on a physical at-
tribute in the stimuli, since the F2 transition changed direc-
tion between the /b/, /d/, and /g/ categories~rising, flat, and
falling, respectively!. In contrast, in the present study, there
was no physical discontinuity distinguishing the /ra/ and /la/
categories. For example, the onset frequency ofF3 remained
below that of the steady-state vowel along the entire con-
tinuum from /ra/ to /la/, so there was no change of direction
of theF3 transition.

A recent study by Doolinget al. ~1995! using a response
latency measure has reported that birds perceived phonetic
boundaries in a synthetic /ra–la/ continuum. As in the

present study, there were no physical discontinuities in their
/ra–la/ continuum that could account for the boundaries. The
authors took the birds’ boundaries to be similar to those of
humans, although, since no humans were directly compared
with the birds in that experiment, it is possible that the birds’
boundaries were not identical to human boundaries. It is also
important to note that Doolinget al. did not perform ad8
analysis on their bird data, thus it is possible that changes in
response criterion could have contributed to the birds’
boundaries.

IV. EXPERIMENT 3: COMPARISONS OF
DIFFERENTIAL SENSITIVITY TO ACOUSTIC CUES
UNDERLYING /ra–la/

The purpose of this experiment was to compare human
and monkey differential sensitivity to the acoustic cues un-
derlying both normal and ‘‘nonspeech’’ /ra–la/ stimuli.
Based on pure-tone DLs~difference limens!, we would ex-
pect that humans and monkeys would perform more simi-
larly for temporal than spectral cues, since monkey temporal
DLs are about 2–3 times those of humans, while frequency
DLs are about 10 times those of humans~Sinnott, 1994!.
However, comparison of both spectral and temporal DLs in
other types of speech contrasts~vowels, VOT, and place-of-
articulation! reveal monkey DLs about 2–3 times those of
humans~Sinnott, 1994!.

The reversed continua were included to compare human
and monkey sensitivity to ‘‘nonspeech’’ control stimuli, and
to compare sensitivity for similar cues inF1, the lower-
frequency formant, versusF3, the higher-frequency formant.
We hypothesized that human and monkey sensitivity would
converge more for cues inF3, since data with vowels and
pure tones indicate that monkey DLs tend to converge with
those of humans as frequency increases~Sinnott and Kreiter,
1991; Sinnottet al., 1992!.

A. Method

Stimuli were RALA, RLS3, RLT1, RLRV, RVS1, and
RVT3. Subjects were four humans, JMS, KWM, DMB, and
TAC, and two monkeys, Harry and Port. The procedure was
identical to that used in experiment 2, except that the stan-
dard stimulus was always either stimulus 1 or 8 from the
continuum, and the target stimuli were any of the other seven
stimuli from the continuum. Targets were presented using
the method of constant stimuli.

Humans worked in 10–15 min daily sessions that termi-
nated after 70 rewards, and monkeys worked in 30–35 min
sessions that terminated after 140 rewards. Subjects were
tested in three basic conditions with a total of nine different
continua: RALA, RLS3, and RLT1 with both a /ra/~stimulus
1! and a /la/~stimulus 8! background~henceforth referred to
as LARA, LRS3, and LRT1!, and the reversed continua
RLRV, RVS1, and RVT3, all with a stimulus 1 background.
All subjects were tested first with the RALA or LARA con-
tinua, before being tested with the reversed continua. Hu-
mans were tested for a total of six sessions on each con-
tinuum, monkeys were tested for ten, which allowed all
subjects to reach asymptotic levels of performance.
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For each session, the total number of presentations~typi-
cally 8–15!, hits and false alarms to each target were re-
corded, andd8 scores were calculated for each target stimu-
lus along the continuum. The DL was considered to be the
stimulus number~interpolated if necessary! corresponding to
a d8 of 2.0. This measure equals a 50% hit rate on the psy-
chometric function for a false alarm rate of 3%, but increases
to a 65% hit rate, for example, for a false alarm rate of 8%.
Final DLs were calculated by averaging each subject’s three
best sessions with the highestd8 scores.

B. Results and discussion

Figure 6~a!, ~b! shows examples of individual psycho-
metric functions for two continua. Figure 6~a! shows a con-
dition in which both monkeys outperformed all humans:
RLS3 with a /ra/ background. Figure 6~b! shows a condition
in which all humans outperformed both monkeys: LRT1
with a /la/ background.

Figure 7 shows averaged DLs measured for all nine con-
tinua. ANOVAS were performed separately on each of the
three basic conditions comparing the effects of SPECIES
~human vs monkey! and CUES~full cue, spectral cue only,
temporal cue only!.

Figure 7~a! shows averaged DLs for RALA, RLS3, and
RLT1, measured in terms of stimulus number along the con-
tinuum ~1-8!. In this condition, low numbers convey greater
sensitivity. There were no main effects of SPECIES, but the
effect of CUES was significant~F@2,8#514.64; p,0.01!,
indicating that sensitivity was best for RALA, followed by
RLS3, followed by RLT1. The SPECIES3CUES interaction

was also significant~F@2,8#526.04; p,0.01!, indicating
that, while humans were more sensitive to RLT1, monkeys
were more sensitive to RALA and RLS3.

Figure 7~b! shows the averaged DLs for LARA, LRS3,
and LRT1, where DLs are measured from stimulus 8, thus
the y axis is reversed and higher numbers convey greater
sensitivity. Here, the overall range of sensitivity is smaller,
due to the lower DLs obtained using the /la/ background. In
this condition, the main effect of SPECIES was significant
(F@1,3#553.45; p,0.010!, indicating that humans were
overall more sensitive than monkeys. The main effect of
CUES was significant~F@2,6#59.84; p,0.05!, indicating
that sensitivity was better for LARA than for LRS3 or LRT1.
The SPECIES3CUES interaction was also significant
(F@2,6#510.52; p,0.05!, indicating that, while humans
were more sensitive to LARA and LRT1, monkeys were
more sensitive to LRS3.

Figure 7~c! shows averaged DLs measured for RLRV,
RVS1, and RVT3. In this condition, low numbers convey
greater sensitivity. There were no main effects of SPECIES,
but the main effect of CUES was significant~F@2,6#
522.52; p,0.01!, indicating that sensitivity was best for
RLRV, followed by RVS1, followed by RVT3. The SPE-
CIES 3 CUES interaction was also significant~F@2,6#
510.52;p,0.05!, indicating that, while humans were more
sensitive to RVT3, monkeys were more sensitive to RLRV
and RVS1.

The most striking result in this experiment was that
monkeys were actually more sensitive than humans in all
three cases where only the spectral cue varied~RLS3, LRS3,
RVS1!, and in two cases where all cues varied~RALA,

FIG. 6. Individual psychometric functions plotting percent detection as a
function of stimulus number along continua RLS3~a! and LRT1 ~b!, as
measured in experiment 3.

FIG. 7. ~a!–~c! Averaged DLs for humans and monkeys for nine stimulus
continua, as measured in experiment 3.
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RLRV!. On the other hand, humans were always more sen-
sitive than monkeys when only the temporal cue varied
~RLT1, LRT1, and RVT3!.

If only the results for RALA and RLS3 are considered, it
is unclear if the greater sensitivity of monkeys was due to
better sensitivity to the spectral cue, or better sensitivity to
the higher-frequencyF3 itself. However, monkeys also out-
performed humans for RLRV and RLS1, where the spectral
cue occurred in the lower-frequencyF1. These results indi-
cate that the better sensitivity of monkeys in both cases was
due to better sensitivity to spectral cues in general, and not
simply due to better sensitivity to F3 itself than humans.

RLRV can also be viewed as a ‘‘nonspeech’’ control
task to help determine if the poor spectral sensitivity of hu-
mans compared to monkeys for RALA was due to some
strong form of categorical perception operating for humans,
resulting in poor intraphonemic discrimination, particularly
inside the /ra/ category. However, since the same results
were obtained for the reversed continuum, the human–
monkey differences cannot simply be explained by means of
categorical perception, unless one assumes that categorical
perception was also operating for humans in the reversed
continuum.

These results, showing that monkeys were more sensi-
tive than humans in conditions where the spectral cue varied,
are very unusual. In over 20 years of comparing humans and
monkeys on various psychoacoustic and speech discrimina-
tion tasks, we have never before found monkeys to outper-
form humans~Sinnott, 1994!. Neither pure-tone DLs nor
other speech DLs would predict the outcome of the present
experiment. For discrimination of pure tones, monkey DLs
are typically 5–10 times larger than those of humans, and for
the place-of-articulation contrast based on a spectral cue,
monkey DLs are about twice those of humans~Sinnott,
1994!. At present, we have no explanation for why humans
performed so poorly compared to monkeys in discrimination
of these spectral cues in bothF1 and F3. The important
message of this experiment is that when experimenters care-
fully and rigorously apply modern methods of comparative
psychoacoustics, animals can sometimes show exceptionally
sensitive thresholds.

V. EXPERIMENT 4: IDENTIFICATION OF PERCEPTUAL
BOUNDARIES

The purpose of this experiment was to compare percep-
tual boundaries in humans and monkeys for each continuum,
using an ID procedure specifically designed for monkeys.
One other ID study using VOT contrasts has reported animal
boundaries in the same place as human boundaries~Kuhl and
Miller, 1978; but see also Waters and Wilson, 1976!. On the
basis of these data, we might also expect that monkey /ra–la/
boundaries should coincide with those of humans. However,
our discrimination data from experiment 2, which showed
monkeys to be most sensitive to stimuli inside the /ra/ cat-
egory, suggest that monkey boundaries might be shifted
more toward /ra/ than human boundaries.

A. Method

Stimuli were RALA, RLS3, RLT1, and RLRV~see Figs.
1 and 2!. Human subjects were JMS and KWM from Experi-
ments 1–3 and three new humans, TLW, ICL, and WAS.
Recall that ICL and WAS were non-native speakers of En-
glish. Monkey subjects were two from Experiments 2 and 3
~Harry and Port!, and two new ones, Andy and Dart. The
basic apparatus was the same as that used in the discrimina-
tion procedure and therefore monkeys transferred easily to
the ID procedure.

The go/nogo identification~GNG ID! procedure was
modeled after one previously developed by Kuhl and Miller
~1978!. As with the discrimination procedure, the trial se-
quence began with the flashing cuelight. After a variable
silent interval of 2–4 s, two identical stimuli from the con-
tinuum were presented at 60 dB SPL~A!, pulsed at a rate of
1 per s. For training stimuli, the two endpoint stimuli~1,8!
from each continua were presented. If stimulus 1 was pre-
sented, the subject was rewarded for holding through the 2-s
response interval, but punished with an 8-s timeout for re-
leasing. If stimulus 8 was presented, the subject was re-
warded for releasing the disk during the 2-s response inter-
val, but punished with a 8-s timeout for holding through it. In
order to prevent the development of response biases for ei-
ther holding or releasing, a correction procedure operated
such that, after errors, the same training stimulus was pre-
sented on successive trials until a correct response occurred.
Correction procedure trials were not analyzed nor counted in
the data analysis. Test stimuli consisted of stimuli 2, 3, 4, 5,
6, and 7 from each continuum. The subject was rewarded for
any response, hold, or release when these test stimuli were
presented.

Subjects passed through three training stages in which
the proportion of training and test trials differed. Stage 1
consisted of 75% training trials but only 25% test trials;
stage 2 consisted of 62.5% training trials and 37.5% test
trials; stage 3, the final stage, consisted of 50% training trials
and 50% test trials. For each session, a psychometric func-
tion was obtained plotting the subject’s perception of the test
stimuli as either more similar to training stimulus 1 or stimu-
lus 8, depending on whether s/he held or released, respec-
tively, to the test stimulus. The identified boundary was con-
sidered to be the level of detection on the function half-way
between the false alarm rate and 100%. For example, a 0%
false alarm rate would result in a boundary at exactly the
50% level of detection, but a 10% false alarm rate would
result in a boundary at the 55% level.

All subjects were tested first with RALA; after that the
order of the various continua was randomized among sub-
jects. Humans were tested for five sessions at stage 3 on each
continuum; monkeys were tested for ten sessions. Since 8
~human! or 15 ~monkey! responses per stimulus were ob-
tained per session, this resulted in a total of 40 responses per
stimulus for humans and 150 for monkeys.

B. Results and discussion

Figure 8 shows examples of individual ID functions ob-
tained for two continua. For RALA@Fig. 8~a!#, the monkey
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functions were shifted toward /ra/ relative to the humans’:
Human boundaries occurred between stimuli 4 and 6, mon-
key boundaries occurred between stimuli 3 and 5. For RLRV
@Fig. 8~b!#, all the monkey functions were shifted toward
‘‘/la/’’ relative to humans: Human boundaries occurred be-
tween stimuli 3 and 4.5; monkey boundaries occurred be-
tween stimuli 5.5 and 6.5. The boundaries of Spanish listener
ICL were basically similar to those of the American English
listeners, but Hindi listener WAS’s boundaries were shifted
more toward /ra/ compared to the other human boundaries.

Figure 9 shows averaged boundaries for all conditions
tested. All boundaries are listed in Table II. Separate one-
way ANOVAS were conducted on each condition to exam-
ine the effect of SPECIES on the boundaries. Significant
differences occurred for RALA@F(1,7)519.426;p,0.01#,
for RLS3 @F(1,7)523.01; p,0.01# and for RLRV @F(1,7)
5111.25;p,0.01#. For RLT1, the effect was not significant
@F(1,7)51.92; p.0.10#.

Our results showing ID boundaries in different places
for humans and monkeys contrast with those of Kuhl and
Miller ~1978!, who showed that chinchillas had VOT bound-
aries in the same place as humans, and that their boundaries
even shifted with place of articulation in the exact same
manner as did human boundaries. On the other hand, Waters
and Wilson~1976! have reported monkey VOT boundaries
in different places from humans’.

FIG. 8. Individual ID functions from five humans and four monkeys for
continua RALA ~a! and RLRV ~b!, plotting percent of stimuli identified as
/la/, as measured in the GNG ID paradigm in experiment 4.

FIG. 9. ~a!–~c! Averaged identification functions for humans and monkeys for four stimulus continua, plotting percent of stimuli identified as /la/, as measured
in experiment 4.

TABLE II. Perceptual boundaries~in terms of stimulus number along the
continuum! for five humans and four monkeys as measured in experiment 4.
RALA5normal /ra–la/ continuum; RLS35spectral cue only continuum;
RLT15temporal cue only continuum. RLRV5reversed cues continuum.

Humans RALA RLS3 RLT1 RLRV

JMS 5.1 4.8 5.1 4.6
KWM 5.7 5.7 5.6 3.5
TLW 6.7 6.5 6.2 4.5
ICL 5.6 5 4.8 4.1
WAS 4.6 5.1 4.5 3.1

Mean 5.54 5.42 5.24 3.96

Monkeys RALA RLS3 RLT1 RLRV

Andy 2.8 3.8 3.8 6.5
Dart 4.2 4.5 3.7 6
Harry 5 3.1 6.4 6.4
Port 3.5 4.5 4.7 6.5

Mean 3.88 3.98 4.65 6.35
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RLRV was included as a nonspeech control continuum,
hopefully to show human and monkey boundaries in the
same place. This was not the case: The monkeys performed
significantly differently from humans on this continuum also,
although the boundaries shifted in opposite directions for the
two species. However, the RLRV data are informative be-
cause they show that the monkeys’ /ra/-shifted RALA
boundaries were not due to a bias for releasing in the ID
procedure, nor were they directly dependent on better sensi-
tivity to intraphonemic /ra/ than humans, since monkeys
were also more sensitive to intraphonemic ‘‘/ra/’’ in RLRV,
yet their boundary in this case shifted toward ‘‘/la/.’’

VI. EXPERIMENT 5: IDENTIFICATION OF TRADING
RELATIONS

The purpose of this experiment was to test if monkeys
would show a humanlike trading relation in the /ra–la/
stimuli. Trading relations are demonstrated by showing that a
change in the value of one cue~e.g., the temporal cue in
F1!, which by itself causes a change in the phonetic percept,
can be offset by an opposing change in the setting of another
cue ~e.g., the spectral cue inF3!, in order to maintain the
original phonetic percept~Polka and Strange, 1985!. Thus if
the temporal cue is set for /ra/, a larger change toward /la/ in
the spectral cue is necessary in order to perceive /la/. Simi-
larly, if the temporal cue is set for /la/, then a larger change
toward /ra/ in the spectral cue is necessary to perceive /ra/.

A. Method

Two new stimulus continua, modeled after those of
Polka and Strange~1985!, were constructed for this experi-
ment and are shown in Fig. 10.

Figure 10~a! shows the /ra/-biased continuum~RLRB!,
which varied theF3 spectral cue in the normal manner, but
set theF1 temporal cue appropriate for /ra/, i.e.,F1 began at

350 Hz and moved linearly, with a 0-ms delay, over the next
70 ms to 700 Hz. Figure 10~b! shows the /la/-biased con-
tinuum ~RLLB!, which varied theF3 spectral cue in the
normal manner, but set theF1 temporal cue appropriate for
/la/, i.e.,F1 began at 350 Hz, remained flat for 56 ms, and
then began an abrupt transition over the next 14 ms to 700
Hz. One additional continuum was used in this experiment
for comparison to the two biased continua: RLS3, in which
the spectral cue only varied and the temporal cue inF1 was
held at a middle value of 32 ms@see Fig. 1~b!#.

Human subjects were JMS, ICL, KWM, and TLW from
experiment 4, and one new one, BSR. Monkey subjects were
Andy, Dart, Harry, and Port from experiment 4. The ID pro-
cedure was identical to that used in experiment 4, except that
training stimuli for each continuum were always stimuli 1
and 8 from the RLS3 continuum. This was necessary to pro-
vide all subjects with a clear reference for /ra/ and /la/, be-
cause, early on in the experiment, we found that some sub-
jects perceived nearly all the stimuli on the /la/-biased
continuum as /la/, even those with the most /ra/-like spectral
cue.

B. Results and discussion

Figure 11 shows individual ID functions from a repre-
sentative human subject@Fig. 11~a!#, the native Spanish

FIG. 10. Schematized spectrographic patterns of the~a! /ra/-biased and~b!
/la/-biased stimulus continua used in experiment 5.

FIG. 11. ~a!–~c! Individual identification functions for three subjects plot-
ting the percent of stimuli identified as /la/ comparing the /ra/-biased and
/la/-biased stimulus continua, as measured in experiment 5.
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speaker@Fig. 11~b!#, and a representative monkey subject
@Fig. 11~c!#. Each subject’s functions for RLS3 are similar to
those for the same continuum in experiment 4. For all three
subjects, the functions shift closer to /ra/ in RLLB, the /la/-
biased continuum, and closer to /la/ in RLRB, the /ra/-biased
continuum. These results are indicative of a trading relation
between the temporal and spectral cues: As the temporal cue
became appropriate for /la/~/ra/!, a value closer to /ra/~/la/!
on the spectral cue was necessary in order to maintain the
boundary between these two percepts. Boundaries for all
subjects are listed in Table III.

These individual results are verified in the averaged data
shown in Fig. 12. A two-way ANOVA comparing the effects
of SPECIES and CONTINUUM indicated that the effect of
SPECIES was significant@F(1,7)513.32;p,0.01#, indicat-
ing that overall monkey boundaries were shifted more to-
ward /ra/ than human boundaries. The effect of CON-
TINUUM was significant @F(2,14)591.16; p,0.01#,
indicating that the three continua diverged for both humans
and monkeys. Importantly, the SPECIES3CONTINUUM
interaction wasnot significant@F(2,14)51.01; p.0.25#, in-
dicating that the divergence between the three continua was
similar for the two species.

Our results are similar to those of Kluender~1991!, who

found that Japanese quail showed the trading relation be-
tween VOT andF1 onset frequency in /ba–pa/ stimuli. As
F1 onset became lower, a corresponding change toward
longer VOTs was necessary to maintain the VOT boundary.
It is important to note, however, that the quail were tested
using a peck-rate procedure on which it was impossible to
test humans, although Kluender’s stimuli were tested on hu-
man subjects using human testing techniques. Nevertheless,
the possibility cannot be ruled out that differences exist be-
tween quail and human boundaries that were not found in the
Kluender study due to the nature of the animal testing tech-
niques. The advantage of the present study is that humans
and monkeys were tested with the same procedure that al-
lowed precise comparisons to be made between the species.

Kluender and Lotto~1994! went on to show that their
quail showed the VOT trading relation without having been
previously exposed to covarying cues in the contrast. Since
in the present study, all subjects were pre-exposed to appro-
priately covarying spectral and temporal cues for /ra–la/ in
experiment 4, we cannot conclude that the /ra–la/ trading
relation was knowna priori by monkeys and not learned by
them somewhere along the line of the present series of ex-
periments. However, it should be noted that two of the mon-
keys ~Harry, Port! were also exposed to theconflicting cues
continuum in experiment 2, in which the two cues did not
vary in the appropriate fashion, yet these two monkeys
showed a normal trading relation in experiment 5.

VII. GENERAL DISCUSSION

Our discrimination experiments 2 and 3 and the ID ex-
periment 4 revealed some striking differences between hu-
man and monkey sensitivity to /ra–la/: Monkeys had better
sensitivity within intraphonemic /ra/ than they did at the hu-
man category boundary, and their ID functions were shifted
more toward /ra/ than human functions. If we assume that
monkeys were responding to these stimuli of the basis of
general auditory capacities, then the present human results
suggest that the American English /ra–la/ boundary may re-
sult from some acquired linguistic experience. Until more
animal data are available, testing the locations of identified
category boundaries in other speech contrasts, it is too early
to assume that animal boundaries will always be in the same
places along speech continua as human boundaries.

Despite these boundary differences, monkeys in experi-
ment 5 showed a humanlike trading relation in these stimuli,
where the spectral and temporal cues interact. These results
show that, despite psychoacoustic differences, monkeys
show a complex trading relation between these two cues
similar to that which operates in normal American English
speech perception. Thus this trading relation appears to have
a psychoacoustic basis and linguistic experience is not a nec-
essary prerequisite for it to occur.

Let us return to the problem of non-native listeners of
English /ra–la/. Although we did not test any Japanese lis-
teners, we did test one native Hindi and one native Spanish
listener. Neither had any trouble identifying the American
English /ra–la/ boundary in experiment 4, and neither re-
quired any discrimination training from experiments 2 to 3 to

TABLE III. Perceptual boundaries~in terms of stimulus number along the
continuum! for five humans and four monkeys as measured in experiment 5.
RLLB5/la/-biased continuum; RLS35spectral cue only continuum; RLRB
5/ra/-biased continuum.

Humans RLLB RLS3 RLRB

JMS 0.50 5.60 7.60
TLW 0.50 5.80 7.50
BSR 5.20 6.00 6.40
KWM 1.50 6.20 8.10
ICL 1.70 5.50 7.40

Mean 1.88 5.82 7.40

Monkeys RLLB RLS3 RLRB

Andy 1.00 4.30 8.20
Dart 0.80 4.30 8.20
Harry 3.20 4.30 5.50
Port 0.70 4.20 5.00

Mean 1.43 4.28 6.73

FIG. 12. Averaged identification functions based on five humans and four
monkeys plotting the percent of stimuli identified as /la/ comparing the
/ra/-biased and /la/-biased stimulus continua, as measured in experiment 5.
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do so. Furthermore, our Spanish subject performed similarly
to the American English subjects~and monkeys! on the /ra–
la/ trading relation in experiment 5. It should be noted that
both Spanish and Hindi have /r–l/ contrasts. Their /l/’s are
similar to English /l/, but their /r/’s are trilled, unlike the
English continuant~Principles of the International Phonetic
Association, 1968!. Most likely, our Spanish and Hindi sub-
jects either assimilated English /r–l/ into learned English cat-
egories, or they assimilated /r–l/ into their own native con-
trasting categories, and thus their identification was very
good~Best, 1994!. Of course, our monkeys perceived /r–l/ as
nonspeech sounds, thus their identification was also very
good ~Best, 1994!.

On the other hand, there is a long history of research
with native Japanese listeners showing that they have a hard
time learning to differentiate the /r–l/ contrast~e.g.,
Miyawaki et al., 1975; Strange and Dittmann, 1984; Under-
bakkeet al., 1988; Loganet al., 1991!, although some stud-
ies have found that performance could be improved with
training. These results suggest that the problem that Japanese
listeners have with /r–l/ processing is due to the fact that the
Japanese do not have a contrast between liquids: Their /r/ is
restricted to postvocalic environments and is realized pho-
netically as a flap, sometimes with retroflexing and some-
times with lateral release~Underbakkeet al., 1988!. Thus
they initially assimilate both English /r/ and /l/ into the same
/r/ category, and discrimination is very difficult~Best, 1994!.

Underbakkeet al. ~1988! also found that, while trained
Japanese subjects exhibited a trading relation similar to those
of native English speakers, no trading relation was exhibited
before training. The authors concluded that the /r–l/ trading
relation ‘‘is not solely attributable to generalized auditory
processing constraints, but rather also is a function of pho-
nemic processes that can be modified in the course of learn-
ing a second language.’’ Obviously, our monkey data sug-
gest otherwise, that this trading relationis solely attributable
to general auditory processes, unless one wants to assume
that our monkeys, like trained Japanese, also developed
some sort of phonemic processing while listening to syn-
thetic /r–l/. If we do not want to assume this, then it appears
that untrained Japanese listeners have actually lost~albeit not
necessarily permanently! the ability to attend to certain
acoustic cues that are, under normal circumstances, psychoa-
coustically very salient to the general mammalian auditory
system.

Indeed, the picture can sometimes get more confusing as
more speech perception data materialize from different ex-
periments using different procedures. We have plans to di-
rectly compare native English, native Japanese, and monkey
listeners in their abilities to identify natural tokens of /r/ vs /l/
under conditions of both low~e.g., in the simple context of
the vowel /a/ as spoken by one talker! and high~e.g., in the
context of several vowels as spoken by several talkers! con-
textual variability. It is likely that both Japanese and monkey
listeners will perform similarly to native English listeners
under conditions of low contextual variability. However, un-
der conditions of higher contextual variability, the Japanese
listeners may well start to ‘‘break down,’’ relative to native
English listeners~e.g., see Loganet al., 1991!. Monkeys may

also start to ‘‘break down,’’ although Kuhl and Miller~1975!
report that chinchillas were able to maintain a VOT category
identification ~/ba/ vs /pa/! in the face of vowel and talker
variation.

Comparisons between the Japanese and monkey listen-
ers in identifying /ra/ vs /la/ under conditions of high acous-
tic variability should be particularly interesting. If the Japa-
nese perform better than the monkeys, then this would
suggest that verbal humans are able to form new phonetic
categories for non-native speech sounds that are more robust
than those of non-verbal subjects who can use only general
auditory processes. If the Japanese and monkeys perform
similarly, then this would suggest that Japanese listeners
have neither ‘‘lost’’ nor ‘‘gained’’ anything, relative to what
is available from the general auditory system. But if the
monkeys perform better than the Japanese, then this would
suggest that Japanese phonology indeed causes some sort of
‘‘loss’’ of the ability to attend to acoustic cues originally
salient to the general auditory system.

In this way, animals will continue to provide psychoa-
coustically pure specimens with which to compare the per-
formance of human infants, children, and native and non-
native adult listeners. These types of direct comparisons
should ultimately help to clarify theories of human speech
perception and the relative roles of general auditory versus
linguistic processes in language development and cross-
language learning.
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Simulation of the effect of threshold elevation and loudness
recruitment combined with reduced frequency selectivity
on the intelligibility of speech in noise
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The effect of loudness recruitment and threshold elevation together with reduced frequency
selectivity have been simulated to examine the combined effect of the two major consequences of
cochlear hearing loss on the intelligibility of speech in speech-shaped noise. In experiment 1, four
conditions were simulated: a moderate flat loss with auditory filters broadened by a factor of three
~B3R2!; a moderate-to-severe sloping loss with auditory filters broadened by a constant factor of
three ~B3RX!; and these conditions with linear amplification applied prior to the simulation
processing~B3R21, B3RX1!. For conditions B3R2 and B3RX, performance was markedly worse
than for a control condition~normal hearing, condition R1! tested in a previous study. For conditions
B3R21 and B3RX1, linear amplification improved performance considerably. However,
performance remained below that for condition R1 by between 5% and 19%. In experiment 2 the
broadening of the auditory filters was made more realistic by making it a function of the absolute
threshold at the center frequency of the auditory filter. Three different hearing losses were
simulated: a moderate-to-severe sloping loss with variable broadening of the auditory filters
~BXRX!; the same moderate-to-severe sloping loss with linear amplification~BXRX1!; and the
same broadening of the auditory filters but without the simulation of loudness recruitment and
threshold elevation~BX!. For condition BXRX, performance was markedly worse than in condition
R1, while performance in condition BX was somewhat worse than for condition R1. For condition
BXRX1, linear amplification according to the NAL procedure improved performance to a large
extent but it remained worse than for condition R1. The results are consistent with previous
evidence indicating that only part of the decrease of performance produced by actual cochlear
hearing loss can be compensated by conventional linear hearing aids. ©1997 Acoustical Society
of America.@S0001-4966~97!02707-0#

PACS numbers: 43.71.Ky, 43.71.Gv@WS#

INTRODUCTION

People with cochlear hearing loss often have difficulty
in understanding speech, especially when the speech is ac-
companied by interfering sounds. However, there is contro-
versy over whether this is primarily due to reduced audibility
of the speech signal~Humeset al., 1987; Zurek and Del-
horne, 1987! or to abnormalities in the perceptual analysis of
the signal, even when it is well above the absolute threshold
~Plomp, 1978, 1986; Dreschler and Plomp, 1980, 1985;
Glasberg and Moore, 1989!. It has been difficult to decide
what factors are most important, since the elevation of abso-
lute threshold that is the most obvious sign of hearing loss is
usually associated with a variety of suprathreshold changes,
such as reduced dynamic range~loudness recruitment!
~Fowler, 1936; Steinberg and Gardner, 1937; Villchur,
1974!, reduced temporal resolution for narrow-band fluctu-
ating stimuli~Fitzgibbons and Wightman, 1982; Tyleret al.,
1982; Glasberget al., 1987; Glasberg and Moore, 1992!, re-
duced ability to discriminate frequency differences in pure
and complex tones~Glasberg and Moore, 1989; Moore and

Peters, 1992!, and reduced frequency selectivity~Pick et al.,
1977; Florentineet al., 1980; Tyleret al., 1984; Glasberg
and Moore, 1986; Moore and Glasberg, 1986; Tyler, 1986!.
For a review, see Moore~1995!.

Some of the methods for addressing this problem were
reviewed in earlier publications~Baer and Moore, 1993,
1994; Moore and Glasberg, 1993; Mooreet al., 1995!. These
publications argued that an appropriate method was to pro-
cess sounds so as to simulate the effect of one specific aspect
of hearing impairment, and to present those sounds to nor-
mally hearing subjects for evaluation. Provided the simula-
tion is accurate, this makes it possible to study the effect of
that aspect in isolation. This has been applied to loudness
recruitment ~Villchur, 1974; Glasberg and Moore, 1992;
Moore and Glasberg, 1993; Duchnowski and Zurek, 1995;
Moore et al., 1995! and to reduced frequency selectivity
~Villchur, 1977; Summers and Al-Dabbagh, 1982; Celmer
and Bienvenue, 1987; Gagne´ and Erber, 1987; Mooreet al.,
1992; ter Keurset al., 1992; Baer and Moore, 1993, 1994!.

Previous studies from our group have used a digital
simulation of threshold elevation combined with loudness
recruitment to examine the intelligibility of speech in quiet,
against a background of a single competing talker~Moore
and Glasberg, 1993! and against a background of noise

a!Present address: Multimedia Systems Research Dept., Central Research
Laboratory, Hitachi Ltd., Kokubunji, Tokyo 185, Japan.
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~Mooreet al., 1995!. Three different types of cochlear hear-
ing loss were simulated, including moderate and severe flat
losses and a sloping loss. For speech in quiet, simulation of
hearing loss produced a reduction in the ability to understand
low-level speech. However, speech at sufficiently high levels
was highly intelligible in all conditions. Linear amplification
according to the National Acoustics Laboratory~NAL ! pre-
scription~Byrne and Dillon, 1986!, applied prior to the simu-
lation, gave high intelligibility for speech at normal conver-
sational levels. For speech presented at a fixed input level of
65 dB SPL, against a background of a single competing
talker, simulation of hearing loss produced substantial decre-
ments in performance. Linear amplification according to the
NAL prescription improved performance markedly for the
conditions simulating flat losses, but was less effective for
the condition simulating a sloping loss. It was concluded that
the loss of intelligibility for speech, in the presence of a
single competing talker, is only partly compensated by linear
amplification of the type typically used in hearing aids.

For speech presented at a fixed input level of 65 dB
SPL, against a background of speech-shaped noise, simula-
tion of threshold elevation and loudness recruitment showed
much smaller decrements in performance than those obtained
using a single competing talker. When linear amplification
according to the NAL prescription was applied, performance
improved markedly for conditions simulating a moderate
hearing loss, and did not differ significantly from that for
normal hearing~using unprocessed stimuli!. It was con-
cluded that loudness recruitment and threshold elevation
have larger effects for a fluctuating background sound than
for a steady background, and linear amplification is more
effective in the latter case.

In an earlier study using a simulation of reduced fre-
quency selectivity, Baer and Moore~1993! examined the in-
telligibility of speech in quiet and against a background of
speech-shaped noise. They simulated reduced frequency se-
lectivity using spectral smearing designed to evoke, in nor-
mally hearing subjects, auditory excitation patterns resem-
bling those that would be evoked by the same stimuli in
subjects with broadened auditory filters. It should be noted
that this simulation does not mimic the changes in the time
patterns at the outputs of the auditory filters produced by
broadening of the filters. Essentially, the simulation mimics
the consequences of reduced frequency selectivity for place
coding, but not for time coding~Baer and Moore, 1993,
1994!.

The signal processing was based on smearing of the
short-term power spectrum, using broadened auditory filters
defined in the frequency domain. The overlap-add technique
~Allen, 1977! was used to perform the processing. They
simulated the reduced frequency selectivity associated with
several different amounts of broadening of the auditory fil-
ters: symmetrical broadening by factors of 3 and 6, and sev-
eral degrees of asymmetrical broadening using different
broadening factors for the upper branch and for the lower
branch of the auditory filters. The results showed that spec-
tral smearing using symmetrical broadening by a factor of 3
or 6 had little effect on the intelligibility of speech in quiet,
but had a substantial effect on the intelligibility of speech in

noise at speech-to-noise ratios of 0 and23 dB. In a subse-
quent study, they examined the intelligibility of speech
against a background of a single competing talker using the
same broadening conditions~Baer and Moore, 1994!. The
results showed that reduced frequency selectivity had
slightly larger effects for a fluctuating background than for a
steady background.

The present study simulates the effect of threshold el-
evation and loudness recruitmentin combination withre-
duced frequency selectivity on the ability to understand
speech in a background of noise. Hereafter, we refer to this
simulation as the ‘‘combined simulation.’’ The results of the
earlier studies suggested that both loudness recruitment with
threshold elevation and reduced frequency selectivity are
sufficient to produce a substantial decrease in the ability to
understand speech in the presence of background sounds.
People with cochlear hearing loss usually have both loudness
recruitment and reduced frequency selectivity. It remains un-
clear how the two effects combine, for example whether they
are additive, whether one is dominant over the other, or
whether the combined effect is greater than a simple sum of
the individual effects, which might happen if each removes
cues that are left unaffected by the other. The two simula-
tions certainly change the perception of speech in noise dif-
ferently; the simulation of loudness recruitment with thresh-
old elevation changes the audibility of speech stimuli and
their perceived dynamics, while the spectral smearing makes
the speech appear ‘‘fuzzy’’~less clear! and subjectively
harder to separate from the background.

The specific questions addressed in this study are as fol-
lows:

~1! How much is the intelligibility of speech affected by
simulating threshold elevation and loudness recruitment
in combination with reduced frequency selectivity? This
was assessed by using normally hearing subjects listen-
ing to signals processed via the combined simulation and
comparing the results with those of earlier studies.

~2! To what extent can the deleterious effects of the com-
bined factors be counteracted by linear amplification
with appropriate frequency response shaping? To answer
this question, speech intelligibility was measured using
the combined simulation, but including frequency-
dependent linear amplification according to the revised
NAL procedure~Byrne and Dillon, 1986!.

I. EXPERIMENT 1

A. Method of simulation

1. Rationale

Our method for combining the simulations is based on
the concatenation of the two simulations which have been
described in detail in earlier publications~Baer and Moore,
1993; Moore and Glasberg, 1993!. A brief description of
each simulation, and of how they were modified in order to
combine them, is given next.

We assume that, in an impaired ear, reduced frequency
selectivity can be characterized as a broadening of the audi-
tory filters. This effect can be simulated by smearing the
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short-term power spectra of the stimuli in such a way that the
excitation pattern produced in a normal ear, calculated over a
short period of time, will resemble that found with unproc-
essed stimuli in an impaired ear.

In a normal cochlea, complex sounds are subjected to a
limited-resolution frequency analysis followed by a com-
pressive nonlinearity operating independently in different
frequency regions. We assume that, in an impaired ear, the
compression function is reduced or absent, and that this is
the main cause of loudness recruitment~Moore, 1995; Moore
and Glasberg, 1997!. This effect can be simulated in normal
listeners by filtering the stimuli into a number of frequency
bands, and applying an expansive nonlinearity in each band
independently.

To implement the combined simulation we first applied
the simulation of reduced frequency selectivity and then ap-
plied the simulation of threshold elevation combined with
loudness recruitment.

2. Implementation

Figure 1 shows the total processing flow of our com-
bined simulation. The first half of the combined simulation is
the simulation of reduced frequency selectivity~Baer and
Moore, 1993!. An overlap-add method~Allen, 1977! was
used here, and the waveform of the input stimuli was pro-
cessed frame by frame. For each of the analysis/synthesis
frames, the short-term spectrum was calculated using a Ham-
ming window and a fast Fourier transform~FFT!. The length
of the Hamming window was 128 samples at a sample rate
of 16 kHz, corresponding to an input frame size of 8 ms. The
windowed signals were padded with 64 zeros on each side
and converted to the frequency domain with a 256-point
FFT. The size of the FFT was chosen to be reasonably small
so as to limit computational complexity, while still being
sufficiently long to encompass a typical pitch period and give
reasonable frequency resolution.

Spectral smearing was then performed, using a proce-
dure described below, and the smeared spectrum was trans-
formed back into the time domain using an inverse FFT.
Waveforms obtained from overlapping frames were added to
produce the output from this stage of the processing.

The spectral smearing was performed by replacing each
component of the power spectrum with a weighted sum of
the surrounding components. The weighting function was
similar to the shape of the broadened auditory filter centered
on the component, except for a ‘‘correction’’ to allow for the

fact that the stimuli would pass through the normal auditory
filters of the subjects used in the listening tests; see Baer and
Moore ~1993! for details. The auditory filter was assumed to
have the form of the roex(p) filter suggested by Patterson
et al. ~1982!:

W~g!5~11pg!exp~2pg!, ~1!

whereg is the deviation from the center frequency (f c) of
the filter divided by f c , W(g) is the intensity weighting
function describing the filter shape, andp is a parameter
determining the sharpness of the filter. In normally hearing
subjects, the auditory filter shape is symmetrical at moderate
sound levels, and the ERB of the filter is equal to 4f c /p.
Thus, the value ofp can be calculated using the equation for
the ERB suggested by Glasberg and Moore~1990!:

ERB524.7~0.00437f c11!, ~2!

where the ERB andf c are both specified in Hertz. The
broadening of the filter is defined by dividing the value of
p by the broadening factor that it is desired to simulate.

Mathematically, the basic idea of the spectral smearing
procedure can be expressed by the equation

Y~n!5(
i
Aw~n,i !X~ i !, ~3!

whereY(n) is the magnitude of thenth component of the
output power spectrum,Aw(n,i ) is the weighting function
described above, andX( i ) is the i th component of the input
power spectrum.

In some conditions, frequency-dependent linear amplifi-
cation according to the NAL procedure~Byrne and Dillon,
1986! was applied. This was implemented in the spectral
domain by modifying the short-term spectra of the input sig-
nal. Since the linear amplification was intended to resemble
the function of a typical hearing aid, it was appliedprior to
the simulation. This was achieved by multiplying each com-
ponent of the inputX( i ) by the appropriate NAL gain. This
allowed very accurate implementation of the NAL-
prescribed gain~far better than would be achieved in a con-
ventional hearing aid!.

In addition, since the spectral smearing by broadened
auditory filters occurs after transmission of the sound
through the outer and middle ear, the transmission character-
istic was taken into account in the simulation. This was
achieved using the ‘‘ECL correction’’ proposed by Glasberg
and Moore~1990!, which is based on the 100-phon equal-
loudness contour as specified in ISO recommendation R.226
~ISO 226, 1987!. This was implemented in a similar way to
the application of NAL-prescribed gain, by multiplying each
component of the input spectrum~with NAL amplification
where appropriate! by the appropriate gain of the ELC cor-
rection.

It should be remembered, however, that the final pro-
cessed speech signal was to be presented to normally hearing
subjects and had to pass through their outer and middle ear.
Hence, the effect of the outer/middle ear correction was re-
moved before the inverse FFT. This recorrection was

FIG. 1. A block diagram of the sequence of processing stages used in the
combined simulation for experiment 1.
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achieved by multiplying each component of the processed
spectrum~after smearing! by the inverse of the correspond-
ing ELC gain.

The overall effect of the spectral processing is expressed
by

Yc~n!5C8~n!SAw~n,i !C~ i !G~ i !X~ i !, ~4!

whereC( i ) is the ELC correction gain for thei th frequency
component,C8( i ) is its inverse, andG( i ) is the NAL rec-
ommended gain for that component.

Segments of the processed waveform were created by
inverse FFT~IFFT!. The number of components in Eq.~4!
was 128. This whole process was repeated for a series of
overlapping frames, which were then added. The shift be-
tween frames was 64 samples, or1

4 the length of the frame.
The phase of each component for the IFFT was unchanged
from that in the original FFT, as was the case in the earlier
studies using this method. This causes the harmonic structure
to be preserved in the output. Even though the power spec-
trum within each frame is smeared, aspects of the temporal
wave shape are preserved in the phase spectrum and are re-
tained in the overlap-add procedure~Baer and Moore, 1993!.

The second half of the combined simulation, the simu-
lation of loudness recruitment with threshold elevation, is
illustrated in the bottom half of Fig. 1. The input signal was
filtered into a number of frequency bands, and the expansive
nonlinearity was applied independently to the output of each
band. The filters for the band splitting were chosen to have
widths and shapes comparable to those of auditory filters
measured in subjects with moderate to severe cochlear hear-
ing loss~Glasberg and Moore, 1986!. Specifically, they were
chosen to have ERBs three times as great as typically found
in normally hearing subjects~Glasberg and Moore, 1990!. It
should be emphasized that this use of relatively broad filters
did not imply that we were repeating the simulation of the
effect of reduced frequency selectivity. Rather, we were
merely attempting to achieve a degree of independence be-
tween adjacent frequencies comparable to that which would
occur in a typical case of cochlear hearing loss.

The filters were implemented digitally. Each filter was
made up of four first-order ‘‘gammatone’’ filters in series
~Patterson and Cutler, 1989; de Boer and Kruidenier, 1990;
Stone, 1995!. The resulting filter is very similar to a fourth-
order gammatone filter, and its attenuation characteristic is
very similar to that of the rounded-exponential filter@Eq. ~1!#
often used to describe psychoacoustical data~Pattersonet al.,
1982; Glasberg and Moore, 1990!. Thirteen filters were used.
Their center frequencies and bandwidths were the same as in
our earlier studies~Moore and Glasberg, 1993!. An addi-
tional, shallow, high-pass filter was applied to reduce the
effect of the ‘‘tail’’ of the low-frequency side of the filters
with the four highest center frequencies. The outputs of the
filters were time aligned so that, for a pulse input, the peaks
in the responses all coincided. After this time alignment, if
the outputs of the filters were mixed without any further
processing, the output generally sounded almost identical to
the ~suitably band-limited! input.

To implement the expansive nonlinearity without intro-
ducing excessive spectral distortion, we processed the enve-

lopes of the waveforms at the output of each filter. The en-
velope of the output of each channel was obtained using the
Hilbert transform. The envelope was slightly smoothed by
taking a running average of 160 successive samples~Moore
and Glasberg, 1993!. This is equivalent to lowpass filtering
the envelope with a cutoff frequency of about 100 Hz.

In essence, the processing of the envelope for a given
filter involved raising the envelope to a powerN. WhenN
has a value greater than 1, this has the effect of magnifying
fluctuations in the envelope. We simulated ‘‘complete’’
loudness recruitment, assuming that loudness reaches its
‘‘normal’’ value at 100 dB SPL. If the envelope in a given
frequency band is raised to the powerN, then the level~in
dB! of the processed stimulus in that band,Lp , is a linear
function of the level of the unprocessed stimulus,Lu , with
slopeN:

Lp5NLu1K, ~5!

whereK is a constant. The overall levels were scaled so that
Lu5Lp whenLp5M dB. In this experiment,M was fixed at
100 dB. HenceK5(12N)M5(12N)100 and

Lp5NLu2~N21!100. ~6!

For example, ifN52, a value ofLu of 75 dB gives a value of
Lp of 50 dB, and a value ofLu of 50 dB gives a value of
Lp of 0 dB. A value ofN of 2 simulates the recruitment
typically found in cases of moderate to severe cochlear loss,
where, for example, a 50-dB range of stimulus levels~from
50–100 dB! gives the same range of loudness as a 100-dB
range of stimulus levels~from 0–100 dB! in a normal ear
~Miskolczy-Fodor, 1960; Mooreet al., 1985; Moore and
Glasberg, 1997!. For levels ofLu andLp above 100 dB, the
value ofLp was set equal to the value ofLu .

All processing was performed digitally using a Silicon
Graphics Indy. Input stimuli were lowpass filtered at 7 kHz
~Kemo VBF8/04, 90 dB/oct slope! and sampled with 12-bit
resolution~Masscomp EF12M! at a 16-kHz rate. After pro-
cessing, the stimuli had 16-bit resolution and were converted
to a 48-kHz sampling rate on the Indy using a standard
UNIX program for sampling frequency conversion. They
were then recorded digitally on digital audio tape.

B. Processing conditions

The processing conditions were chosen to be similar to
those used in earlier studies~Baer and Moore, 1993, 1994;
Moore and Glasberg, 1993; Mooreet al., 1995! which simu-
lated just one aspect of cochlear hearing loss. The following
conditions were used:

~1! Uniform processing across bands with a broadening fac-
tor of 3 and a slope for recruitment ofN52. This simu-
lates a flat moderate hearing loss~threshold about 50 dB
HL!. We refer to this as condition B3R2.

~2! Processing with more envelope expansion at high fre-
quencies and with a constant broadening factor of 3
across bands, to simulate a hearing loss increasing with
frequency. The value ofN was 1.5 for frequencies up to
1.0 kHz. The power was then increased smoothly to 3.0
as frequency increased to 4.0 kHz, and remained at 3.0

606 606J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Y. Nejime and B. C. J. Moore: Simulation of hearing loss



above 4.0 kHz. The exact thresholds simulated and the
envelope powers used are given in Table I. We refer to
this as condition B3RX.

~3! Processing as in condition B3R2 with the frequency-
dependent gain recommended by the NAL revised pro-
cedure which is shown in Table II. We refer to this as
condition B3R21.

~4! Processing as in condition B3RX with the frequency-
dependent gain recommended by the NAL revised pro-
cedure which is shown in Table II. We refer to this as
condition B3RX1.

The NAL procedure gave the gains only at each audio-
metric frequency for each of the hearing losses simulated by
B3R2 and B3RX. To calculate the gains in the combined
simulation at each frequency,n, each gain curve was inter-
polated with a spline function.

C. Experimental method

To allow comparison of the results of the present com-
bined simulation with the results of previous studies~Baer
and Moore, 1993; Mooreet al., 1995!, the method was cho-
sen to be similar to that of those studies. Here we give a brief
outline of the method.

1. Stimuli

The speech materials used were the 12 audio-visual sen-
tence lists~MacLeod and Summerfield, 1990!; in this study
audio-only presentation was used. Each list consists of 15
sentences, each of which contains three key words, spoken
by a male talker of standard British English. The score for
each list was always the percent of key words correct out of
45. The speech was presented, at the input to the simulation,
at a root-mean-square~rms! level of 65 dB SPL. The speech-
shaped noise was presented at levels of 68, 71, and 74 dB
SPL for conditions B3R2, B3R21, and B3RX1. For condi-
tion B3RX, the levels used were 65, 68, and 71 dB SPL since
intelligibility was very low with the noise at 74 dB.

The sentences and noise were mixed prior to processing
in each of the conditions, and recorded on digital audio tape
with a 7-s interval between sentences, to allow for subject
responses. The noise began approximately 0.5 s before each
sentence and ended just after the sentence. A band of noise
was recorded at the start of each tape for calibration of ab-
solute levels.

Subjects were tested in a double-walled sound-
attenuating chamber. They sat facing the loudspeaker, at a
distance of about 1 m. The walls of the chamber were lined
with 100 mm thick foam to reduce reflected sound. Sound
levels were calibrated using a CEL 414/3 precision sound
level meter~C-weighting!, placed at the center of the posi-
tion where the subject’s head would be.

2. Subjects and design

All subjects were self-assessed as having normal hear-
ing. None had any history of hearing disorder. They were
paid for their services. Each of the four conditions was tested
using three complete lists~one for each speech-to-noise ra-
tio!. The order of the lists was the same for each subject, but
the order of the conditions was counterbalanced across sub-
jects using a Latin Square design. Prior to formal testing of a
given condition, one complete list processed with that con-
dition was given as a practice list without noise. Testing for
that condition then began, starting with the highest speech-
to-noise ratio and ending with the lowest. Twelve subjects
were tested, using two different Latin Squares.

3. Test procedure

Subjects were told that their task was to repeat back
exactly what they had heard. They were informed that the
stimuli were meaningful sentences presented at various loud-
ness levels, some of which would make detection difficult.
They were told that the speech might sound distorted. They
were encouraged to enunciate their responses clearly, and to
endeavor always to say something, even if it didn’t seem to
make sense. Subjects responded in the silent interval be-
tween sentences. If, during that silent interval, they wanted
to revise their initial answer, they were allowed to do so;
only the final answer was scored. A strict scoring criterion
was used; for example, subjects had to state correctly the
tenses of verbs and whether nouns were singular or plural.

D. Results

Figure 2 shows mean psychometric functions~percent
correct as a function of speech-to-noise ratio! for all condi-
tions. The results for a control condition using unprocessed
stimuli ~condition R1! are also shown. These results were
obtained by Mooreet al. ~1995! under identical conditions to

TABLE I. Specification of condition B3RX showing the absolute threshold simulated at each audiometric
frequency and the power to which the envelope was raised at that frequency.

Frequency~kHz! 0.25 0.5 0.75 1.0 1.5 2.0 3.0 4.0 5.0

Threshold~dB! 33 33 33 33 43 50 60 67 67
Power,N 1.5 1.5 1.5 1.5 1.75 2.0 2.5 3.0 3.0

TABLE II. The values of the gain in decibels for the linear amplification recommended by the NAL procedure,
at each audiometric frequency.

Frequency~kHz! 0.25 0.5 0.75 1.0 1.5 2.0 3.0 4.0 5.0

Gain for B3R21 ~dB! 6 15 20 24 24 22 21 21 21
Gain for B3RX1 ~dB! 21 8 13 17 20 20 22 25 25
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those of the present study, so the results should be directly
comparable. The combined simulation of threshold eleva-
tion, recruitment, and reduced frequency selectivity in con-
ditions B3R2 and B3RX led to substantial degradations in
performance compared to condition R1. Performance was
poorest for condition B3RX. At the speech-to-background

ratio of 23 dB, scores were only about 40% for the condi-
tions with simulated hearing loss, compared to almost 90%
for the control condition.

Amplification according to the NAL formula produced
marked improvements in performance for speech-to-noise ra-
tios of 26 dB and above. However, this improvement was
not apparent at the ratio of29 dB. Performance in condi-
tions B3R21 and B3RX1 remained below that for condition
R1 at all three S/N ratios. This indicates that some aspect of
the simulated hearing loss was not adequately compensated
by linear amplification and contrasts with the results found
previously using the simulation only of threshold elevation
and loudness recruitment, where NAL amplification restored
performance to normal~Mooreet al., 1995!.

For further analysis and comparison with the results of
previous studies, the psychometric functions for each subject
were fitted using probit analysis~Finney, 1971!. This proce-
dure gives estimates of the slopes of the psychometric func-
tions~in probit units! and of the 50% correct points. Table III
gives the 50% points and the slopes for each subject in each
condition and the mean value for each condition.

To assess the statistical significance of the effects seen
in the data, an analysis of variance~ANOVA ! was conducted
on the 50% points with factors subject and condition. The
variance associated with the two-way interaction was used to
estimate the residual variance. TheGENSTAT package used
gave an estimate of the standard error of differences between
means for the different conditions. This standard error was

FIG. 2. Mean psychometric functions across the 12 subjects showing the
percent correct as a function of speech-to-noise ratio for each condition. The
results for a control condition using unprocessed stimuli~condition R1!
were obtained by Mooreet al. ~1995!. Error bars show6 one standard error
across subjects.

TABLE III. Fifty per cent correct points (P) and slopes (S) of the probit functions for each subject and each
condition in experiment 1.

Subject B3R2 B3RX B3R21 B3RX1

DV P 26.20 23.26 27.89 27.42
S 0.242 0.339 0.350 0.213

BM P 22.29 21.97 24.02 26.58
S 0.186 0.145 0.430 0.329

AS P 21.14 10.40 24.15 25.01
S 0.295 0.101 0.190 0.263

PS P 24.45 21.41 26.03 24.67
S 0.230 0.160 0.370 0.273

HF P 110.05 2.15 25.29 25.72
S 0.056 0.112 0.313 0.324

CO P 13.44 22.28 26.33 24.81
S 0.075 0.095 0.244 0.335

GM P 24.93 20.84 25.83 25.97
S 0.291 0.217 0.219 0.449

SJ P 23.31 16.09 22.71 23.87
S 0.279 0.067 0.240 0.257

CL P 23.08 22.34 25.26 26.40
S 0.256 0.210 0.275 0.283

LG P 20.48 10.58 23.94 23.69
S 0.118 0.332 0.462 0.319

JC P 22.47 20.74 26.05 24.43
S 0.157 0.182 0.255 0.335

OH P 22.15 21.31 23.74 25.90
S 0.171 0.149 0.329 0.407

Mean P 21.43 20.41 25.10 25.37
SD P 4.37 2.53 1.43 1.14
Mean S 0.196 0.176 0.306 0.316
SD S 0.083 0.087 0.085 0.065
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used to assess the significance of the differences between
means~Laneet al., 1987, p. 110!.

The effect of subjects was just significant@F(11,33)
52.10, p50.049#, indicating small differences in overall
performance between subjects. The effect of condition was
highly significant @F(3,33)513.60, p,0.001#, and ac-
counted for most of the variance in the data. The 50% point
for B3R21 was significantly smaller than that for B3R2 (p
,0.001), and the 50% for B3RX1 was also significantly
smaller than that for B3RX (p,0.001), indicating a signifi-
cant improvement produced by linear amplification. The
50% points for conditions B3R21 and B3RX1 did not dif-
fer significantly, indicating that linear amplification restored
performance to similar levels for both types of simulated
hearing loss.

A similar ANOVA was conducted on the slope values
shown in Table III. The effect of subjects was not significant
@F(11,33)50.94, p50.519#. The effect of condition was
highly significant@F(3,33)59.65,p,0.001#. The slopes for
conditions B3R21 and B3RX1 did not differ significantly.
The slopes for B3R2 and B3RX were significantly less than
those for the conditions with linear amplification (p
,0.001), but did not differ significantly from each other.

Relative to performance in the control condition~R1!,
the degradation produced by the simulation in conditions
B3R2 and B3RX was greater at higher performance levels.
For example, the speech-to-noise ratio had to be about 6 dB
higher in condition B3RX than in R1 to achieve 50% correct,
while the difference was only about 3.5 dB at a 25% perfor-
mance level. The same tendency was observed in previous
work simulating only recruitment and threshold elevation
~Mooreet al., 1995!.

E. Discussion

Figure 3 compares the mean results for the nonamplified
conditions, B3R2 and B3RX, with the mean results of the

simulation only of recruitment and threshold elevation ob-
tained by Mooreet al. ~1995! for the same loudness recruit-
ment conditions~R2 and RX!. Figure 4 shows the same com-
parison for the conditions with NAL linear amplification
~B3R21, B3RX1, R21, and RX1!. These figures show
that the spectral smearing increased the amount of degrada-
tion in performance for all cases. The plots of performance
for the combined simulation lie almost parallel to those for
the recruitment-only simulation. As shown in Fig. 4, linear
amplification according to the NAL formula did not restore
performance for conditions B3R2 and B3RX as much as for
the recruitment-only conditions R2 and RX. The linear am-
plification compensated for the decrease of audibility pro-
duced as part of the loudness recruitment simulation, but did
not compensate for the distortion caused by the spectral
smearing. Thus, the effect of the spectral smearing clearly
appeared as a suprathreshold effect in the combined simula-
tion.

To confirm the statistical significance of these effects,
t-tests were conducted on the 50% correct points estimated
by probit analysis for several pairs of conditions~R2 vs
B3R2, RX vs B3RX, R21 vs B3R21 and RX1 vs B3RX1!
using the data in Table III and data obtained by Mooreet al.
~1995!. The differences were all significant: R2 vs B3R2,p
,0.02; RX vs B3RX,p,0.05; R21 vs B3R21, p,0.01;
RX1 vs B3RX1, p,0.002.

These significance levels vary across comparisons
mainly because of individual differences in some conditions.
For the conditions B3R2 and B3RX, the 50% points showed
a large spread across subjects~Table III!, possibly due to
individual differences in absolute thresholds; in these two
conditions the levels of the stimuli were rather low, espe-
cially at high frequencies. Also, for these conditions, some
subjects showed very shallow psychometric functions~small
slope values!, and even at the highest S/N ratio, they scored
less than 50%. In this case, the probit analysis gave high

FIG. 3. Comparison of the mean results for the nonamplified conditions,
B3R2 and B3RX, with the mean results of the simulation only of recruit-
ment combined with the threshold elevation obtained by Mooreet al. ~1995!
for the same loudness recruitment conditions~R2 and RX!. Error bars show
6 one standard error across subjects.

FIG. 4. Comparison of the mean results for the amplified conditions,
B3R21 and B3RX1, with the mean results of the simulation only of re-
cruitment combined with threshold elevation obtained by Mooreet al.
~1995! for the same loudness recruitment conditions~R21 and RX1! and
for a control condition using unprocessed stimuli~condition R1!. Error bars
show6 one standard error across subjects.
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values for the estimated 50% point~Subjects HF, CO, and SJ
in Table III!. The large distribution of 50% points across
subjects caused the relatively low significance levels in com-
parisons involving conditions B3R2 and B3RX.

In an earlier study, Baer and Moore~1993! used a simu-
lation of reduced frequency selectivity only. Their signal-
processing method was similar to ours, and they used the
same audio-visual sentence lists and speech-shaped noise.
They showed that, for the symmetrical broadening condition
with a broadening factor of 3, at a23 dB S/N ratio, the
mean performance was about 19% lower than performance
without any smearing. In Fig. 3, at23 dB S/N ratio, the
difference in mean performance between conditions B2R2
and R2 is about 15%, while the difference between condi-
tions B3RX and RX is 10%. In Fig. 4, at23 dB S/N ratio,
the difference between conditions B3R21 and R21 is 19%,
while the difference between conditions B3RX1 and RX is
10%. These values are smaller than but comparable to the
value of 19% found by Baer and Moore for smearing only.
This finding suggests that the effect of spectral smearing is
roughly additive with the effect of the loudness recruitment
and threshold elevation; spectral smearing impairs perfor-
mance by roughly the same amount regardless of the type of
recruitment simulation used, and regardless of whether NAL
amplification is applied.

II. EXPERIMENT 2: SIMULATION OF A SLOPING
HEARING LOSS WITH VARIABLE BROADENING OF
THE AUDITORY FILTERS

In experiment 1, the moderate-to-severe sloping loss
was simulated using values for the absolute threshold that
changed across frequency. However, the value for the broad-
ening factor was kept at a constant value of 3. This was
almost certainly unrealistic. In normally hearing subjects, the
auditory filters become less sharply tuned on their low-
frequency sides with increasing sound level~corresponding
to the ‘‘upward spread of masking’’!. In hearing-impaired
subjects, the auditory filters are broader than normal, and the
amount of broadening, on average, increases with increasing
absolute threshold~Moore, 1995!. However, changes in fre-
quency selectivity with level are less pronounced in hearing-
impaired than in normally hearing subjects~Stelmachowicz
et al., 1987; Murnane and Turner, 1991!. Also, the broaden-
ing of the auditory filters with hearing loss at low frequen-
cies seems to be somewhat less than occurs at higher fre-
quencies ~Faulkner et al., 1990!, possibly reflecting a
reduced contribution of the active mechanism in the cochlea
at low frequencies. Hence, to make the simulation more re-
alistic, the broadening factor for each filter should be made
to depend on the amount of hearing loss and on frequency.

In experiment 2 we simulated the effect of threshold
elevation and loudness recruitment in combination with re-
duced frequency selectivity, using a more realistic degree of
broadening of the auditory filters. In addition, the signal pro-
cessing to take into account the frequency-dependent transfer
function of the outer and middle ear was modified to make
the simulation more realistic. The specific question ad-
dressed was: How does the intelligibility of speech in the
more realistic combined simulation compare with that for

normal hearing~unprocessed stimuli!, for the simulation
only of recruitment and threshold elevation, and for the com-
bined simulation with uniform broadening of the auditory
filters?

A. Method of simulation

Figure 5 shows the total processing flow of the modified
combined simulation. The first part of the modified com-
bined simulation was a simulation of reduced frequency se-
lectivity similar to that used in experiment 1. As described
earlier, symmetrical broadening of the auditory filter is de-
fined by dividing the value ofp for normal hearing by the
broadening factorB @see Eq.~1!#. In experiment 1, the value
of B was a fixed value of 3.

In the present simulation, the broadening factor;B, was
made a function of the absolute threshold, TH, in dB HL at
the center frequency of the auditory filter, in a manner simi-
lar to that described by Mooreet al. ~1996!. We assumed
that the auditory filter does not broaden at all for absolute
thresholds less than 22 dB HL. For values of TH between 22
and 65 dB, and for center frequencies above 1 kHz, we as-
sumed that the bandwidth of the auditory filter is broadened
by a certain factor,B, relative to normal, where

B5100.01348~TH222!. ~7!

For values of TH greater than 65 dB, the value ofB was set
to the value that would be obtained for TH565 dB. This
gives a maximum value forB of 3.8. To account for the
somewhat reduced broadening that occurs at low frequen-
cies, the term (TH222) was divided by the factor 1
20.355 log10 F, whereF is the center frequency in kHz,
wheneverF was less than 1. Apart from these changes in the
value ofB, and the method of implementing the ELC cor-
rection~see below!, the simulation of spectral smearing was
similar to that used in experiment 1.

The simulation of threshold elevation and loudness re-
cruitment was also similar to that used in experiment 1. It
would make the simulation more realistic if the bandwidths
of the filters in this stage were varied according to the hear-
ing loss, as in the spectral smearing stage. However, the
exact filter bandwidths used in this stage are not critical.

FIG. 5. A block diagram of the sequence of processing stages used in the
modified combined simulation of experiment 2.
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Also, changing the bandwidths would cause a change in
overall level at the output of each band, which would make it
difficult to compare the results to earlier results using the
recruitment simulation. Hence, the filters for this stage were
not changed.

Since the final processed speech signal goes through the
subject’s own outer/middle ear, the correction for the effect
of the outer/middle ear provided byC( i ) in Eq. ~4! should be
removed~an inverse correction applied!. In experiment 1,
this inverse correction was performed by an additional mul-
tiplication in stage 1@the termC8(n) in Eq. ~4!#. However,
in principle it is more realistic to apply the inverse correction
at the end of the combined simulation. In this way, all
changes in the sound produced by the processing are applied
before the inverse correction. In the present experiment, this
was achieved by a third stage of processing~bottom of Fig.
5!. This stage implemented a frequency shaping filter using
the overlap-add technique, similar to that used in the first
stage for spectral smearing. The third stage included a Ham-
ming window, a FFT, power spectrum modification using the
inverse gains of the ELC correction, and an inverse FFT
~IFFT!. The size of the Hamming window, FFT, and IFFT
was 256, as in the first stage. The phase spectrum was not
modified, thus preserving the temporal wave shape of the
output from the second stage. To take this modification into
account, the value ofM for each band was slightly shifted
from 100 dB, by an amount depending on the value of the
100-phon equal-loudness contour. For example, if the ELC
correction (C) required an attenuation of 4 dB at a specific
center frequency, thenM was increased to 104 dB. This
changed the absolute threshold for each band, but not the
dynamic range between the threshold and the point at which
loudness reached its ‘‘normal’’ value.

B. Processing conditions

The following processing conditions were used:

~1! A condition similar to condition B3RX of experiment 1,
except that the broadening factorB was changed as a
function of frequency and hearing loss in the way de-
scribed above. The values ofB at the each audiometric
frequency are shown in Table IV. We refer to this con-
dition as BXRX.

~2! Processing as in condition BXRX with the frequency-
dependent gain recommended by the NAL revised pro-
cedure which is the same as for experiment 1. We refer
to this as condition BXRX1.

~3! Processing only with the spectral smearing, without the
loudness recruitment, using the same variable broaden-
ing factor across frequency as in the other two condi-
tions. We refer to this as condition BX.

C. Experimental method

The method was the same as for experiment 1 except for
the number of subjects and the number of sentence lists used.
The speech was presented, at the input to the simulation, at a
root-mean-square~rms! level of 65 dB SPL. The speech-
shaped noise was presented at levels of 68, 71, and 74 dB
SPL for conditions BX and BXRX1. For condition BXRX,
the levels used were 65, 68, and 71 dB SPL since intelligi-
bility was very low with the noise at 74 dB. The sentences
and noise were mixed prior to processing in each of the
conditions.

Six subjects were used, all self-assessed as having nor-
mal hearing. None had any history of hearing disorder. Each
of the three conditions was tested using three complete sen-
tence lists~one for each speech-to-noise ratio!. The order of
the lists was the same for each subject, but the order of the
conditions was counterbalanced across subjects using a Latin
Square design. Prior to formal testing of a given condition,
one complete list processed with that condition was pre-
sented without noise for practice. Testing for that condition
then began, starting with the highest speech-to-noise ratio
and ending with the lowest.

D. Results

Figure 6 shows mean psychometric functions~percent
correct as a function of speech-to-noise ratio! across the six
subjects for all conditions. The results for the control condi-
tion ~R1! taken from Mooreet al. ~1995! are also shown.
Performance in condition BXRX was substantially worse

TABLE IV. Specification of condition BXRX, showing the values of the broadening factor,B, at each audio-
metric frequency.

Frequency~kHz! 0.25 0.5 0.75 1.0 1.5 2.0 3.0 4.0 5.0

B 1.26 1.32 1.36 1.41 1.91 2.38 3.25 3.8 3.8

FIG. 6. Mean psychometric functions across the six subjects showing the
percent correct as a function of speech-to-noise ratio for each condition of
experiment 2. The results for a control condition using unprocessed stimuli
~condition R1! were obtained by Mooreet al. ~1995!. Error bars show6
one standard error across subjects.
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than in condition R1. At a speech-to-noise ratio of23 dB,
the score was only about 48% for condition BXRX, com-
pared to almost 90% for condition R1.

Amplification according to the NAL formula produced
marked improvements in performance at speech-to-noise ra-
tios of26, and23 dB. However, performance in condition
BXRX1 remained below that for condition R1 at all three
S/N ratios. This indicates that linear amplification does not
compensate fully for the deficits in performance produced by
the combined simulation.

The mean performance in condition BX, which includes
only the effect of reduced frequency selectivity with the vari-
able broadening factor, was lower than that for condition
BXRX1 at26 dB S/N ratio, but almost the same at23 and
29 dB S/N ratios. This indicates that linear amplification
effectively compensates for the part of the combined simu-
lation related to threshold elevation and loudness recruitment
and is consistent with the conclusion reached in earlier stud-
ies ~Mooreet al., 1995!.

Table V gives the 50% points and the slopes of the
psychometric functions for each subject in each condition
and the mean value for each condition. An ANOVA was
conducted on the 50% points with factors subject and condi-
tion. The effect of subjects was just significant@F(5,10)
53.54, p50.042#. The effect of condition was highly sig-
nificant@F(2,10)523.36,p,0.001#, and accounted for most
of the variance in the data. The mean 50% point for condi-
tion BXRX1 was significantly lower~better! than that for
condition BXRX (p,0.001), indicating a large effect of lin-
ear amplification. The 50% points for conditions BX and
BXRX1 did not differ significantly, indicating that the simu-
lated loudness recruitment had little effect after NAL linear
amplification. However, the effect of spectral smearing re-
mained even after amplification.

A similar ANOVA was conducted on the slope values
shown in Table V. The effect of subjects was not significant
@F(5,10)50.81, p50.567#. The effect of condition was sig-
nificant @F(2,10)512.96, p50.002#. The slopes for condi-
tions BX and BXRX1 did not differ significantly. The mean
slope for condition BXRX was significantly less than that for

condition BXRX1 (p,0.001), indicating that the benefit of
NAL amplification in condition BXRX1 was relatively
greater at higher performance levels. For example, the
speech-to-noise ratio was about 2.3 dB lower in condition
BXRX1 than in condition BXRX at the 50% correct points,
while the difference was only about 2 dB at the 25% points.

E. Discussion

Figure 7 compares mean results of conditions BXRX
and BXRX1 from the present experiment with the mean
results from experiment 1 and with the results of Moore
et al. ~1995!. For the conditions without NAL amplification
~filled symbols!, performance for condition BXRX was close
to that for condition RX, and both gave better performance
than for condition B3RX. This suggests that the effects of the
more realistic broadening used in experiment 2 were less
deleterious than the effects of the constant broadening factor
of 3 used in experiment 1. Indeed, without amplification, the
realistic broadening used in experiment 2 gave a negligible
extra effect compared to the simulation of threshold eleva-
tion and recruitment alone. It seems that in condition BXRX,
reduced audibility was the main factor affecting perfor-
mance.

A different pattern of results was observed when NAL
amplification was applied. In this case, performance for con-
dition BXRX1 was close to that for condition B3RX1, and
both gave poorer performance than for condition RX1. Pre-
sumably, the linear amplification compensated effectively for
reduced audibility, leaving reduced frequency selectivity as
the main factor affecting performance.

To assess the statistical significance of these effects,
t-tests for independent measures were conducted on the 50%
correct points of each pair of conditions. For the conditions
without NAL amplification, the difference between condi-
tions RX and BXRX was not significant, but conditions

TABLE V. Results of experiment 2 showing 50% correct points (P) and
slopes (S) of the probit functions for each subject and each condition.

Subject BXRX BXRX1 BX

MJ P 24.18 27.29 26.11
S 0.126 0.319 0.255

MH P 20.68 25.42 23.34
S 0.152 0.302 0.478

CL P 21.69 23.87 25.09
S 0.205 0.274 0.375

NB P 22.03 26.40 26.08
S 0.277 0.336 0.408

AF P 22.13 26.58 24.78
S 0.125 0.425 0.316

JS P 23.85 24.94 25.01
S 0.176 0.386 0.308

Mean P 22.43 25.75 25.07
SD P 1.34 1.25 1.01
Mean S 0.177 0.340 0.357
SD S 0.058 0.056 0.080

FIG. 7. Comparison of the mean results for conditions BXRX and BXRX1
with the mean results of the simulation only of recruitment combined with
threshold elevation obtained by Mooreet al. ~1995! for the same loudness
recruitment conditions~RX and RX1!, and with the mean results of the
simulation using a constant broadening factor of 3 for the same loudness
recruitment conditions~B3RX and B3RX1! obtained in experiment 1. Error
bars show6 one standard error across subjects.

612 612J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Y. Nejime and B. C. J. Moore: Simulation of hearing loss



BXRX and RX both gave significantly lower 50% points
than condition B3RX (p,0.05). For the conditions with
NAL amplification, conditions B3RX1 and BXRX1 both
gave significantly higher 50% points~i.e., poorer perfor-
mance! than condition RX1 (p,0.05). However, the differ-
ence between conditions B3RX1 and BXRX1 was not sig-
nificant.

The results of thet-tests support the idea that, without
NAL amplification, performance for condition BXRX was
similar to that for condition RX rather than to that for con-
dition B3RX. However, when NAL amplification was ap-
plied, performance for condition BXRX1 became closer to
that for condition B3RX1 and was significantly worse than
that for condition RX1.

For the conditions without NAL linear amplification,
performance was probably mainly limited by the audibility
of the speech stimuli. Speech intelligibility depended mainly
on the higher-level portions of the speech. These higher-level
portions are often dominated by low-frequency components
of speech. For condition BXRX, the broadening factor was
less than 2.0~i.e., less than the broadening used in condition
B3RX! at frequencies below 1.0 kHz. Thus, the distortion of
the most audible portions of the speech produced by the
spectral smearing was relatively small. Therefore, for condi-
tion BXRX, performance was limited mainly by the effect of
loudness recruitment and threshold elevation, and the effect
of spectral smearing was small.

It is worth considering the possibility that the compari-
son of results across studies was affected by the slight
change in the simulation procedure used; recall that in the
earlier studies, and in experiment 1, the inverse ELC correc-
tion was applied at the end of the first stage~spectral smear-
ing!, while in experiment 2 it was applied as an extra stage
after the simulation of threshold elevation and loudness re-
cruitment. The change in procedure might have led to an
overall level in condition BXRX that was slightly higher
than that for condition B3RX. To check on this, the overall
output level was compared for condition BXRX and for a
modified stimulation of that same condition with the ELC
inverse correction applied as in the earlier simulations. For
an input of speech-shaped noise with a level of 65 dB SPL,
the overall output from the simulation used in experiment 2
was 0.3 dB larger in rms value than that from a simulation
program similar to that used in the earlier studies. This is a
very small difference, but it should be remembered that au-
dibility was a critical factor in the conditions without NAL
amplification. If the overall level had been exactly the same
for the different conditions, then we would expect this to
shift the curve for condition BXRX slightly to the right rela-
tive to the curve for condition RX, i.e., performance would
have been slightly worse for condition BXRX than for con-
dition RX, indicating a deleterious effect of the spectral
smearing. However, even with this ‘‘correction,’’ the effect
of the spectral smearing would have been small.

When NAL linear amplification was applied, the de-
crease of audibility caused by the simulation of threshold
elevation and loudness recruitment was largely compensated.
In this case, the effect of spectral smearing was much more
clear. Both condition BXRX1 and condition B3RX1 gave

significantly higher 50% correct points than the condition
RX1. However, the 50% points for conditions BXRX1 and
B3RX1 did not differ significantly. The broadening factors
for condition BXRX1 were smaller than those for condition
B3RX1 at frequencies of 2 kHz and below, but larger for
frequencies of 3 kHz and above. It is generally assumed that
there is more speech information below 2 kHz than above 3
kHz ~Pavlovic, 1987!, so one might have expected poorer
performance in condition B3RX1. The data show a small
trend in the expected direction at23 and26 dB S/N ratios,
but the 50% points were not significantly different for con-
ditions BXRX1 and B3RX1. This suggests that, under con-
ditions of simulated NAL amplification, where audibility is
no longer a factor limiting performance, the high frequencies
in the speech make an important contribution to intelligibil-
ity.

A similar conclusion can be reached by comparing the
results of condition BX with the results of the study of Baer
and Moore~1993! which used a constant broadening factor
of 3 ~condition B3!. In both cases, the stimuli were not sub-
jected to any simulation of threshold elevation and loudness
recruitment, so audibility should not have been a factor lim-
iting performance. Baer and Moore reported that, at a
23 dB S/N ratio, performance in condition B3 was 19%
worse than in the control condition with no smearing. In our
experiment, performance at the same ratio for condition BX
was 13% worse than for condition R1. Hence, the deleterious
effect of the spectral smearing was slightly greater in condi-
tion B3 than in condition BX, but not by very much. Again,
this leads to the conclusion that the higher frequencies in the
speech were making a substantial contribution to intelligibil-
ity.

III. CONCLUSIONS

We have simulated the effect of loudness recruitment
and threshold elevation in combination with reduced fre-
quency selectivity in order to examine the combined effect of
the two major consequences of cochlear hearing loss on the
intelligibility of speech in speech-shaped noise. In experi-
ment 1, four different conditions were simulated: a moderate
flat loss with auditory filters broadened by a constant factor
of three~B3R2!; a moderate-to-severe sloping loss with au-
ditory filters broadened by a constant factor of three~B3RX!;
and these conditions with NAL linear amplification applied
prior to the simulation processing~B3R21, B3RX1!.

For conditions B3R2 and B3RX, the mean performance
across 12 subjects was markedly worse than for a control
condition~normal hearing, condition R1! tested in a previous
study. For conditions B3R21 and B3RX1, linear amplifica-
tion according to the NAL procedure improved performance
considerably. However, performance with NAL amplifica-
tion remained below that for normal hearing by between 5%
and 19%. It should be noted that the NAL amplification used
in this study was much more exact than would generally be
achieved in a hearing aid. Therefore, the improvements that
we found with NAL amplification might be larger than
would typically be observed with real hearing aids set up to
give the same nominal gain.
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Comparison of the results with previous results using
simulations only of recruitment and threshold elevation~R2,
RX, R21, RX1! showed significantly poorer performance
for the combined simulation. This was true both without and
with simulated NAL amplification. The results suggest that
the reduced frequency selectivity simulated by spectral
smearing is a suprathreshold factor that is relatively unaf-
fected by amplification and which combines roughly addi-
tively with the effects of loudness recruitment and threshold
elevation.

In experiment 2 the broadening of the auditory filters
was made more realistic than in earlier experiments by mak-
ing it a function of the absolute threshold at the center fre-
quency of the auditory filter. Three different hearing losses
were simulated: a moderate-to-severe sloping loss with vari-
able broadening of the auditory filters~BXRX!; the same
moderate-to-severe sloping loss with NAL linear amplifica-
tion ~BXRX1!; and the same broadening of the auditory
filters but without the simulation of loudness recruitment and
threshold elevation~BX!.

For condition BXRX, the mean performance of six sub-
jects was markedly worse than in condition R1. The mean
performance in condition BX was somewhat worse than in
condition R1. For condition BXRX1, linear amplification
according to the NAL procedure improved performance to a
large extent but it remained worse than for condition R1.
This is consistent with previous evidence indicating that only
part of the decrease of performance produced by actual co-
chlear hearing loss can be compensated by conventional lin-
ear hearing aids~Moore, 1995!.

Performance for condition BXRX was significantly bet-
ter than that for condition B3RX~experiment 1!, which used
a fixed broadening factor across all impaired auditory filters.
Also, performance for condition BXRX was almost the same
as for condition RX, which only simulated the effect of loud-
ness recruitment and threshold elevation. It appears that,
without amplification, the higher-frequency regions of the
speech were largely inaudible, so the substantial spectral
smearing in those regions in condition BXRX had little ef-
fect. In contrast, when NAL amplification was applied, per-
formance for condition BXRX1 was close to that for condi-
tion B3RX1, and both gave significantly poorer
performance than for condition Rx1. The NAL amplifica-
tion restored the audibility of the higher frequencies, and in
this case the effect of the spectral smearing became apparent.
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Vibrato extent and intonation in professional Western
lyric singing
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Two important aspects of singers’F0 control have been investigated: vibrato extent and intonation.
From ten commercially available compact disc recordings of F. Schubert’sAve Maria, 25 tones
were selected for analysis. Fundamental frequency was determined by spectrograph analysis of a
high overtone at each turning point of the vibrato undulations. It was found that the mean vibrato
extent for individual tones ranged between634 and6123 cent and that the mean across tones and
singers amounted to671 cent. Informal measurements on Verdi opera arias showed much higher
figures. With regard to intonation substantial departures from equally tempered tuning were found
for individual tones. A tone’s vibrato extent was found to have a negative correlation with tone
duration and a positive correlation with intonation. ©1997 Acoustical Society of America.
@S0001-4966~97!00707-8#

PACS numbers: 43.75.Bc@WJS#

INTRODUCTION

Vocal vibrato is an important aspect of professional op-
era and German ‘‘lied’’ singing in the Western cultures. Ba-
sically it corresponds to a frequency modulation ofF0 char-
acterized by its rate and extent. This modulation, in turn,
causes amplitude modulations of the individual spectrum
partials ~see, e.g., Sundberg, 1987; Horii, 1989; Imaizumi
et al., 1994! which result in a modulation of the overall am-
plitude. This amplitude modulation may be both in phase and
out of phase with the original frequency modulation.

A spectrogram of a sung tone shows a set of undulating
wave patterns, of which the peaks and the troughs can be
determined. Figure 1~A! shows one partial of such a tone.
The fundamental frequency average can be seen to change
slightly with time. In Fig. 1~B! the vibrato undulations have
been isolated from the underlying gliding average shown in
Fig. 1~C!. This average, computed as a running one-vibrato-
cycle mean ofF0 represents the equivalent fundamental fre-
quency of the tone~M. Metfessel in Seashore, 1932; Sund-
berg, 1978; Shonle and Horan, 1980; Brown, 1996!. The
departure of this mean from a target value reflects the into-
nation of the tone. Such departures can be measured as the
deviation of the tone’s running meanF0 from a target value,
calculated according to equally tempered tuning, using the
tuning of the accompaniment as the reference. Henceforth,
this deviation, expressed in cent, will be referred to as
MF0.

In the late 1920s and early 1930s, Carl E. Seashore and
his co-workers explored in depth most aspects of vibrato thus
establishing a platform for future studies in this field~Sea-
shore, 1932, 1936, 1937, 1938!. Although they designed and
used instruments which were highly advanced for their time,
accuracy and flexibility were limited as compared to present
standards. After Seashore, many other studies dedicated to
specific aspects of vibrato have been published~for reviews,
see, e.g., Sundberg, 1987; Titze, 1994!. However, it is some-
times difficult to compare results on vibrato extent from vari-

ous studies, as it is often unclear what they relate to, ampli-
tude or peak-to-peak, given in cent or as percentages of a
tone or of a semitone. In the present investigation vibrato
extent values refer to amplitude, preceded by ‘‘6,’’ and are
given in cent.

In a previous investigation vibrato rate was studied
~Prame, 1994!. The aim of the present investigation was to
examine two aspects of singers’F0 patterns. One is the
variation ofMF0, an almost unexplored field since the thir-
ties, when Seashore~1937! published some articles on this
topic ~see, also, Sundberg, 1987; de Krom and Bloothooft,
1995!. The other is vibrato extent, the description of which is
still incomplete.

I. MEASUREMENTS

The same material was used for this study as in a previ-
ous investigation of vibrato rate, i.e., Franz Schubert’sAve
Maria, D839 ~Fig. 2!, recorded on compact disc by ten
prominent artists~Table I!, all representing Western classical
music tradition~Prame, 1994!. The criteria for the selection
of tones was the same in the present study as in the previous
one, i.e., all tones should be long enough to provide reliable
data. Thus the same 25 tones as before were selected for the
analysis. The accompaniment was performed on different in-
struments. Of these, harp and piano did not interfere with the
measurements of the solo voice while orchestra and choir
occasionally caused minor difficulties.

Measurements were made on time spectrograms as dis-
played on a KAY DSP sonagraph, model 5500~setup: fre-
quency range: dc-4 kHz, analysis format: spectrographic dis-
play, transform size: 600 pts, analysis window: Hamming,
and time axis: 400 or 800 ms!. F0 was determined at all
crests and troughs on the highest partial@U in Eq. ~2!# that
was distinctly displayed on the screen. As the frequency
scale is linear, the obtainable resolution increases with the
partial number.F0 values could not be adequately obtained
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from 13 tones, mostly due to too low sound level. The total
material thus included 237 tones.

The tuning of the accompaniment was determined by a
listening experiment. The first bar of the accompaniment was
repeatedly played over a loudspeaker. A professional violin-
ist was asked to adjust the frequency of a complex tone so

that it matched the pitch of the root of the chord. Three
attempts were made for each recording, and the mean of the
three readings was used as a measure of the tuning. The
readings differed in average less than 1.4 cent from their
respective means.

From F0 values of the type shown in Fig. 1~A! the
vibrato extent (V) and theMF0 were calculated, see Fig.
1~B! and~C!. The calculations for one vibrato cycle number
n is found as the averages of two adjacent half-cycles, thus
involving the three samplesn21, n, andn11. Refer to Fig.
3 and the following formulas:

nn5U@~2an211an!1~an2an11!#/~2•2!

~an2112an1an11!/4
U

5Uan2122an1an11

an2112an1an11
U, ~1a!

Vn51200 log2F11Uan2122an1an11

an212an1an11
UG ~cent!; ~1b!

MF0n51200 log2Fan2112an1an11

4•W•U G ~cent!. ~2!

These operations are then repeated in unit steps ofn, i.e., for
each half cycle. Eq.~1a! defines the vibrato extent as a frac-
tion and Eq.~1b! shows the vibrato extent expressed in cent.
W in Eq. ~2! is the target frequency according to the tem-
pered scale, using the tuning of the accompaniment as the
reference, andU is the partial number selected for measure-
ment. Finally, the vibrato extent envelope curve@Fig. 1~D!#
was derived by rectifying~i.e., taking the absolute values of
the turning points! and smoothing the curve shown in Fig.
1~B!.

The accuracy of the measurements can vary, particularly
depending on the frequency of the partial selected. An ex-
periment was carried out to estimate the accuracy obtained
by this method. A professional mezzo-soprano was asked to
sing the song with piano accompaniment. Her singing was
recorded from an audio microphone and also by an electro-
glottograph that produced a signal reflecting the vocal fold
contact area. This recording was analyzed in two ways. The
audio recording was analyzed by the Sonagraph procedure
described above. The electroglottograph recording was ana-
lyzed by means of theSWELL pitch tracking program using
the double peak picking strategy~Ternström, 1991!. The
agreement between the two methods was high, the mean dis-
crepancy being 2.5 cent with s.d. 2.7 cent.

Equations~1b! and ~2! above, do not completely elimi-
nate the influence of vibrato onMF0. However, as we shall
mainly restrict our analysis to means computed over entire
tones, the accuracy will be satisfactory for our purposes. As
three values are needed for the calculation of each data point
in Eqs.~1! and~2! the total number of calculated points will
be two less than the number of measurements for each tone.

II. RESULTS

Figure 4 illustrates the variation of vibrato extent for all
artists’ performance of tones 1 and 23 as function of vibrato
semicycle. As can be seen in Fig. 2 these tones occur in a

FIG. 1. Example of frequency modulation in a vibrato tone plotted in terms
of F0 versus semicycle number. The original data is shown in panel~A!.
Panels~B! and~C! show the two components analyzed of theF0 variation,
i.e., the vibrato modulation~B! and the running semicycle mean,MF0 ~C!.
Panel~D! represents the envelope of the vibrato extent.

FIG. 2. Franz Schubert’s songAve Maria~D839! with the numbering of the
25 notes selected for analysis.
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similar musical context, although tone 23 is different in the
sense that it is the second time this context appears in the
piece. A certain similarity can be discerned between each
individual artist’s rendering of these two tones. For example,
artist 3 shows an increase of the vibrato extent during the
tone while artist 8 keeps a basically constant vibrato extent
throughout the tone.

The vibrato extent normally increases in the beginning
and decreases in the ending of the tone. This is illustrated in
Fig. 5 which displays the mean and s.d. for vibrato extent
across all artists and tones as a function of vibrato semi-
tones. In calculating these means only tones with a length of
at least eight vibrato periods were included. The two curves
are rather smooth and arch shaped; the tones’ vibrato extent
starts and ends well above zero, at 42 and 55 cent, respec-
tively.

Artists’ mean vibrato extent, calculated for each tone
and then averaged across all tones, is another relevant aspect.
Table II lists these means together with associated extremes
and standard deviations for each artist.

Interesting observations can be made in Table II. The
mean vibrato extent for individual tones ranged between
634 and6123 cent and the artist means varied between
657 and686 cent. The mean across tones and singers was
671 cent. The s.d. averaged across artists for intratone
variation and intertone variation are similar.

Figure 6 shows the variation of the semicycleMF0 for

all artists’ performance of tones 1 and 23. For some artists
the deviations from equally tempered tuning show similari-
ties between the two tones. For example, singer 2 shows a
somewhat falling/rising curve shape, singer 4 adheres to the
equally tempered tuning, and singer 10 exhibits a slowly
rising curve. It is also interesting to note that singers 2 and 8
both show aMF0 gesture that is synchronized with the chord
change at two thirds of the duration of tone 1. These obser-
vations suggest that intonation was used as an expressive
means at least by some of the singers.

Also in the case ofMF0 it is interesting to study artists’
mean MF0, calculated for each tone and then averaged
across all tones. Table III lists these means together with
associated scatter data for each artist. Also, the tuning of the
accompanimentre: 440 Hz is given for each recording.

Table III shows that the mean difference across artists
between sharpest and flattest intonation was 54 cent, the in-
dividual maximum amounting to 69 cent. Again, s.d. aver-

FIG. 3. Definition of the measuring points used in Eqs.~1! and ~2!.
FIG. 4. All ten artists’ vibrato extent envelope curves for tones 1 and 23
plotted as function of semicycle number.

TABLE I. The ten artists singingAve Mariaby Schubert.

Artist
Voice

classification Key
Age of
artist

Recording
year Language Accompaniment

Tempo~s!
~quarter note
duration!

1 soprano Bb4 37 1975 German piano 1.95
2 soprano Bb4 42 1990 German orchestra 2.18
3 soprano Bb4 41 1984 Latin harp 1.80
4 soprano Bb4 41 1988 German piano 2.13
5 soprano Bb4 26 1971 German piano 2.10
6 mezzo Ab4 34 1936 German piano 3.00
7 alto G4 38 1971 German piano 2.33
8 tenor C4 38 1979 German orchestra 2.10
9 tenor Bb3 35 1968 Latin organ/choir 2.13
10 tenor Bb3 52 1987 Latin piano 2.53
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aged across artists for intratone variation and intertone varia-
tion are similar. The artist mean deviation from the
accompaniment varied between220 and112 cent.

A significant negative correlation between vibrato extent
and tone duration was found for the 237 tones~p,0.001;
r520.44!; the longer the tone, the smaller the vibrato ex-
tent. Also, for the same 237 tones, a positive correlation was
observed between mean vibrato extent and meanMF0 devia-
tion ~p,0.001; r510.39!; the intonation of tones with
great vibrato extent tended to be sharper. Note that as the
number of measured tones is high~237!, the significance
levels can still be high (p,0.001) although the correlation
coefficients~r ! are rather low.

The above observations were based on measurements of
sung performances of one single song, F. Schubert’sAve
Maria. An interesting question is to what extent similar ob-
servations can be gathered from songs with different musical
ambiance’s. Vibrato extent was estimated from various tones
in a set of performances of dramatic pieces, such as opera
arias by G. Verdi and some dramatic passages from F. Schu-
bert’s Erlkönig. A typical variation range seemed to be
650 to 6150 cent, approximately; thus, the vibrato extent

was clearly wider than what was found for theAve Maria
song.

Informal measurements were carried out also on four
violin performances of Schubert’s songAve Maria. The re-
sults indicated that the violinists had a much smaller vibrato
extent than the singers, approximately half or less. Moreover,
the violinists’ variation ofMF0 within tones was consider-
ably smaller than that of the singers. Similar observations
were previously reported by Meyer~1978!.

III. DISCUSSION

Our investigation was based on commercially available
recordings of ten singers of world fame, all performing one
and the same German lied. Therefore our material should be
representative of lied singing. As the frequency range ofAve
Maria is no more than 13 semitones, each singer could be
assumed to sing in a comfortable pitch range. Given the mu-
sical character of the piece, it could be further assumed that
the same was true with regard to intensity and tempo. Thus,
the data can be assumed not to be influenced by any extreme
vocal conditions.

The present investigation concerned two distinct aspects
of fundamental frequency control in singing, viz. vibrato ex-
tent andMF0, the tones’ mean departures from equally tem-
pered tuning. In the following, these two aspects will be
discussed separately.

With regard tovibrato extentour results are in reason-
able agreement with those previously published in compa-
rable investigations. Our values are, however, higher than
Seashore’s commonly quoted average of650 cent with a
typical variation range of630 to 670 cent. Seashore also
reported that extreme values can reach6150 cent, which is
similar to our findings.

How should a mean value for the vibrato extent of a tone
be defined? In the present investigation we have applied a
straightforward definition, the average of all calculated vi-
brato semicycles of a tone. In performances of Verdi’s opera

FIG. 5. Mean6 one s.d. for vibrato extent during the beginning and ending
of tones, averaged across artists and tones, as function of vibrato semicycle.
Only tones containing at least eight vibrato cycles are included.

TABLE II. Vibrato extent values for the ten artists. Column 1. Vibrato extent first averaged over all vibrato
periods within each tone and then averaged across all 25 tones; Columns 2 and 3. Extreme values among the 25
tone means; Column 4. s.d. of the 25 tone means; Column 5. Mean s.d. across the 25 tones; Column 6. Mean
vibrato rate~Hz! according to Prame~1994!. In each column the extremes are marked with bold.

Artist:

Vibrato extent

Mean
~cent!

Max
~cent!

Min
~cent!

Intertone s.d.
~cent!

Intratone s.d.
~cent!

Rate
Mean ~Hz!

1 72 106 38 17 14 5.6
2 84 105 59 12 18 6.5
3 71 99 42 16 13 6.3
4 73 102 50 16 13 6.0
5 64 85 36 13 10 5.9
6 57 71 44 8 10 6.7
7 72 88 51 9 10 5.9
8 86 123 66 15 14 5.4
9 60 80 34 11 10 5.6
10 70 111 48 14 12 5.8

Average 71 97 47 13 13 6.0
s.d.: 9 16 10 3 3 0.4
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arias and in most recorded performances of theAve Maria,
the vibrato extent tends to start at a rather high value of the
tone, as illustrated in Fig. 5. In performances of, e.g., early
baroque music, the vibrato extent may be small or even close
to zero during the first part of the tones. The means calcu-
lated from such tones cannot be compared with the values
reported in the present investigation. Indeed, no one of our
ten singers used the early music vibrato type.

The correlation between vibrato extent and tone duration

was found to be negative. This is surprising, taking into ac-
count that the vibrato extent during onset and decay was
typically smaller than in the middle of the tone. Hence, mean
values for short tones could be expected to be small. Still the
opposite was observed. This implies that the maximum ex-
tent value of a short tone is considerably greater than that of
a long tone.

The maximum and minimum values of the individual
singer’s vibrato extent differed by a factor of 2 or more.
Similar observations were made by Keidaret al. ~1984!. This
suggests a substantial influence of a number of factors in-
cluding musical context, tone length, and probably also mu-
sical expression~Sundberget al., 1995!. In addition, musical
and performance style also influence vibrato extent. For all
these reasons, it is difficult to attribute a typical vibrato ex-
tent value to an individual singer, if the above mentioned
factors are not taken into consideration. Vibrato rate, by con-
trast, is much less varying within as well as between singers
~Prame, 1994!.

The results regardingMF0 are interesting. The greatest
tone mean departures from equally tempered tuning were
142 and244 cent, and within a singer the greatest differ-
ence between sharpest and flattest tone mean was no less
than 69 cent. Also some artists’MF0 tends to consistently
depart from the accompaniment; for example, for artists 5
and 6, the mean deviation from the accompaniment was
220 cent and for artist 10 it was112 cent. Taking into con-
sideration that these values are means across 25 tones, the
departures are remarkable. Indeed, some of these deviations
exceed by an order of magnitude the just-noticeable differ-
ence for frequency discrimination~Wier et al., 1977!.

TheMF0 is obviously highly relevant to whether or not
a tone is perceived as in tune. This aspect has been examined
in a different investigation~Sundberget al., 1996!. The field
of MF0 variation in sung performance seems to hide inter-
esting and as yet unknown phenomena which invite further
investigation.

FIG. 6. All ten artists’MF0 curves for tones 1 and 23 plotted as function of
semicycle number.

TABLE III. Tuning data for the ten recordings analyzed. The accompaniment columns show means of accom-
paniment’s departures fromA45440 Hz in cent and in Hz, respectively. TheMF0 variation columns concern
the singers intonation. The Deviation column shows mean deviation ofMF0 from accompaniment, first aver-
aged over all vibrato periods within each tone and then averaged across all 25 tones. The Max-min column lists
the difference between sharpest and flattest tone mean. Intertone and intratone s.d. refer to the singer’s deviation
across and within the 25 tone. In each column the extremes are marked with bold.

Artist:

Accompaniment

MF0 variation

~cent! ~Hz!
Deviation

~cent!
Max-min

~cent!
Intertone s.d.

~cent!
Intratone s.d.

~cent!

1 15 13.9 5 60 15 9
2 11 12.8 7 66 17 11
3 9 12.3 27 45 12 11
4 3 10.9 10 47 13 9
5 20 15.1 220 45 10 8
6 22 20.4 220 57 13 8
7 10 12.6 5 42 10 10
8 34 18.7 9 69 16 14
9 1 10.3 214 52 14 9
10 8 12.0 12 60 13 12

Average 11 12.8 21 54 13 10
s.d.: 10 2.6 13 9 2 2
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IV. CONCLUSIONS

A great number of data on vibrato extent andMF0 was
assembled from recordings of ten singers of world fame per-
forming Schubert’sAve Maria. The mean vibrato extent for
individual tones ranged between634 and6123 cent. The
artist means varied between657 and686 cent. The mean
across tones and singers amounted to671 cent. Informal
measurements of opera arias by G. Verdi showed higher fig-
ures, ranging between650 and6150 cent, approximately.

MF0 revealed remarkable departures from equally tem-
pered tuning. The greatest tone mean departures from
equally tempered tuning amounted to142 and244 cent,
and within a singer the greatest difference between sharpest
and flattest tone mean was 69 cent. The difference between
the artist’s mean intonation and the accompaniment ranged
between220 and112 cent. A tone’s vibrato extent was
found to have a negative correlation with tone duration and a
positive correlation withMF0.
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The fluctuating pressure inside a violin is investigated at theA0 ~main air! resonance, under the
assumption that the walls are kept rigid. Three effects are shown to contribute to a reduction in the
fluctuating pressure near the violin’s f-holes. The strongest effect arises from a tendency to form a
standing wave within the relatively long, thin shape of the upper bout. A second and smaller effect
arises from the violin’s nonuniform shape, and is modeled by treating the upper bout as an
acoustical waveguide with nonuniform cross section. A third effect is associated with the Green’s
function of an acoustical radiator, and will significantly reduce the fluctuating pressure in the
immediate vicinity of the violin’s f-hole. Experimental verification of the theory is obtained by
measuring the fluctuating pressure inside a rectangular box, with the resonance being driven by a
small loudspeaker located outside the aperture. ©1997 Acoustical Society of America.
@S0001-4966~97!06107-9#

PACS numbers: 43.75.De@WJS#

INTRODUCTION

The violin’s main air resonance (A0 mode! strongly re-
sembles a Helmholtz resonator, which is characterized by a
small aperture and uniform fluctuating pressure throughout
the chamber.1–5 However, the upper bout of the violin is
sufficiently long and thin, and the f-hole sufficiently large,
that the A0 mode also somewhat resembles the quarter
wavelength mode of an open-ended resonator.2,3,6,7 Other
complications are:

~1! the violin’s nonuniform shape;6–9

~2! the aperture acting as an acoustical radiator;10,11

~3! the flexibility of the walls ~i.e., coupling to wood
modes!.5

This paper investigates the inhomogeneity in fluctuating
pressure inside the violin at theA0 mode, under the simpli-
fying assumption that the walls are rigid. However, the con-
clusions are relevant to the fact that the plates of a violin do
flex. Cremer5 describes a linear model that treats the violin as
two or more rigid plates held by spring mechanisms. The air
near an f-hole is treated simply as another mass with an
associated spring constant caused by the compressibility of
air.4 The equations in this model resemble those of a discrete
set of masses linked by harmonic springs. In its simplest
version, only two masses are considered: one wall that
moves as a piston, and one mass of air localized to a region
near the f-hole. This yields two modes: the air (A0) mode,
and a ‘‘wood’’ mode, taken to represent theT1 mode,12–15

higher in frequency by a factor of approximately 1.5. Cou-
pling between air and wood motion is shown5 to lower the
frequency of the air modev0 to a value perhaps 5%–7%
lower than the classical Helmholtz frequencyvH @i.e., vH

'c(L f /VT)
1/2, wherec is the speed of sound,VT is the total

volume of the violin, andL f is the sum of the lengths of the
two f-holes4#.

Measurements of the violin’s bridge admittance,
uv(v)/F(v)u, exhibit several dips and peaks as the fre-
quencyv is varied.5,14,15 Cramer’s simple two-mass model
suggests an explanation for this as it predicts a bridge admit-
tance which diverges atv5vO and vanishes atv5vH .
~Note thatvO is the resonant frequency of the air mode after
it has been shifted away from the ‘‘Helmholtz’’ frequency
vH by wood-coupling effects. For the sake of simplicity, the
two-mass model justifiably neglects any frequency shifts due
to complications in air motion described later in this paper.!

Cremer refers to the region on the upper plate between
the f-holes as the ‘‘island,’’ and argues that it plays an im-
portant role in the coupling of air and wood motion. This
coupling depends on the mass and stiffness of the wood, as
well as on the fluctuating air pressure, especially at locations
of maximum plate motion. Holographic studies of the vio-
lin’s motion at theT1 mode indicate that motion is indeed
large near the f-holes, although not so large that the rela-
tively small ‘‘island’’ completely dominates the production
of sound.5 In a demonstration not recommended on a good
violin, one can see the wood flex and hear a change in tone
by pressing hard on the instrument near the f-hole. While this
change in tone may be due to changes in harmonics higher
than the frequencies of interest, it suggests that the magni-
tude of fluctuating air pressure at the f-holes might be im-
portant. While not all investigations of pressure inside the
violin at theA0 resonance have reported a reduction of pres-
sure near the f-holes, our analysis clearly predicts that such a
reduction should exist.8,15

A completely uniform fluctuating pressure is associated
with an ideal Helmholtz resonator and occurs if the f-hole is
sufficiently small. This can be understood as follows: If the
size of the cavity,L, is kept constant, then a reduction in
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aperture size reduces the resonance frequencyv5k/c to the
pint wherekL!1, so that a sound wave would transit the
cavity in a time much less than a period of oscillation. Thus
the air comes to a sort of mechanical equilibrium with re-
spect to sound vibrations at very low frequencies. Shaw8 has
modeled theA0 mode using acoustical impedances and con-
cluded from both calculations and measurements that the
pressure in the upper bout is 30%–40% higher than in the
lower bout. This is due to inductances~kinetic energy of air!
not associated with the f-holes. In a classical Helmholtz reso-
nator, all the acoustical inductance is at the aperture, while
the cavity provides all the acoustical capacitance~potential
energy of compression!. We have analyzed the acoustical
circuit of Fig. 2~c! in Shaw’s paper, taking the limit that the
inductanceL f goes to infinity, which corresponds to a van-
ishingly small f-hole. As one would expect, the fluctuating
pressures in the upper and lower bout are equal in this limit.

Standing waves in an acoustical waveguide arise from
capacitance and inductance distributed equally along the
waveguide. As the frequency of the mode is increased~by
increasing aperture area!, there is a tendency to form a stand-
ing wave inside the violin. We shall call this tendency the
‘‘standing-wave’’ effect, and it causes the fluctuating pres-
sure to increase slightly as one moves away from the aper-
ture. The distance from the middle of an f-hole to the top of
the upper bout is about 18 cm, while a quarter wavelength
for the main air resonance (A0 at 285 Hz! is 30 cm. The
lower part of the violin is about 15 cm long, so that a smaller
standing-wave effect would be expected in the lower bout. A
highly simplistic model of the pressure difference between
the upper and lower bouts is obtained by modeling two
standing waves with pressures that match at the f-holes. Us-
ing the wavelengths and lengths listed above, one can obtain
a crude estimate of the difference in pressure between the
upper and lower bout by taking the pressure to be sinusoidal
and assuming antinodes (]p/]z50) at the top and bottom.
This simple estimate yields a 20% difference between the
pressure at the top of the upper bout and the bottom of the
lower bout. In this article, we shall focus on the upper bout
because it should exhibit the stronger inhomogeneity in pres-
sure fluctuations. However, the methods discussed can be
applied to the lower bout as well.

Aside from the ‘‘standing-wave’’ effect, one must con-
sider two other effects. The ‘‘shape’’ effect is due to the
constriction near the center of the violin, apparently designed
to allow room for the bow. It produces a discontinuous
change in the slope of the pressure whenever the cross-
sectional area changes abruptly, as shown schematically in
Fig. 1. In the case of a violin, the ‘‘shape’’ effect enhances
the ‘‘standing-wave’’ effect, although only slightly, as we
shall see later. The ‘‘source’’ effect arises from the Green’s
function for an acoustical radiator inside a cavity.10,11 It also
causes a drop in pressure near the aperture, as sketched in
Fig. 1. In contrast to the ‘‘shape’’ effect, which occurs only
when the chamber is long and thin, the ‘‘source’’ effect is
present in every Helmholtz resonator, provided one is suffi-
ciently close to the aperture.

Our analysis indicates that the ‘‘standing-wave’’ effect
is the dominant non-Helmholtz effect throughout the upper

bout of the violin. However, both the ‘‘shape’’ and ‘‘source’’
effects should exert a small influence throughout most of the
upper bout. And, we predict that the ‘‘source’’ effect will
significantly reduce the fluctuating pressure at close proxim-
ity to the f-hole.

I. THEORY

The source effect arises from the fact that the aperture
radiates with phase opposite to the uniform pressure fluctua-
tion associated with the Helmholtz resonance.10,11 We start
by integrating the Green’s function over the surface of the
aperture, noting that the first and larger term yields a con-
stant, independent of position, which we denote asP1 :

p~r !5E E H 1

k2V
2

1

4p

N

ur2r 8uJ s~r 8!d2r 8

'F12
Nk2V

4p K 1sL GP1 , ~1!

wheres52 jv(v–n) is proportional to the velocity fluctua-
tion at the aperture, with the convention]/]t5 jv. We de-
note ^1/s& to be the weighted average of the inverse of the
distanceur2r 8u from the field pointr to source pointsr 8 on
the aperture.N is associated with image sources and depends
on the location of the aperture:

N52 if near center of a wall;
N54 if at a corner between two walls;
N58 if at a corner between three walls.

The source effect appears to be unrelated to the Ber-
noulli principle (2dP52rdv2), which is nonlinear and
therefore negligible at low amplitude. A physical apprecia-
tion of the source effect is obtained by considering a double
Helmholtz resonator, formed by joining two identical reso-
nators at the aperture. Since the two pressures in each cham-
ber are out of phase, the aperture is an antinode in velocity
and a node in pressure. In the case of a single resonator, we
shall see that the fluctuating pressure at the aperture is re-
duced, but typically not to zero.

FIG. 1. The fluctuating pressure inside a rectangular cavity with irregular
cross section depends on whether the shape is~a! ‘‘straight,’’ ~b! ‘‘violin-
like,’’ or ~c! opposite that of the violin, i.e., ‘‘antiviolin.’’ The ‘‘shape
effect’’ is shown for a discontinuity in the cross-sectional area of the cham-
ber. The ‘‘source’’ effect is a sudden drop in pressure near the aperture.
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For distances much greater than the size of the aperture,
one may takê1/s& to be the inverse distance to the center of
the aperture. However, since the source effect is strong only
near the aperture, it is best to find^1/s& by integrating over
the surface of the aperture. For thin walls and a small circular
aperture, this integration is equivalent to calculating the po-
tential of a charged disk.1,5 Define x and y so that the dis-
tance to the center of the aperture of radiusR is s5(x2

1y2)1/2, as shown in Fig. 2. From Ref. 16, one can deduce

K 1sL 5
1

R
arctanSRy D if x50,

K 1sL 5
1

R
arcsinSRx D if y50 and x>R, ~2!

K 1sL 5
1

RH p

2 J if y50 and x<R.

The casey50 corresponds to a determination of pressure
along a line in contact with the wall and entering the aperture
at x<R. Using Eq.~1! andk5(2R/V)1/2 for a small circular
aperture, one obtainŝNk2V/4ps&51/2 on the surface of the
aperture. Thus the fluctuating pressure at the aperture is half
that within the chamber, if the aperture is not at a corner. In
the Appendix, this is shown to be a general result for an
‘‘ideal’’ Helmholtz resonator~i.e., a resonator in which the
‘‘shape’’ and ‘‘standing-wave’’ effects are absent!.

Next, we consider the shape effect, which in contrast to
the source effect, is well known in that it is related to the
joining of two acoustical waveguides of different areas.2,3

Here, we show that the shape effect can also be obtained
using Webster’s horn equation2,3,17,18 for a waveguide of
nonuniform cross-sectional areaA5A(z):

k2p1
1

A

]

]zSA ]p

]zD50, ~3!

wherep(z) is the fluctuating pressure. The boundary condi-
tions are that]p/]z vanishes at the end opposite the aperture,
and that bothp andA]p/]z be continuous, the latter being
proportional to the air flux (r ]v/]t52]p/]z). The bound-
ary conditions are sufficient, providedv is known. Letz be
the distance to the end opposite the aperture, and letz5a be
the point where the area changes by a factor 1/b. ~For ex-
ample,A51 for z,a andA51/b for z/a.) For z,a, we
have

p~z!5P cos~kz!cos~vt !, ~4!

and, forz.a,

p~z!5P@C1 cos~kz!1C2 sin~kz!#cos~vt !. ~5!

Using the continuity ofp(z) andA]p/]z at z5a yields

C15cos2~ka!1b sin2~ka!,
~6!

C25~12b!cos~ka!sin~ka!.

A conventional analysis of the ‘‘shape’’ effect, obtained by
joining acoustical waveguides of different area, yields the
same result.2,3

Since the ‘‘shape’’ and ‘‘source’’ effects tend to be lo-
cated at different locations, we shall combine them in anad
hoc fashion by multiplying Eqs.~4! and ~5! by the factor in
front of P1 in Eq. ~1!.

II. EXPERIMENT

In order to eliminate complications caused by the exotic
shape and plate flexibility associated with a real violin, w
designed an experimental resonator that was not a simulation
of a violin, but rather an effort to establish the correctness of
our theory. Since the shape effect is small for an actual vio-
lin, we designed our resonant cavity in order to exaggerate
this effect. The rectangular cavity shape allowed us to intro-
duce large discontinuities in cross section by inserting blocks
into the chamber.

The air resonance was driven by a small speaker placed
approximately 1 cm from the aperture, as was previously
done in an investigation of the main air resonance of a
violin.4 The resonant cavity was a plywood box of dimen-
sions 2235310 cm, with seven plugged holes located along
the center of one wall, as shown in Fig. 3. The fluctuating
pressure was measured at each plugged hole by replacing the
plug by a small microphone19 that fit into the hole flush with
the inner wall of the box. A semicircular aperture of radius
1.5 cm was cut from an aluminum plate that formed the front
face of the box. The aluminum plate was clamped to the box,
and ‘‘plastic wood’’ was used at the holes so that the micro-
phone and plugs would fit snugly. Two wooden blocks of
length 11.4 cm were inserted into the chamber to reduce the
cross-sectional area of the chamber by a factor of 0.424. In
this manner, all three cavity shapes shown in Fig. 1 could be
studied. The resonant frequencies for the ‘‘straight,’’ ‘‘vio-
lin,’’ and ‘‘anti-violin’’ shapes are 173, 172, and 210 Hz,
respectively.

Since this aperture is at a corner between two walls,
three image sources will also contribute to the Green’s func-
tion, so thatN54 in Eq. ~1!. On the other hand, we can
model the semicircular aperture as a full circle by pretending

FIG. 2. The geometry used to deduce the pressure near a circular aperture or
radiusR.

FIG. 3. A sketch of the resonant cavity. The shaded area is the aperture, and
the line of black holes are plugged access holes for the microphone.
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the cavity had twice the volumeV, with the aperture being
located at the center of a wall (N52). SinceN andV enter
as a product in Eq.~1!, we see that both treatments yield
identical values for magnitude of the source effect. The in-
verse distancê1/s& is the same for both geometries, pro-
vided we always average over the source and all its images.

Figure 4 displays the experimentally measured pressure
as well as theoretical curves showing the relative importance
of the ‘‘shape’’ and ‘‘source’’ effects. The seven experimen-
tal data points exhibit both an apparent change in slope of
pressure~shape effect! and a significant drop in pressure near
the aperture~source effect!. The solid line shows our theo-
retical prediction for each of the three shapes. In order to
deduce the relative importance of the three effects, we have
used dashed lines to plot versions of the theory that do not
include certain effects. The dashed line for the straight shape
is a simple model which takes the pressure variation to be
cos(kz), thus incorporating only the ‘‘standing-wave’’ effect.
The full model, incorporating all the effects, appears to give
the best fit to the experimental data for all three shapes.

The curves in Fig. 4 do not show the pressure falling to
the value (1/2)P, as discussed in the Appendix and follow-
ing Eq.~2!. This occurs because our resonator is not an ideal
Helmholtz resonator, which is characterized by incompress-
ible airflow confined to the region very close to a small ap-
erture.

III. APPLICATION TO A VIOLIN

We shall now apply these ideas to the upper bout of an
actual violin. For our calculation, we divide the chamber into
four parts and consider one-fourth of a violin with half an
f-hole. Picture the violin with the f-holes facing you and the
fingerboard at the top. Bisect the violin with a vertical line
along the corpus centerline. Then cut the violin into two
pieces, top and bottom, near the center of the f-holes, so that
we are left with a single cavity with an aperture that consists
of half of one f-hole, located at the corner between two
walls. The following parameters are used:L518 cm,b51.2,
andV5600 cm3 ~one-fourth the actual volume!. The discon-
tinuity in area is taken to be 11 cm from the top of the upper
bout.

A crude model of the f-hole is obtained by treating
one f-hole as two closely spaced circles or radius 0.8 cm,
centered 3.2 cm apart, with one hole being within our
subdivided chamber, centered atzA516.4 cm. An esti-
mate of frequency, using a circular aperture, yields 2p f
'c(2R/V)1/25282 Hz.1–3 A compromise must be made be-
tween matching to the area of a typical f-hole~4–6 cm2) or
to theA0 frequency~275–295 Hz!. Fortunately, the calcu-
lated pressure is not strongly sensitive to variations in these
parameters. This insensitivity also suggests that we are jus-
tified in using a simple estimate of resonant frequency that
neglects both shape effects and aperture images.

The solid line of Fig. 5~labeled ‘‘along to plate’’! shows
the prediction for points located on the top plate for a path
starting from the uppermost region of the upper bout leading
to contact with an aperture. Since the airflow resembles the
electric field on a charged conducting disk, the fluctuating
pressure should be uniform at the aperture, as shown in the

figure. In order to make a graph with this uniform pressure,
we have suppressed the variation associated with shape ef-
fects at the f-hole. In other words, for values ofz located
beyond the f-hole atzA , Eq. ~1! is multiplied by an appro-
priate constant instead of by Eq.~5!. This difficulty in ob-

FIG. 4. Experimental data for the three configurations:~a! straight,~b! vio-
lin, ~c! antiviolin. Squares show experimentally observed data. The solid
lines are theoretical predictions which include all effects. The dashed lines
show theoretical predictions when only the source or only the shape effects
are included. The dashed line for the straight shape is a simple model which
takes the pressure variation to be cos(kz).
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taining a uniform pressure at the surface of the aperture sug-
gests that thead hocmethod of multiplying both effects may
not be valid when both ‘‘source’’ and ‘‘standing-wave’’ ef-
fects are large.

The three dashed lines in Fig. 5 show calculated pres-
sure at points 2 cm below the top plate, taking^1/s&21 to be
„(z2zA)

2122…1/2. In order to establish the relative impor-
tance of the various effects, predictions of the full theory, as
well as simplified versions are shown. The line marked
‘‘along center’’ represents our best estimate, incorporating
the full theory including both shape and source effects. The
curve labeled ‘‘simple theory’’neglects both the shape and
source effects by assuming a pressure proportional to
cos(kz). This ‘‘simple’’ theory models only the ‘‘standing-
wave’’ effect, and is adequate for most of the upper bout, but
fails somewhat near the f-holes. The curve marked ‘‘shape
effect only’’ includes the shape effect, but neglects the
source effect. This curve is almost identical to the ‘‘simple
theory,’’ which suggests that the shape effect is relatively
unimportant in modeling the pressure variation in a violin.

In conclusion, the fluctuating pressure inside a Helm-
holtz resonator is nonuniform for two reasons: First, the ap-
erture acts as an acoustical source, causing the pressure to
drop in the immediate vicinity of the aperture. Second, if the
resonator is long and thin, there is a tendency to form a
standing wave in the cavity, with the high pressure being
located in the back of the chamber. This effect is enhanced if
the chamber has a discontinuity in the cross-sectional area of
the form found in the violin’s upper bout. Both theoretical
and experimental evidence indicates that the fluctuating pres-
sure inside a violin is considerably lower near the f-holes
than would be predicted by simply modeling the main air
resonance as a classical Helmholtz resonator.
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APPENDIX: DERIVATION OF ^Nk2V/4ps &51/2
AT THE APERTURE FOR AN IDEAL HELMHOLTZ
RESONATOR WITH N52

Here, we show that for an ideal Helmholtz resonator, the
fluctuating pressure at the aperture is exactly one-half of the
fluctuating pressure throughout the rest of the chamber, pro-
vided that the aperture is not at a corner. In keeping with this
assumption of an ideal Helmholtz resonator, we take the
fluctuating pressure to have the uniform valueP1 throughout
most of the chamber. Thus we assume a very small aperture,
and, consequently, a low value ofk5v/c, so that the
‘‘shape’’ and ‘‘standing-wave’’ effects are absent.

The simplest proof is based on the null in fluctuating
pressure at the aperture for the double Helmholtz resonator
described in Sec. I. One notes that, if an identical resonator is
placed on the other side of the aperture, then symmetry dic-
tates a pressure node at the aperture. Hence the factor
^Nk2V/4ps& in Eq. ~1! must be unity for a double resonator.
Next, we observe that the factor^1/s& in Eq. ~1! is indepen-
dent of whether the resonator is single or double. However,
k5v/c decreases by a factor of 21/2 for a single resonator
because the ‘‘mass’’ of the air remains the same when the
‘‘spring constant’’4 is halved in the process of converting a
double resonator into a single one. Hence,^Nk2V/4ps& is
half as big for a single Helmholtz resonator as it is for a
double resonator. Therefore,^Nk2/4psV&51/2 on the sur-
face of a single Helmholtz resonator.

A more detailed proof is based on an analog between air
velocity and electrostatic field at lowv.1 The maximum ki-
netic energyT and the potential energyU of a Helmholtz
resonator are

T5
r0
2 E v2 dt, U5

c2r0
2V F E v•da

v G2,
wherer0 is the mass density of air.@This formula for poten-
tial energy can be obtained from Eq.~2! of Ref. 4, with the
substitution of*v–da for vj(pR2), wherej is the displace-
ment of the cylinder of air andK is the spring constant. Note
thatU5(1/2)Kj2 andc25gP0 /r0 .] SettingT5U yields

k2V5
@*v•da#2

*v2dt
,

from which the resonant frequency of an ideal Helmholtz
resonator can be deduced. Since the manipulations to follow
are quite familiar in electrostatics, we use a notation that
follows from viewingv52¹F* as an electric field, where
F* is the analog to electrostatic potential at the aperture.
Other analogs areE* , Q* , and r* , representing energy,
charge, charge density, and potential, respectively. From any
good textbook on electrostatics,16 we have~in cgs units!:

FIG. 5. A theoretical curve showing the pressure inside a violin. The solid
line ~along top plate! shows the prediction for points located on the top plate
on a path starting from the uppermost region of the upper bout leading to
contact with an f-hole, with the shape effect being suppressed only at the
aperture. The three dashed lines calculate the pressure along a path located
2 cm below the top plate. The curve ‘‘along center’’ incorporates the full
theory, incorporating both shape and source effects. ‘‘Simple theory’’ ne-
glects both shape and source effects by assumingpc cos(kz). ‘‘Shape effect
only’’ includes the shape effect, but neglects the source effect.
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E*5
1

8pE v2 dt5
1

2
~Q* !~F* !,

E v•da52pQ* ,

F* ~rA!5E r*

ur2r 8u
dt8[Q* K 1sL ,

providedr is somewhere on the surface of the aperture.~In
contrast to electrostatic calculations, the surface integral of
velocity here is taken over only one surface.! Algebraic ma-
nipulation of these equations gives our results:

k2V

2p K 1sL 5
1

2
.

Lest there by any doubt, a third proof is offered. The
fluctuating pressure far outside the resonator is zero because
the radiation field is small, owing to the low frequency and
small aperture size. The line integral ofv from far outside the
resonator to deep inside is proportional toP1 because
jvr*v–dr5P1 ~recall that r ]v/]t5 jvv52¹p). If the
aperture is not near a corner, the air flow pattern is identical
inside and outside the resonator. Therefore, by symmetry, the
line integral representing pressure starts at 0 far outside the
resonator, reachesP1/2 at the aperture, and finally asymp-
totes toP1 deep within the ideal Helmholtz resonator.
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Dependence of ultrasonic attenuation and absorption in dog soft
tissues on temperature and thermal dose
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The effect of temperature and thermal dose~equivalent minutes at 43 °C! on ultrasonic attenuation
in fresh dog muscle, liver, and kidneyin vitro, was studied over a temperature range from room
temperature to 70 °C. The effect of temperature on ultrasonic absorption in muscle was also studied.
The attenuation experiments were performed at 4.32 MHz, and the absorption experiments at 4
MHz. Attenuation and absorption increased at temperatures higher than 50 °C, and eventually
reached a maximum at 65 °C. The rate of change of tissue attenuation as a function of temperature
was between 0.239 and 0.291 Np m21 MHz21 °C21 over the temperature range 50–65 °C. A change
in attenuation and absorption was observed at thermal doses of 100–1000 min, where a doubling of
these loss coefficients was observed over that measured at 37 °C, presumably the result of changes
in tissue composition. The maximum attenuation or absorption was reached at thermal dosages on
the order of 107 min. It was found that the rate at which the thermal dose was applied~i.e., thermal
dose per min! plays a very important role in the total attenuation absorption. Lower thermal dose
rates resulted in larger attenuation coefficients. Estimations of temperature-dependent absorption
using a bioheat equation based thermal model predicted the experimental temperature within 2 °C.
© 1997 Acoustical Society of America.@S0001-4966~97!07107-5#

PACS numbers: 43.80.Cs@FD#

INTRODUCTION

The goal of high-intensity focused ultrasound~HIFU!
surgery is to destroy pathological tissue without negatively
affecting the surrounding normal tissue. Although the idea of
using HIFU was proposed in the middle of this century by
Lynn et al. ~1942!, clinical use is only now being established
due to the recent developments of sophisticated systems~for
example, Sanghviet al., 1991; Vallancienet al., 1992;
Chapelonet al., 1993; Hynynenet al., 1993, and a better
understanding of ultrasound and its interaction with biologi-
cal tissue due to the experience gained over these years.

One of the most important issues for HIFU surgery is
the understanding and control of thermal exposure in tissue.
When tissue temperature is maintained between 50 and
100 °C for a few seconds~,5 s!, thermal lesions are created.
Significant progress has been made in the understanding of
how thermal lesions in some tissues~for example, brain and
liver! may vary with the amount of acoustic power applied
and the pulse duration. However, there is little information
concerning the effect of heating on absorption~by tissues!
which affects the size and shape of the thermal lesions. Ab-
sorption is an acoustic property which represents the rate at
which energy in tissue is converted to heat. The absorption
coefficient exhibited by soft tissue varies widely from tissue
to tissue~Gosset al., 1979! and as a function of temperature.
For short pulses~,5 s!, it is one of the primary factors

contributing to the temperature elevation in tissue, because
the effect of blood flow dissipation is minimal. Attenuation
includes absorption, scattering, and reflection components,
but when scattering and reflection are minimized, attenuation
is largely comprised of losses due to absorption.

There are a number of studies on the effect of tempera-
ture on tissue attenuation or absorption. Dunn~1962! studied
the effect of absorption at temperatures up to 30 °C in the
spinal cord of mice, where an increase of absorption with
temperature was reported. Dunn and Brady~1974! studied
absorption as a function of temperature in mammalian cen-
tral nervous tissue at different frequencies, and it was shown
that absorption decreased at frequencies lower than 1 MHz
and increased at frequencies higher than 1 MHz. Gammel
et al. ~1979! studied the effect of attenuation with tempera-
ture on excised porcine liver, kidney, back fat, and spleen,
and for human liver. Measurements were made as the fre-
quency was varied from 1.5 to 10 MHz at three different
temperatures~4, 20, and 37 °C!. It was found that above 5
MHz, the attenuation decreased with temperature for all tis-
sues, including the human liver. Pressure absorption studies
by Fry et al. ~1991! in rat liver at 30, 37, and 41 °C revealed
no statistically significant differences in absorption as a func-
tion of temperature.

To study tissue ablation, the attenuation at higher tem-
peratures~50–100 °C! needs to be known. Robinson and
Lele ~1969! studied the changes in attenuation from 30 to
90 °C in cat brain, and showed that the attenuation stays
essentially constant up to 50 °C, and then increases rapidly.
Bamber and Hill~1979! studied the effect of temperature on
attenuation over the range 5–65 °C on excised liver tissues.
Attenuation of bovine liver decreased and then increased un-

a!Author to whom all correspondence should be sent: I.C.F.A.R./Indiana
University, Department of Physiology and Biophysics, VanNuys Medical
Science Building 374, 635 Barnhill Dr., Indianapolis, IN 46202, Electronic
mail: damianou@spidernet.com.cy

628 628J. Acoust. Soc. Am. 102 (1), July 1997 0001-4966/97/102(1)/628/7/$10.00 © 1997 Acoustical Society of America



til it reached 65 °C, where it stayed constant. In human liver,
the attenuation dropped with temperature, but for frequencies
lower than 2 MHz, the change was insignificant.

While in past years some studies examined attenuation
or absorption as a function of temperature~up to 37 °C! and
some at higher temperatures, no study examined both attenu-
ation and absorption as a function of temperature or as a
function of thermal dose, particularly in the range used in
HIFU surgery.

This paper reports on the effect of temperature and of
thermal dose on attenuation in dog muscle, kidney, and liver
in vitro for temperatures from room temperature up to 70 °C,
and on absorption in dog muscle. Muscle was chosen be-
cause it is a commonly used tissue for ultrasound exposure
studied, as it provides a relatively clear ultrasonic path
~Hynynenet al., 1993!. Liver and kidney were chosen be-
cause of the clinical interest in the treatment of these organs
with HIFU ~see for example Frizzell, 1988; ter Haaret al.,
1989; Fryet al., 1991; Yanget al., 1992!. Attenuation was
measured using the transmission and reception method~Ko-
ssoff et al., 1973!, and absorption using the rate of heating
method~Fry and Fry, 1954!. The effects of changes in ab-
sorption and attenuation on the temperature elevation were
demonstrated by temperature measurements and by simula-
tions.

I. MATERIALS AND METHODS

A. Sample preparation

Tissue samples taken from mongrel dogs immediately
after euthanasia were immersed in 0.9% saline at room tem-
perature. The samples were placed in a small vacuum cham-
ber until no air bubbles were released from the tissue as
determined by visual inspection. This method has been
proven successful in removing air inclusions in liver tissue
~Bamber and Hill, 1985!. The attenuation or absorption mea-
surements were taken immediately after this procedure be-
cause some reports indicated changes in attenuation with
time after excision~Frizzell et al., 1979!. When moving the
tissue samples from the vacuum chamber to the water bath,
they were kept submerged in degassed saline to minimize air
exposure.

For attenuation or absorption measurements in muscle
tissue, the muscle fibers were oriented perpendicular to the
beam. In the case of kidney, the cortex was placed in the path
of the two transducers, while for measurements in liver, care
was taken to avoid any large vessels or cavities in the ultra-
sonic path.

B. Attenuation measurement system

The attenuation coefficient measured was based on the
transmission and reception method described by Kossoff
et al. ~1973!. Two unfocused circular transducers of 8 mm
diameter were mounted on the arms of a caliper. This indi-
cated the distance between them~or sample thickness!. The
transducers with the sample in-between were submerged in a
degassed saline bath@Fig. 1~A!#. A controlled heat exchanger
with adjustable temperature~Haake, model D1! was im-
mersed in the bath to vary the tissue temperature and the

thermal dose. A needle-type thermocouple~Physitemp In-
struments, NJ! was inserted in the tissue and temperature
measured using an HP 7500 series B system and an HP
1326B multimeter. The emitting transducer was driven by a
signal generator~Tektronix, model TM 5003!. The applied
voltage was typically between 10 and 20 V and the burst
mode was used. The resonant frequency of this transducer
was 4.32 MHz. Both the emitted and the received signals
were monitored using a 150-MHz oscilloscope. The received
signal was detected by a pulser/receiver~Panametrics 5050
PR! and channeled through a signal amplifier~Panametrics
model 5601! to a digitizer ~Tektronix RTD 710!. The data
were stored in a PC computer~Gateway 486/33 MHz!. The
received signal without and with the sample were captured,
and based on the decrease of the signal strength, on the
sample thickness, and on the frequency, the attenuation in
Np m21 MHz21 was measured. A linear dependence of at-
tenuation and frequency was assumed for all tissues based on
the data reported by Hynynen~1990!. The variation of this
measurement in the same tissue site was less than 1%. Mea-
surements at different sites in homogeneous tissues~where
no ducts or other layers were present! showed a variation of
about 10%.

Care was taken to ensure that high attenuation coeffi-
cients were not related to air bubbles or other undesired in-
clusions within the ultrasonic path.

FIG. 1. ~A! Block diagram of the setup used to measure the attenuation
versus temperature or thermal dose using the transmission-reception
method.~B! Block diagram of the setup used to measure the absorption
versus temperature or thermal dose using the rate of heating method.
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C. Absorption measurement

The absorption was measured using the widely used rate
of heating method~Fry and Fry, 1954!. It relates temperature
changes to the absorption of ultrasound by the following
equation:

a5
r tct~]T/]t !

2I
, ~1!

wherea is the absorption coefficient (Np m21 MHz21), r t is
the density of the tissue,ct is the specific heat of the tissue,
t is the time, andT and I are, respectively, the temperature
and the ultrasound intensity at a tissue location. By measur-
ing the temperature close to the surface of the tissue, the
exponential dependence of tissue as a function of depth can
be neglected. The above equation assumes negligible thermal
conduction. Therefore, to measure the absorption, one mea-
sures the rate of temperature rise at the focal point, placed a
few mm from the tissue surface, while applying a short pulse
of known intensity. In this study the pulse was of 1-s dura-
tion in continuous mode. The power chosen was such that
the tissue temperature elevation was about 1–2 °C, thereby
reducing the conduction effect. The rate of temperature
change was measured using finite differences. The value
used for density was 1100 kg/m3, and the value for specific
heat was 3770 J kg21 °C.

The temperature was measured using a 50-mm-diam
T-type, copper-constantan thermocouple~Physitemp!. The
accuracy of the thermocouple was checked by using a mer-
cury thermometer of 0.1 °C resolution. The thermocouple
was placed a few millimeters beneath the surface in the sub-
merged tissue and the temperature was measured every 0.1 s
using an HP 7500 series B system and an HP 1326B multi-
meter. To eliminate viscous heating, the rate of temperature
change was measured 0.3 s after the ultrasound beam was
turned on. After that interval the rate of temperature change
was linear. Figure 1~B! shows the block diagram of the ab-
sorption measurement system. It consists of a signal genera-
tor ~Tektronix, model TM 5003! and a power amplifier~ENI,
240L! to drive the focused transducer described below~used
to elevate the tissue temperature! and the thermometry sys-
tem.

The accuracy of measuring absorption depends on three
factors:~a! correct measurement of the peak intensity at the
thermocouple site;~b! correct measurement of the tempera-
ture derivative with respect to time; and~c! elimination of
the effect of conduction which affects factor~b!. The effect
of spatial conduction was minimized by using a sufficiently
wide beam relative to the size of the thermocouple. The
pulse duration and applied power were chosen to produce
small temperature elevations and thus eliminate the effect of
conduction. This technique for measuring the absorption has
been shown to be very accurate~Fry and Fry, 1954!. The
measurements obtained were similar to those obtained by
other authors for similar tissues~for example, Fryet al.,
1991!. Low absorption values may indicate that the measure-
ment was affected by conduction, thus lowering the tempera-
ture gradient, or that the focus was not placed close enough

to the thermocouple. Therefore, high absorption values were
considered to be more reliable.

D. Focused ultrasonic transducer

A focused piezo-ceramic transducer with a 75-mm focal
length~Etalon, Inc., Lebanon, IN! consisting of two concen-
tric elements~one shaped as a disk and the other as an an-
nulus of 15- and 40-mm o.d., respectively! was used for
three purposes:~a! to produce temperature elevations in the
tissue to measure absorption using a wide beam~15-mm o.d.,
transducer! and thus minimizing the conduction effect:~b! to
elevate the tissue temperature so that absorption at different
temperature could be measured~15-mm o.d. transducer!; and
~c! to elevate the tissue temperature with a sharply focused
beam~40-mm o.d. transducer! in order to compare experi-
mental and simulated temperature during a typical ultrasonic
surgery protocol. Both elements were driven at 4 MHz.

E. Acoustic power calibration

In order to measure the absorption, the peak intensity at
the focus was required. This was found by measuring the
total acoustic power delivered and the half-intensity beam
width of the focused transducer. The acoustic power deliv-
ered by the transducer was measured using the ultrasound
power meter~Precision Advanced, Model UPM-DT-10! with
the transducer driven by a rf-power amplifier~ENI, 240L!
fed by a signal generator~Tektronix, TM 5003!. The trans-
ducer was immersed in the water-filled power meter tank
containing a force balance and an ultrasonic absorber placed
1–2 cm from the transducer surface. The measurement was
taken a few seconds after the power was applied to the trans-
ducer and measurement stabilization was established. The
force measured by the balance was converted to acoustic
power in Watts.

F. Intensity field measurement

The intensity distribution of the focused transducer
beam was estimated by measuring its output with a needle
hydrophone having an active element diameter of 0.5 mm
~Specialty Engineering Associates, San Jose, CA!. The trans-
ducer under test was driven by the pulser output of a pulser/
receiver ~Panametrics 5050PR!. The hydrophone was con-
nected to the receiver input of the pulser/receiver. The
resulting signal was further amplified~Panametrics 5601!
and then digitized using a 10-bit digitizer~Sony-Tektronix,
RTD 710! operating at 200 MHz. The three-dimensional in-
tensity profile was obtained by moving the hydrophone lat-
erally and axially using stepper motors~B&B Motor and
Control Corp.! controlled with a stepper driver~Velmex, Inc.
8300 series!. The average intensity at the focus was esti-
mated from the ratio of power to area of the lateral half-
intensity beam. For this transducer, the peak intensity was
twice the average intensity~verified analytically and experi-
mentally!. The peak intensity was also measured directly us-
ing a calibrated PVDF ultrasonic hydrophone~GEC Marconi
Research Center, Y-34-3598-02!. Both methods measured
the same peak intensity with a difference of less than 1%.
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G. Control of tissue temperature

The temperature of the tissue during absorption experi-
ments was raised either ultrasonically using the focused
transducer, or via water bath heating using the heater de-
scribed in the methods for attenuation measurements. For
ultrasonic heating, the transducer was driven by the signal
generator and rf amplifier using a long duration pulse~typi-
cally 2–5 min! in the burst mode, and when steady state
temperature was reached the generator mode was switched to
continuous mode in order to measure absorption. The tem-
perature of the tissue was varied by varying the number of
bursts while keeping the voltage fixed. The tissue tempera-
ture elevation with water bath, or with ultrasound heating,
was maintained constant during the measurements with
variations smaller than 0.02 and 0.05 °C, respectively.

II. TEMPERATURE SIMULATION

A. Thermal dose calculation

Before the attenuation or absorption measurement was
made, the tissue temperature and the total applied thermal
dose~referenced at 43 °C! were measured. The thermal dose
for changing temperature exposure was calculated using the
technique suggested by Sapareto and Dewey~1984!. Nu-
merical integration was used to calculate the time that would
yield an equivalent thermal dose at a reference temperature
for different temperature profiles, as given by

t435 (
t50

t5final

R~432Tt! Dt, ~2!

wheret43 is the equivalent time at 43 °C, andTt is the aver-
age temperature duringDt. The value ofR was 0.25 for
temperatures lower than 43 °C and 0.5 for temperatures
higher than 43 °C. These values were chosen because they
are the most common values measured~Sapareto and
Dewey, 1984!. Because the rate at which the temperature
was increased was low, the thermal dose was measured every
1 s. Equation~2! was also used to estimate the simulated
thermal dose based on the temperature history.

B. Temperature estimation

Experimental temperature versus time profiles were ob-
tained in dog musclein vitro and then compared to the cor-
responding simulated profiles. The temperature was esti-
mated from the bioheat equation by using finite difference
techniques described in detail by Damianou and Hynynen
~1993, 1994!. The estimation of the temperature requires the
power density profile for a specific transducer, power, and
absorption, and was calculated by using the computer pro-
gram described by Fan and Hynynen~1992!.

III. RESULTS

Figure 2 shows the lateral intensity beam profile of the
15-mm transducer element measured in water. This beam
width is adequate for the rate of heating method, as found by
Gosset al. ~1977! and by Parker~1983, 1988!. These studies
showed that for a half-intensity beam width smaller than 2
mm the conduction effect plays a very important role, and
thus the pulse-decay technique should be used. Figure 3
shows the absorption of dog musclein vitro at 37 °C mea-
sured 20 times at the same location. The variability of ab-
sorption gave a standard deviation of about 0.08
Np m21 MHz21, showing that the measurements were re-
peatable.

Figure 4 shows the variation of attenuation with tem-
perature in excised dog muscle, liver, and kidneyin vitro.
For each tissue type three different samples were used. The
difference in attenuation at any temperature for a specific

FIG. 2. Experimental normalized intensity profile for the transducer with
15-mm-diam, focal length of 75 mm and resonant frequency of 4 MHz.

FIG. 3. Absorption coefficient measured 20 times at the same location in
dog musclein vitro at 37 °C~tissue temperature raised ultrasonically!. Mean
6s.d. value is 3.0960.08 Np m21 MHz21.

FIG. 4. Attenuation coefficient versus temperature for dog muscle, liver,
and kidneyin vitro.
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tissue when three measurements were taken was smaller than
0.1 Np m21 MHz21. At low temperatures~lower than 50 °C!
the attenuation was constant, then it increased, and at tem-
peratures higher than 65 °C it reached a maximum. The at-
tenuation at temperatures higher than 65 °C was almost twice
that at low temperatures. The slope in the increasing attenu-
ation region~50–62 °C! found using linear regression~cor-
relation coefficient 0.93–0.99! was 0.291, 0.259, and 0.239
Np m21 MHz21 °C21 for muscle, liver, and kidney, respec-
tively. The measurement was terminated at 70 °C, in order to
avoid gas evolution. Gas evolution results in a rapid increase
of attenuation~Bamber and Nassiri, 1985!. When the tem-
perature was reduced from 70 °C to room temperature, the
attenuation remained high, suggesting that the tissue had
been permanently altered by the temperature changes.

Figure 5 shows the attenuation versus thermal dose at
43 °C for the heating results shown in Fig. 4. A significant
increase of attenuation was seen at doses higher than 100–
1000 min, with the maximum attenuation reached at 107 min.
In the results of Fig. 6, dog muscle was immersed in a saline
bath at constant temperature, and the thermal dose was var-
ied by varying the time the sample was immersed in the bath.
By varying the bath temperature, different rates of thermal
dose delivery were achieved. For example, when the bath
temperature was set at 46 °C, a 100-min dose at 43 °C was
delivered in 11.11 min. Thus the dose rate was 9 min of

thermal dose at 43 °C per min. Because numerator and de-
nominator are expressed in min, the dose rate is a dimension-
less quantity. When the bath was set at 50 °C, the dose rate
was 82, and at 54 °C it was 1395. Figure 6 shows the attenu-
ation normalized to the attenuation at zero thermal dose plot-
ted against the thermal dose at 43 °C for three different heat-
ing rates. A higher attenuation change was seen at lower
heating rates. Also the dose where increasing attenuation oc-
curred was lower for the lower heating rates.

Figure 7 shows the effect of temperature and thermal
dose on absorption in one sample of dog muscle. In all, five
samples were tested either by ultrasonic or by water bath
heating. Differences in absorption seen at each temperature
were less than 0.2 Np m21 MHz21. The trend of absorption
changes was similar to that observed in the attenuation mea-
surements. Significant absorption changes occur at 50 °C,
and at a thermal dose of 100 min. Maximum absorption was
established at 65 °C and at doses higher than 107 min. The
absorption at 65 °C was 1.7 times that measured at 37 °C.

Figure 8~A! shows experimental and simulated tempera-
ture changes as a function of time for dog musclein vitro.
The power applied was 4.26 W for 5 s. Since the temperature
change was small, the absorption coefficient at 37 °C was
used~3.2 Np m21 MHz21). In the decaying portion a better
agreement was obtained using a tissue conductivity value of
0.4 W m21 °C21. However, due to the lower conduction ef-
fect, the simulated temperature at the end of the 5-s pulse
was higher by 3 °C than the experimental temperature. The
simulated temperature with a conductivity of 0.5
W m21 °C21 is in good agreement with the measured tem-
perature during the rising part. Figure 8~B! shows experi-
mental and simulated temperature profiles for a 5-s pulse and
an applied power of 14.15 W that resulted in temperature
changes typical of ultrasonic surgery. When a constant ab-
sorption coefficient was assumed, the difference between the

FIG. 5. Attenuation coefficient versus thermal dose at 43 °C for dog muscle,
liver, and kidneyin vitro. Same heating protocol as in Fig. 4.

FIG. 6. Attenuation/attenuation at zero dose versus thermal dose at 43 °C
for dog musclein vitro with rates~applied dose per min! of 9, 82, and 1395
~min at 43 °C/min!.

FIG. 7. ~A! Absorption coefficient versus temperature~ultrasonically and
water bath heated!. Dog musclein vitro. ~B! Absorption coefficient versus
thermal dose.
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simulated and the experimental temperature profiles was
12 °C at the end of the 5-s pulse. The temperature was also
simulated using a dose-dependent absorption based on the
results of Fig. 6~extrapolating for heating rate5 108), where
a 2 °C difference between simulated and experimental tem-
perature profiles was observed. This clearly shows the effect
of the dose dependence of absorption on the estimated tissue
temperature.

IV. DISCUSSION

The attenuation coefficient in liver observed in this
study ~4 Np m21 MHz21 at 37 °C! is comparable to the ab-
sorption or attenuation values published in the classical pa-
pers by Fryet al. ~1991! for rat liver ~4 Np m21 MHz21!,
Parker ~1983! in bovine liver ~5.0 Np m21 MHz21), Lin
et al. ~1988! for in vitro human liver~4.5 Np m21 MHz21!,
Gosset al. ~1979! for cat, mouse, pig, and beef liver~2.3
Np m21 MHz21), Frizzell et al. ~1979! for an 8-h post-
mortem beef liver~4.4 Np m21 MHz21). The attenuation of
kidney was also about 4 Np m21 MHz21 at 37 °C. In con-
trast, the corresponding value of muscle was 4.6
Np m21 MHz21, which is comparable to 4.1
Np m21 MHz21 reported by Moroset al. ~1991!, confirming
the view that muscle exhibits a higher absorption coefficient.

For low temperatures, the change in attenuation with
temperature appeared to be insignificant. This information is
important for hyperthermia applications, because it shows
that variations in temperature in this range should not be
attributed to variations in temperature-dependent attenuation.
The attenuation of soft tissues above 50 °C showed an in-

crease with temperature for all three tissue types studied.
This increase was monotonic, and at about 65 °C, a maxi-
mum was reached. This maximum attenuation was almost
twice the value seen at physiological temperatures~37 °C!.
The same trend of increasing absorption with temperature
reported by Dunn and Brady~1974! for frequencies higher
than 1 MHz was thus confirmed in the present study at 4
MHz. The attenuation versus temperature study alone does
not explain the effect of heating. The time the temperature is
maintained~estimated by using the thermal dose! gives more
information on the physical changes occurring in tissue. The
attenuation versus thermal dose trend shows that the attenu-
ation in soft tissue begins to increase at dosages in the range
of 100–1000 min ~with the thermal dose referenced to
43 °C!. This indicates that when the thermal dose reaches the
threshold for necrosis, tissue attenuation increases as tissue
becomes necrosed. For different tissue types there is litera-
ture on the thermal threshold of necrosis in minutes at dif-
ferent temperatures. Damianouet al. ~1995! summarized
threshold doses for the onset of such necrosis~in equivalent
minutes referenced at 43 °C! for various tissues. Typically,
the threshold for all important tissue types varies from 50 to
240 min. Eventually, when high doses are applied~typically
107 min! the tissue becomes totally necrosed and attenuation
does not show further changes with temperature. Presumably
this occurs because the physical properties of what remains
of the tissue are less dependent on temperature. The irrevers-
ibility of the attenuation changes when the temperature was
reduced from 70 °C to room temperature also support this
view that past the threshold for necrosis, the attenuation
changes were largely dependent on the state of the tissue,
and not on temperature.

The effect of temperature on absorption was studied in
muscle. Both ultrasonic and water~saline! bath heating
showed similar trends. The advantage of ultrasonic heating is
that it is faster and it can be used forin vivo experiments.
The advantage of water bath heating is that the tissue and
water are in the same temperature, and thus the effect of
reflection due to a temperature-dependent, propagation ve-
locity mismatch in the water–tissue interface is minimized.
The absorption exhibited in muscle as a function of the tem-
perature and the thermal dose showed behavior similar to
that observed in the attenuation study. The attenuation
changed from 4.4 Np m21 MHz21 from 37 °C, to about 9
Np m21 MHz21 at 65 °C. The corresponding change in ab-
sorption was from 3.2 Np m21 MHz21 to 5.5
Np m21 MHz21. The value of absorption was 73% and 61%
that of attenuation at 37 and 65 °C, respectively. Thus the
change of attenuation with temperature was dominated by
absorption processes. Scattering and reflection comprise the
balance of the observed attenuation. However, the reflective
coefficient due to propagation velocity mismatch that occurs
in the water–muscle interface was calculated to be 2.6% in
the central axis at 23 °C. This estimation was based on the
propagation velocities reported by Nguyen and Faust~1992!.
Therefore the difference between absorption and attenuation
in this case is largely attributable to scattering.

An important concept explored in this study was the
effect that the rate at which a certain dose is applied has on

FIG. 8. ~A! Experimental and simulated temperature change versus time.
k5thermal conductivity~power54.26 W, 5-s pulse,f 5 4 MHz, focal
distance575 mm, diameter540 mm, depth in tissue515 mm!. ~B! Experi-
mental and simulated temperature change versus time~power 14.15 W, 5-s
pulse, f 5 4 MHz, focal distance575 mm, diameter540 mm, depth in
tissue515 mm!.
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the tissue attenuation. In the experiments of Figs. 4 and 5,
the rate at which the dose was delivered varied with tempera-
ture, with higher rates observed at higher temperatures. Al-
though the rates were all derived in this study, the rate of
43 °C was about 2, and about 106 at 65 °C. The results
shown in Fig. 6, where the rate was controlled, clearly show
that the change in attenuation is greater for the lower dose
administration rates. For the rate of 1395, the change in at-
tenuation was about 30%. Typically, in ultrasonic surgery
dosages of 107 min referenced at 43 °C are applied in 5 s
~ 1
12 min! with resulting rates in the order of 108. In the near
field where temperature elevation is slow during the treat-
ment time, the change in absorption will be higher. The rate
found by assuming an unwanted near-field dose of 900 min
at 43 °C, maintained for 30 min~a typical treatment time
during HIFU!, is then 30. Based on the results of Fig. 6 the
attenuation changes drastically, resulting in thermal enhance-
ment in that region. This will increase the lesion size and, as
the treatment progresses, the lesion will grow axially toward
the transducer.

The temperature dependence of absorption has a large
and definite impact on tissue temperature elevation. During
the application of a short pulse of ultrasound, the tempera-
ture elevation depends primarily on the ultrasonic source pa-
rameters~intensity and pulse duration!, and on tissue absorp-
tion. The ultrasonic source parameters can be accurately
determined and controlled and so tissue absorption remains
the key factor in the determination of tissue temperature. For
high intensity applications, where the tissue temperature is
typically 50–100 °C, the change in absorption with tempera-
ture can be the dominant factor for understanding tempera-
ture trends. In the thermal model the change of absorption
used was chosen from the high rate~applied dose/per min!
curve. The simulated temperature was in good agreement
with the experimental during HIFU exposures only when the
effect of temperature was taken into account. During the
temperature decay period, the experimental temperature was
higher than in the simulated curve. Here, conduction is the
dominant factor for temperature changes. The difference be-
tween the experimental and simulated temperature may be
attributable to uncertainty in the thermal conductivity. Figure
8~A! shows that, if a lower conductivity is used in the simu-
lation, the difference between the experimental and simu-
lated temperature narrows.
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Elementary theory underlying the relationship between the number of scatterers per resolution cell
(N) and echo intensity signal-to-noise ratio~SNR! is reviewed. A relationship between the
probability density functions for estimates ofN and SNR2 is derived. This relationship is validated
using a computer simulation. Phantom andin vitro experiments are described. In one set of
experiments on phantoms, empirical distributions of estimates ofN and SNR2 are measured and
compared to theoretical predictions. The utility of SNR2 for discrimination of phantoms with
different values forN is assessed using receiver operating characteristic~ROC! analysis. In another
set of experiments, the frequency dependence of the SNR2 estimate is investigated for a
two-component phantom and for excised dog kidney. It is shown that the frequency dependence of
the SNR can help to identify the presence of two or more scattering components that are spatially
mixed. With regard to kidney data, measurements performed both parallel and perpendicular to the
predominant nephron orientation are reported. The observed anisotropy is compared to the
anisotropy of backscatter coefficient encountered in previous investigations.
@S0001-4966~97!01107-7#

PACS numbers: 43.80.Qf, 43.80.Vj, 43.80.Gx@FD#

INTRODUCTION

Many fundamental problems in physics and astronomy
can be analyzed in terms of the random walk. In particular,
scattering of a radio-frequency~rf! wave from a random me-
dium involves the random walk in two dimensions~the real
and imaginary components of the rf signal!. Much of this
theory may be found in Middleton’s analysis of rf
communications1 and Goodman’s analysis of laser speckle.2

When the number of scatterers per resolution cell of a
measurement system is large and the cell is sufficiently ex-
tended so that the phases of the scattered waves are uni-
formly distributed over 0–2p, the central limit theorem ap-
plies and the resulting net scattered field obeys circular
Gaussian statistics.2–4 The net scattered field isincoherent
and its appearance in an image is referred to asfully devel-
oped speckle. The first- and second-order statistics of this
speckle are well understood.1–4 If the scatterers are periodi-
cally organized or sufficiently dense such that there is little
variation in the phases of the scattered waves, the net field is
coherent.

When there are few scatterers per resolution cell, the
central limit theorem does not apply. If their phases are still
uniformly distributed over 0–2p, the result is referred to as
non-Gaussian speckle, which has statistical properties deter-
mined by the number of scatterers per resolution cell. This
has been studied by Jakeman,5 Puseyet al.,6 Cardoso,7 Wil-
helmij and Denbigh,8 Denbighet al.,9 and Sleefe and Lele.10

Wagneret al.11 reported peculiar aspects of the estimator of
the number of scatterers per resolution cell and offered a
theoretical explanation~presented in more detail below!.

Narayananet al. have performed simulations and experi-
ments which modeled conditions in which the backscatter
coefficients of the scatterers vary throughout the scattering
volume.12 They studied how the statistics of the echo enve-
lope changed as the ‘‘effective’’ number of scatterers per
resolution cell varied. In their model, the echo envelope
obeys a generalizedK distribution13 which approaches, in
various limits, Rayleigh, Rician, Gaussian, and lognormal
distributions. As the width of the distribution of scattering
cross sections increases~and the effective number of scatter-
ers per resolution cell decreases!, the statistics of the echo
envelope become increasingly non-Rayleigh.12 Chen et al.
have published a derivation of a method for determination of
frequency-dependent effective scatterer number density.
Their notion of effective scatterer number density is the ac-
tual number density multiplied by a frequency-dependent
factor that depends on the differential scattering cross sec-
tions of the scatterers. They have validated their technique
with experimental measurements14 and explored statistical
uncertainty in estimates of effective scatterer number
density.15

In Sec. I of this paper a derivation of a formula which
relates the number of scatterers per resolution cell to echo
intensity signal-to-noise ratio~SNR! is presented. In Sec. II,
the computer simulation and experimental methods are de-
scribed. In Sec. III, simulated and empirical~based on phan-
tom measurements! distributions of estimates ofN and
SNR2 are compared with theory. Measurements of the fre-
quency dependence of SNR2 for a two-component phantom
~model for kidney! and for excised dog kidney are reported.
Finally, in Sec. IV, some concluding remarks are made.
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I. THEORY

The probability density function~pdf! for the case of an
infinite number of contributions, or steps in the two-
dimensional random walk, was solved by Lord Rayleigh in
188016 in the context of the superposition of vibrations. Pear-
son posed the problem of finding the pdf for thefinite case of
the 2D random walk in 1905—motivated by his interest in
the migration of birds and their ‘‘random flights.’’17 Kluyver
presented a formal solution within about two months.18

Many details and bibliographical notes on this problem are
presented at the end of Chandrasekhar’s classic review.19

Further contributions have been made by Puseyet al.
~1974!6 and Merzbacheret al. ~1977!.20

The process may be viewed as a random phasor sum.
The received complex signal~such as the radio-frequency
voltage output from an ultrasound transducer!, E, is modeled
as the sum ofN complex signals,ai5uai uexp(jfi), from in-
dividual identical discrete scatterers:

E5(
i51

N

ai . ~1!

N is the number of scatterers per resolution cell. The phases
of the ai are assumed to be statistically independent and
uniformly distributed over the interval~0, 2p!. The intensity
of the signal is given byI5uEu2. It is well known that in the
limit of large N, theenvelope, uEu, obeys aRayleighdistri-
bution and the intensity obeys achi-squareddistribution
with two degrees of freedom~i.e., an exponential
distribution!.4 ~Although aK distributed rather than constant
backscatter coefficient may offer a more general model for
tissue,12,13 the simple model employed here is useful to pro-
duce insight into the problem and to predict the outcomes of
the experiments described below.!

The correlation between one intensity measurement,I ,
and another measurement,I 8 ~where the second measure-
ment is obtained either by translating the transducer or
changing the time delay between the transmitted burst and
the moment of reception!, may be expressed as

^II 8&5(
i51

N

(
j51

N

(
k51

N

(
l51

N

^ai* ajak8* al8&. ~2!

Angular brackets denote expectation. Asterisks denote com-
plex conjugation. Since the phases of theai are independent
and uniformly distributed from 0 to 2p, it follows that
^aiaj&5^aiaj8&5^aiaj* &5^aiaj8* &50 for iÞ j . Also, ^ai&
5^ai8&5^aiai8&50. ~The last equality follows from the fact
that the sum of two random phases which are uniformly
distributed from 0 to 2p is also effectively uniformly distrib-
uted from 0 to 2p.! Equation~2! may now be rewritten

^II 8&5(
i51

N

^ai* aiai8* ai8&1(
i51

N

(
jÞ i

N

^ai* ai&^aj8* aj8&

1(
i51

N

(
jÞ i

N

^ai* ai8&^ajaj8* &. ~3!

~Recall that if two random variables,r and s, are indepen-
dent then they are also uncorrelated so that^rs&5^r &^s&.!

The terms in Eq.~3! may be simplified as follows:

(
i51

N

^ai* aiai8* ai8&5N^uau2ua8u2&,

(
i51

N

(
jÞ i

N

^ai* ai&^aj8* aj8&5^I &^I 8&S 12
1

ND , ~4!

(
i51

N

(
jÞ i

N

^ai* ai8&^ajaj8* &5u^E*E8&u2S 12
1

ND ,
where^I &5N^uau2&. Now, Eq.~3! may be rewritten as

^II 8&5S 12
1

ND ~^I &^I 8&1u^E*E8&u2!1N^ua2uua82u&.

~5!

This equation is the same as Jakeman’s equation~13! if
all scatterers are assumed to be identical.5 If N is now taken
to be a random variable, then̂I &5^N&^uau2& and (1
2N21) is replaced bŷN(N21)&/^N&2 above. The ratio of
the first and second moments ofI may be obtained by setting
I 85I . If N is assumed to obey a Poisson probability density
function @so that ^N(N21)&5^N&2# then the following is
obtained;

^I 2&

^I &2
521

1

^N&
, ~6!

which may be rewritten as

^N&5
SNR2

12SNR2
, ~7!

where SNR25^I &2/(^I 2&2^I &2) is the so-called point signal-
to-noise ratio. ThuŝN& may be estimated from measure-
ments of SNR2. Difficulties arise however when estimates of
SNR2 equal one~estimate of̂ N& is infinite! or exceed one
~estimate of̂ N& is negative!!. As will be seen in Sec. III,
estimates of SNR2 greater than or equal to one may be com-
monly encountered in applications in medical ultrasound. In
fact ~as will also be seen!, the probability density function
for the estimate of SNR2 may be reasonably modeled as a
Gaussian centered at the true SNR2. This Gaussian probabil-
ity density function often has substantial area in the region of
SNR2 greater than or equal to one. Other approaches for
estimation of̂ N& based on the statistical properties of the rf
signal or envelope rather than the intensity are also plagued
by singularities.7,10,12

The probability density function for the estimate of
^N& may be obtained from the conservation of probability
mass:

p~N!dN5p~SNR2!dSNR2. ~8!

The required derivative may be calculated from Eq.~7! to be
dSNR2/dN51/(11N)2. The quantitydSNR2/dN is also a
measure of the sensitivity of SNR2 to changes inN, which is
relatively high forN less than or approximately equal to 1
and diminishes rapidly asN increases.
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II. METHODS

A. Simulation

The theory was first tested using a computer simulation.
Scatterers were Poisson distributed throughout a two-
dimensional area. A uniform random number generator was
used to obtainx and y coordinates for each scatterer. The
complex phasor for each scatterer was taken to beej2px/l.
The 2-D phasor distribution was then convolved with a 2-D
Gaussian in order to simulate blurring by the system point
spread function. Sample images are shown in Fig. 1 for three
scatterer number densities~,1, 2, and 6!.

Using the same simulation program, 4200 scatterers
were Poisson distributed throughout a two-dimensional area.
The total image area was equal to that of 200 speckle spots
so thatN54200/200521. The intensity was taken as the
sum of the squares of the real and imaginary parts of the
resultant two-dimensional complex function. This process
was repeated 500 times. Intensity SNR2 andN @from Eq.~7!#
were estimated for each image. The histogram of values of
SNR2 was fit to a Gaussian. The probability distribution of
the estimates ofN was computed from this Gaussian using
Eq. ~8!.

B. Single component experiments

In the first set of experiments, empirical distributions of
estimates ofN and SNR2 were measured. An ATL Ultramark
8 with a 3.5-MHz annular array transducer was used. Data
acquired with this system were digitized~11 bits! at 12 MHz.
The 26-dB bandwidth was approximately 1.0 MHz. The
resolution volume was approximately 1.2 mm3.

Four phantoms were interrogated. They consisted of
glass beads embedded in agar. The phantoms were con-
structed with scatterer number densities of 1.0, 2.0, 6.0, and
9.5 mm23. ~With a resolution volume equal to 1.2 mm3, this
led to values ofN equal to 1.2, 2.4, 7.2, and 11.4.! The
scatterer size ranges were chosen to maintain the average

backscatter coefficient approximately the same for all four
phantoms. The sound speed for all phantoms was approxi-
mately 1556 m/s. The physical characteristics of the phan-
toms are summarized in Table I. Data were analyzed across
regions approximately 1.65 cm deep and 2 cm wide. Differ-
ences in attenuation experienced by echoes from scatterers at
the near and far edges of the region of interest were suffi-
ciently small to sustain the validity of the equal echo ampli-
tude assumption leading to Eq.~1!. ~Note: Substantial differ-
ences in attenuation across the region of interest would tend
to increase estimates of intensity variance relative to the
mean, decrease SNR, and deflate estimates ofN.!

Discriminability was assessed by area (Az) under the
receiver operating characteristic~ROC! curve.Az was com-
puted using the programLABROC developed at the University
of Chicago. This program computes the maximum likelihood
estimate of a binormal ROC curve and its associated param-
eters. It assumes that the data follow normal distributions
after some~possibly unknown! monotonic transformation.21

The trade-off between region of interest~ROI! size and
discriminability was investigated. As ROIs become smaller,
measurements exhibit higher variability and discriminability
decreases. ROI length was maintained at a constant value
~1.65 cm! sufficiently long to ensure that estimates of
SNR2 were essentially unbiased.~At smaller gate lengths,
less than or equal to about 1 cm, estimates of intensitymean
remain unbiased but estimates of intensityvariancebecome
appreciably negatively biased so that estimates of SNR and
SNR2 become positively biased.22! ROI size was varied by
altering the number ofA lines contained within.

C. Multiple component experiments

In a second set of experiments, two single component
phantoms, a two-component phantom, and a sample of dog
kidney cortex were examined. Previous investigations have
indicated that kidney may be modeled as a two-component
structure.22

Data were acquired from the phantoms in the range from
1.0 to 7.5 MHz using three separate Panametrics transducers
~center frequencies: 2.25 MHz, 3.5 MHz, and 5.0 MHz;
26-dB bandwidths: 87%, 89%, 69%; focal lengths: about 55
mm; diameters: 19 mm!. A Panametrics 5052UA broadband

FIG. 1. Sample images generated by computer simulation. The top image
corresponds to fewer than 1 scatterer per resolution volume. The lower left
and right images correspond to 2 and 6 scatterers per resolution volume,
respectively.

TABLE I. Physical characteristics for the four phantoms interrogated in the
first set of experiments. The phantoms consisted of glass beads embedded in
agar. SND~scatterer number density! refers to the number of scatterers per
unit volume.N refers to the number of scatterers per system resolution cell
of the ATL system at 3.5 MHz~approximately 1.2 mm3!. The sound speed
for all phantoms was approximately 1556 m/s. Attenuation coefficients were
measured in transmission substitution experiments over the range from 2 to
10 MHz. Power law fits are given in the table.

Phantom characteristics I

Phantom
Scatterer size
range~mm!

SND
(mm23)

N ~per
res. cell!

Attenuation
coefficient (cm21)

A 75–90 9.5 11.4 0.05f 1.8

B 90–106 6.0 7.2 0.05f 1.9

C 180–212 2.0 2.4 0.12f 1.7

D 212–250 1.0 1.2 0.12f 1.6
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pulser/receiver and an 8-bit LeCroy TR8828D digitizer~25
MHz! were used.

SNR2 was computed as a function of frequency. The rf
data were filtered in software with a bank of Gaussian band-
pass filters~full width half maximum51.2 MHz! with center
frequencies separated by 0.5 MHz. Thus the resolution cell
lengths or the effective pulse lengths were determined both
by the bandpass characteristics of the transducers and by
bandwidths of the filters. SNR2 was computed for each fil-
tered waveform and the results were plotted as functions of
center frequency. Analysis was performed throughout the
220-dB bandwidths of the transducers.

The two-component phantom consisted of a set of large
~mostly between 125mm and 175mm in diameter! sparse
~scatterer number density50.1 mm23! scatterers and a set of
small ~mostly between 40mm and 80mm in diameter! dense
~scatterer number density518.7 mm23) scatterers. For pur-
poses of comparison, two single component phantoms, one
containing large sparse scatterers with the sizes and density
listed above, and one containing small dense scatterers with
the sizes and density listed above, were interrogated. The
speed of sound was approximately 1534 m/s and the attenu-
ation coefficient was 0.031f 1.72 dB/cm for all three phan-
toms. The phantom properties are summarized in Table II.

An excised dog kidney was scanned in saline at 19 °C.
The tissue data were obtained using a 10-MHz transducer
~19-mm diameter, 53-mm focal length!. Signals were digi-
tized at 50 MHz. Strips of the renal cortex were cut such that
the nephron orientation was well defined. Samples were cast
in agar blocks so that they could be interrogated with the
ultrasound beam either parallel or perpendicular to the neph-
ron orientation.

III. RESULTS

In Fig. 2, histograms of estimates of SNR2 ~left column!
andN ~right column! are shown for the simulated data. It can
be seen that the histogram for estimates of SNR2 peaks
somewhere just below 1.0. The distribution is sufficiently
broad that estimates greater than 1.0 are numerous, leading
to physically unrealizable~negative or infinite! estimates for
N. The dashed line in the left panel is a Gaussian fit to the
histogram. The dashed line in the right panel was obtained
using the Gaussian pdf on the left and Eq.~8!. The theoret-

ical and experimental forms for the pdf of estimates ofN are
in very good agreement. The results ofx2 goodness-of-fit
tests are summarized in Table III.

In Fig. 3, histograms of estimates of SNR2 ~left column!
andN ~right column! are shown for phantoms withN51.2
~top row! andN511.4 ~bottom row!. It can be seen that the
histograms for estimates of SNR2 may be reasonably mod-
eled as Gaussians~dashed curves!. Therefore, the binormal
ROC analysis used to estimateAz is justified. The dashed
curves in the right column of Fig. 3 represent theoretical
probability density functions for estimates ofN based on the
Gaussian fits for the histograms of estimates of SNR2 and
Eq. ~7!. The histograms for estimates ofN are in excellent
agreement with the theory presented above. The results of
x2 goodness-of-fit tests are summarized in Table III.

The means and standard deviations of estimates ofN
derived from Gaussian fits for histograms SNR2 were 1.1
60.2, 2.260.3, 3.360.3, and 3.260.3 corresponding to
true values forN of 1.2, 2.4, 7.2, and 11.4. Evidently, asN
increases and a higher fraction of SNR2 measurements ex-
ceed 1, the task of estimation ofN from SNR2 measurements

TABLE II. Physical characteristics for the four phantoms interrogated in the
second set of experiments. The phantoms consisted of glass beads embedded
in agar. SND~scatterer number density! refers to the number of scatterers
per unit volume.N refers to the number of scatterers per system resolution
cell for the three Panametrics transducers~see text!. The sound speed for all
phantoms was approximately 1534 m/s.

Phantom characteristics II

Phantom

Scatterer size
range
~mm!

SND
(mm23)

N ~per res. cell
2.25, 3.5, 5.0

MHz!

Attenuation
coefficient
(cm21)

large, sparse 125–175 0.1 0.2, 0.09, 0.04 0.031f 1.72

small, dense 40–80 18.7 13.0, 5.4, 2.6 0.031f 1.72

FIG. 2. Histograms of estimates of SNR~left! andN ~right! for simulated
data. The dashed line in the left panel is a Gaussian fit to the histogram. The
dashed line in the right panel was obtained using the Gaussian pdf on the
left and Eq.~8!.

TABLE III. Goodness-of-fit tests. Values ofX25S(oi2ei)
2/ei ~whereoi

andei are observed and expected frequencies! computed for the empirical
histograms. The number of degrees of freedom~the number of bins in his-
togram minus 3 for amplitude. mean, and standard deviation computed from
data! is given in parentheses. The critical value forX2 at the 0.05 level of
significance is given to the right of the slash. In all cases,X2,X0.05

2 and the
hypothesis that the observed variables obey the theoretical probability den-
sity functions is accepted.25

Goodness-of-fit tests

Source
N

~per res. cell!
SNR2

X2~d.o.f.!/X0.05
2

N
X2~d.o.f.!/X0.05

2

Simulation 21 37.8~36!/51.0 35.0~33!/47.3
Phantom A 11.4 8.9~11!/19.7 13.1~15!/25.0
Phantom B 7.2 15.0~13!/22.4 21.8~16!/26.3
Phantom C 2.4 15.3~11!/19.7 8.8~10!/18.3
Phantom D 1.2 20.4~12!/21.0 11.3~8!/15.5
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becomes more challenging and performance degrades.~See
the discussion at the end of Sec. I.!

Figure 4 shows the area under the ROC curve,Az , as a
function of ROI area. As expected, there is a trade-off be-
tween spatial resolution andAz . The phantoms withN
57.2 andN511.4 were essentially undifferentiable, as evi-
denced byAz approximately equal to 0.5. These phantoms
are easily discriminated from the phantom withN51.2, with
Az approaching 0.9 for the ROI area near 2.5 cm2. The more
subtle differentiation task ofN51.2 vsN52.4 yieldedAz

near 0.8 for the ROI area near 2.5 cm2.
In Fig. 5, estimates of SNR2 are plotted vs frequency for

the two-component phantom and the two one-component
phantoms. The measurements for the single component
phantoms decrease steadily with frequency due to the fre-
quency dependence of the size of the resolution cell. The
dotted curves in Fig. 5 represent functional fits to the data of
the form SNR25N/(11N)51/(111/N)51/(11Cf2),
whereC is determined by the scatterer number density~scat-
terers per unit volume! and the resolution cell size~which is

assumed to vary inversely as frequency squared due to the
frequency dependence of the transducer diffraction pattern!.
Recall thatN in the expression above corresponds to scatter-
ers per resolution cell, not scatterers per unit volume.

The SNR2 for the two-component phantom exhibits a
more complicated variation with frequency. The differential
scattering cross section for the small scatterers increases
more rapidly with frequency than that for the large scatterers.
Consequently, the small dense scatterers dominate the back-
scatter at high frequencies. Hence SNR2 for the mixture at-
tains values comparable to that for the small, dense scatter-
ing phantom at high frequencies. At low frequencies, neither
component dominates and the SNR2 is determined by an
effectivenumber of scatterers per resolution cell which is
somewhere in betweenNLS andNLS1NSD ~where the sub-
script LS refers to large, sparse and the subscript SD refers to
small dense!.

SNR2 is plotted as a function of frequency for the ex-
cised kidney specimen in Fig. 6. Measurements with ultra-
sonic beam orientation parallel and perpendicular to the pre-

FIG. 3. Histograms of estimates of SNR~left column! andN ~right column!
for phantom data.N51.2 for the top row andN511.4 for the bottom row.
The dashed curves correspond to functional fits to the data.

FIG. 4. Area under the ROC curve,Az , as a function of ROI area for
various phantom comparisons. The standard deviations of estimates ofAz

for all the cases were similar to those drawn for theN51.2/N52.4 com-
parison.

FIG. 5. SNR2 as a function of frequency for the phantom containing small,
dense scatterers~solid line!, the phantom containing large, sparse scatterers
~solid line!, and the phantom containing both sets of scatterers~dashed line!.
The dotted lines represent functional fits to the data based on the frequency
dependence of the resolution volume.

FIG. 6. SNR2 as a function of frequency for the excised kidney specimen.
Orientations both parallel~dashed line! and perpendicular~solid line! to the
predominant nephron orientation were investigated.
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dominant nephron orientation are shown. Since neither
orientation is characterized by a simple 1/(11Cf2) fre-
quency dependence, neither can be considered a simple
single component entity.

IV. DISCUSSION

The number of scatterers per resolution cell (N) ~or
some related parameter! has been proposed by several au-
thors as a potentially useful candidate for ultrasonic tissue
characterization. It may be estimated from the first and sec-
ond moments of echo intensity. However, because of the odd
shape of the probability density function for the estimate of
N, in many instances it may be preferable to work with
SNR2. This approach avoids physically unrealizable~nega-
tive or infinite! estimates of number of scatterers per resolu-
tion cell.

Measurements of SNR2 are relatively sensitive in the
range ofN less than or approximately equal to 1 or 2. They
may be useful for detection of subtle contractions or expan-
sions of tissues for whichN is normally in this range. For
largerN, SNR2 is less likely to be useful for assessing con-
traction or expansion~as evidenced by the lack of separabil-
ity of phantoms with densities of 7.2 and 11.4!. It may still
be useful for detecting lesions which are characterized by a
value of N that is dramatically different from that of the
embedding tissue. The declining effectiveness of SNR2 ~for
estimating number of scatterers per resolution cell! asN in-
creases is consistent with the findings by Wagneret al.11 and
Chenet al.15 that the variance of estimates ofN increases
dramatically asN increases beyond 1. This phenomenon rep-
resents a serious limitation to the potential utility of SNR or
SNR2 for tissue characterization. SNR imaging has been em-
ployed with a modest degree of success, for characterization
of the liver.26

Measurements of SNR2 may be used to investigate me-
dia which contain multiple components. Since the relative
contributions of the two types of scatterers in the two-
component phantom experiment varied with frequency, the
frequency dependenceof SNR2 was useful. The frequency
dependence of SNR2 in kidney may be compared with pub-
lished results regarding frequency-dependent measurements
of the backscatter coefficient. Previous investigations have
suggested that below about 5 MHz, the dominant scattering
structure is the glomerulus~approximately 200mm in size!.23

Above 5 MHz, renal tubules and arterioles dominate. The
present data support that view. Glomeruli constitute a sparse
distribution of large scatterers. When the beam is parallel to
the nephron structure, backscattering from the small struc-
tures~tubules and blood vessels! is less. Therefore, below 5
MHz, the large, sparse structures are most apparent and the
SNR2 is low. Increasing frequency increases the SNR2 as the
smaller scatterers begin to dominate backscatter. However, at
perpendicular incidence, more of the blood vessels and tu-
bules contribute to the backscatter signal, apparently even at
low frequencies. Consequently, the SNR2 remains near one
at all frequencies. This behavior is consistent with previous
investigations based on integrated backscatter coefficient
~IBC!.23 IBC varies with angle of incidence for the reasons

listed above. However, the frequency dependence of back-
scatter~a signature of scatterer size! seems to be independent
of angle.

Finally, the reader should be cautioned that sole reliance
on first-order statistical properties such as SNR can lead to
ambiguity when the second-order structure is significant.
Nonstationarity, due to attenuation, inhomogeneity, or the
presence of regularly spaced scatterers will tend to increase
estimates of intensity variance relative to the mean, decrease
SNR, and deflate estimates ofN. Analysis of this case is
given in Ref. 24.
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We investigated the potential damage inflicted on erythrocytes by acoustic radiation force when the
cells are concentrated by a 500-kHz ultrasonic standing wave at the pressure node. The extent of the
damage was estimated from the concentrations of potassium ions, iron complexes, and lactate
dehydrogenase released from the cells. After 2 min of ultrasound irradiation at 12.8 mJ/m3, the cells
concentrated on the pressure node, with a cell distribution half-width of 138mm; no significant
release of intracellular components was detected, even after 15 min of irradiation. The results
indicate that even small ions like potassium are not released as a result of ultrasound irradiation on
cell membranes without cavitation, and they demonstrate the potential use of acoustic radiation
force for concentrating living cells in biomedical applications. ©1997 Acoustical Society of
America.@S0001-4966~97!01407-0#

PACS numbers: 43.25.Uv, 43.25.Zx, 43.80.Vj@MAB #

INTRODUCTION

A method for noncontact concentration of erythrocytes
in continuous mode could be incorporated in a fully auto-
mated analysis system providing contamination-free, real-
time measurement. One noncontact force having several ad-
vantages for concentrating biomaterials is the ultrasonic
radiation force. For example, it can be used to form a hyper-
bolic potential field with a span of a millimeter order, and
has recently been applied for sedimentation of deoxyribo-
nucleic acids ~DNA!,1 hybridoma cells,2,3 and
erythrocytes.4–6

Early theoretical studies on ultrasonic radiation forces7,8

pointed out that rigid and compressible spheres in a nonvis-
cous fluid can be trapped in such a field. Feke and his col-
leagues used ultrasound to fractionate small particles in
solution.9–12 The efficacy of using an ultrasonic standing
plane wave to concentrate small particles has been evaluated
theoretically and experimentally,13 and the effect of the
Bjerknes attractive force on particles in liquid has been
reported.4 Such a concentration method could be used to

separate different materials continuously by exploiting the
competition between the acoustic radiation force and other
external forces such as gravitational, or electrostatic
forces.5,6,14

Before ultrasound irradiation finds a practical use in
concentration or separation of biomaterials, its effects on
them should be evaluated. There are reports that several
types of living cells are damaged by ultrasound in the pres-
ence of cavitation,15,16 and the viability of hybridoma cells
subjected to ultrasound irradiation in the absence of cavita-
tion has been investigated.3 Damage to DNA concentrated by
acoustic radiation force has also been studied.1 While hybri-
doma cells and DNA were not affected by acoustic radiation
force, the permeability of cell membranes may be a more
suitable indicator of damage for more fragile specimens such
as erythrocytes and should be evaluated.

In this paper we therefore investigated the release of
intracellular components from erythrocytes subjected to
acoustic radiation force.

I. MATERIALS AND METHODS

A. Apparatus and analysis system

The setup consisted of acousto-electronic and optical
subsystems~see Fig. 1 in Ref. 13!. In brief, the former con-

a!Corresponding author address: Advanced Research Lab., Hitachi, Ltd.
2520 Akanuma, Hatoyama, Saitama 350-03, Japan; Electronic mail:
yasuda@harl.hitachi.co.jp
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sisted of an ultrasonic chamber~volume, 0.3 ml! with a pair
of PZT ceramic transducers driven by a function generator
providing a 500-kHz sine wave. An inverted phase-contrast
microscope (203 PL obj.) served for optical observation.
Images were recorded by a CCD camera and stored by a
personal computer with video capture board~see Fig. 1!.

B. Samples

We used erythrocytes obtained from guinea pigs. Five
ml of blood containing 1%~w/v! heparin were centrifuged at
6003g for 10 min at 4 °C to separate erythrocytes, which
were then washed three times in physiological saline@0.9%
NaCl, 20-mM Tris-HCl (pH 7.4)# by centrifugation at
30003g for 20 min at 4 °C. For the sample solutions, the
washed erythrocytes were resuspended in physiological sa-
line at a hematocrit of 3.3%.

C. Measurement of content release from erythrocytes
under ultrasound application

Sample solutions were introduced into the ultrasonic
chamber for ultrasound irradiation. The frequency, 500 kHz,
was chosen to match the half-wavelength to the fluid width
in the chamber. The amplitude and irradiation duration of
ultrasound were adjusted according to the samples.

After ultrasound irradiation the sample solutions were
removed from the chamber and the concentration of potas-
sium ions in the sample solution was measured with an ion-
selective electrode~6582-10c, Horiba, Ltd.! whereas the total
iron concentration in the sample solution was measured by
inductively coupled plasma spectroscopy~P-5200 ICP sys-
tem, Hitachi, Ltd.!. The enzymatic activity of lactate dehy-
drogenase@LDH ~140 kDa!# was measured by a UV-rate
method, based on oxidation of nicotinamide adenine dinucle-
otide.

FIG. 1. Schematic diagram of the apparatus for concentration of erythrocytes.

FIG. 2. Micrographs and intensity profiles of time change in the distribution of erythrocytes leading to an equilibrium state. Micrographs:~a! without
ultrasonic irradiation;~b! with 12.8-mJ/m3 ultrasonic irradiation for 1 min;~c! for 2 min. Graph: dashed line indicates the erythrocyte distribution as shown
in ~a!; broken line,~b!; and real line,~c!; Y axis corresponds to darkness~in arb. units! in micrographs. The intensity profiles are plotted against the distance
from the pressure node.

643 643J. Acoust. Soc. Am., Vol. 102, No. 1, July 1997 Yasuda et al.: Letters to the Editor



II. RESULTS AND DISCUSSION

Figure 2 shows the time change in the erythrocyte dis-
tribution under the influence of a standing wave in the ultra-
sonic chamber. Initially cells were dispersed throughout the
chamber@Fig. 2~a!#. When irradiated with 180-Vpp ultra-
sound they started migrating toward the pressure node of the
ultrasonic standing wave. Figure 2~b! shows the spatial dis-
tribution of the cells in the chamber after 1-min ultrasound
irradiation, and Fig. 2~c! shows the distribution after 2 min.
The half-width of the particle distribution narrowed to 138
mm after 2 min and to 112mm after 10 min~i.e., 76% of the
erythrocytes were concentrated within 112-mm width!.

The temperature rise caused by ultrasound irradiation
was measured using a K-type thermocouple. After ultra-
sound irradiation started, the temperature of the sample so-
lutions rose from 20 °C and stabilized at 35 °C within 8 min
~data not shown!.

The average value of ultrasonic energy density in the
ultrasonic chamber was estimated from the half-width of the
particle distribution by using Eq.~6! in Ref. 13@in which the
particle distribution was calculated from the balance between
diffusion force and acoustic radiation force~see Sec. II A in
Ref. 13!#:

Eac5
3kBTA ln~2!

2pR3A„12cos~kXh!…
, ~1!

where

A5
5r22r8

2r1r8
2

g

g8
. ~2!

Here Eac is the average acoustic energy density,R is the
particle radius,kB is the Boltzmann constant,TA is the ab-
solute temperature,r is the density of the particles,r8 is the
density of the medium,g is the compressibility of the par-
ticles,g8 is the compressibility of the medium,k is the wave

number of the ultrasound, andXh is the half-width of particle
distribution.

For Xh5112mm, TA5300 K, r of erythrocytes
51.099,5 and g of erythrocytes53.4310211 cm2/dyn,5 we
haveEac512.8 mJ/m3 when 180 Vpp ultrasound is applied
and the cells are idealized as spheres ofR52.5mm.

The release of intracellular components from erythro-
cytes was monitored under the above ultrasound field. Figure
3 shows the release of potassium ions, iron complex, and
LDH into the supernatant of the sample solution~samples
A–F!. Sample~A! was the supernatant of the sample solu-
tion without ultrasound irradiation. Samples~B! and ~C!
were collected after 2.5 min and 10 min of 12.8-mJ/m3 ul-
trasound irradiation, respectively, and~D! after 10 min of
3.2-mJ/m3 ultrasound irradiation. The results indicate that
the extent of release after ultrasound irradiation~samples
B–D! was only a small fraction of the values obtained from
complete cell lysis~sample F!. Even after 15-min ultrasound
irradiation, the values remained small percentages~data not
shown!. We also investigated the effect of cavitation. The
cavitation threshold in our experiment estimated by direct
observation of cavities, was 12.8 mJ/m3, and 2.5-min appli-
cation of 12.8-mJ/m3 ultrasound, leading to cavitation
~sample E! resulted in complete cell lysis.

The small release observed in samples~B!–~D! may be
caused by unhealthy cells susceptible to damage by the
acoustic pressure. In fact, the influence of acoustic radiation
force is observed to be much stronger on the overall sample
at the beginning of the irradiation because of the distribution
and the nature of the potential field~data not shown!. An
amplitude modulation could be a remedy to such release.

Several reports on release from liposomes indicate that a
rise in temperature affects the release of glucose.17 Thus the
above difference among samples~A!–~D! may be caused by
the difference in solution temperatures. In fact, the release
increased gradually with the temperature rise during ultra-
sound irradiation~data not shown!.

III. CONCLUSION

The results presented here suggest that acoustic radiation
force is effective for concentrating erythrocytes without no-
table damage under a cavitation-free condition. This method
may also be useful for concentrating, collecting, and trans-
porting other compartmented structures from cells to lipo-
somes.
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The fast field program~FFP! is a powerful tool for solving outdoor sound propagation problems in
stratified atmospheres. It is shown here to be equally powerful for solving for the propagation of
sound over curved surfaces of finite impedance. Results from scale model experiments are in
excellent agreement with the FFP calculation in the deep shadow, penumbra, and bright zone behind
the surface. The results are also compared with Berry and Daigle’s creeping wave series@J. Acoust.
Soc. Am.83, 2047–2058~1988!#. The FFP calculation and creeping wave series yield identical
results in the deep shadow. In the penumbra and bright zone behind the curved surface the FFP is
in slightly better agreement with the data than the creeping wave series, although the differences are
typically 1 dB or less which is comparable to the experimental error. The improvement is due to the
more accurate sound speed profile and coordinate mapping used rather than to any differences in the
computational method. ©1997 Acoustical Society of America.@S0001-4966~97!05207-7#

PACS numbers: 43.28.Fp, 43.20.Fn@LCS#

INTRODUCTION

It has been previously shown1,2 that the FFP method is a
useful tool to solve propagation problems in stratified atmo-
spheres with complex boundary conditions. Simply put, the
FFP method solves for the pressure using the Fourier–Bessel
transform

p~r ,z!5
1

2pE0
`

p̂~z,zs ;k!J0~kr !k dk, ~1!

the solution to which can be found in the above named ref-
erences. In Eq.~1!, zs and z are the source and receiver
heights, r is the horizontal distance,p̂ is the height-
dependent pressure, andk is the acoustic wave number in air.
It has been shown that the diffraction of sound by a right
circular cylinder with radiusR0 can be modeled3 as propa-
gation over a flat surface with an upward refracting sound
speed profile given byc5c0e

2z/R0. Thus it is a logical ex-
tension to solve for the diffraction by the curved surface as
refraction by a stratified atmosphere. The geometry of the
diffraction problem is given in Fig. 1. The original coordi-
nates for the problem are given in Fig. 1~a! asx andy. To
use Eq.~1! these coordinates are transformed into ther ,z
coordinates of Fig. 1~b! as

r5R0@f02tan21~y/x!#, ~2!

z5R0 lnSAx21y2

R0
D . ~3!

Alternately, the diffraction problem can be solved using
the creeping wave series of Berry and Daigle.4 The creeping
wave series was amended~empirically! by Berthelot5 who
defined the source–receiver distance as the shortest path be-
tween the two that does not intersect the surface rather than
as the projected arc length along the surface. This modifica-
tion has been incorporated in the present work. The creeping
wave series assumes a sound-speed profile of the form

c~z!5
c0

A112z/R0

'c0F12
z

R0
1
3

2

z2

R0
2 ••• G , ~4!

which compares to

c~z!5c0e
2z/R0'c0F12

z

R0
1
1

2

z2

R0
2 ••• G ~5!

for the exponential profile used in the FFP method. The
power series expansion demonstrates that the two sound
speeds are identical to first order inz/R0 and should give
identical results for the large radii of curvature typically
found in outdoor sound problems. For the diffraction prob-
lem examined here, higher-order terms may affect the propa-
gation. Near the surface in the deep shadow, the two solu-
tions should show the closest agreement since the sound-
speed profiles are nearly the same. However, as the source or
receiver are removed from the surface, the solutions should
diverge slightly as the assumed sound speed profiles differ.
For the diffraction problem examined here, the radius of cur-
vature,R0 , is 2.5 m so that for a receiver height of 0.35 m

a!Present address: Applied Research Associates, 5941 S. Middle Field Rd.,
Suite 100, Littleton, CO 80123.
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the sound speed used in the creeping wave series is 1.7%
greater than the sound speed used in the FFP method. At a
height of 1.0 m the difference is 11%. The higher sound
speeds calculated by Eq.~4! translate into a smaller sound-
speed gradient which has the effect of decreasing insertion
losses.

I. EXPERIMENT

Scale model experiments were conducted indoors. The
diffracting surface was a section of plywood bent with a
radius of curvature of 2.5 m. The source was located at the
same vertical heighty and 1.12 m away from the apex of the
curved surface as illustrated in Fig. 1~a!. The calculations are
also compared to previously reported data on a carpet cov-
ered surface taken by Berthelot and Zhou.6 For these mea-
surements the diffracting surface described above was cov-
ered with a thin layer of industrial carpet. For the carpeted
surface the source was 1.22 m away from the apex.

The Delany–Bazley relations7 were used to estimate the
surface impedance of both the bare plywood surface and of
the carpeted surface.8 For the bare plywood surface a flow
resistivity of s5753106 N s m24 was obtained while for
the carpet covered surface a flow resistivity ofs51.63106

N s m24 was obtained.

A. Rigid surface

Pressure measurements were taken along the surface,
along the limiting ray or line of sight, and along a vertical
line that crossed from the shadow through the penumbra and
into the bright zone. These measurement locations are indi-
cated in Fig. 1~a!. The quantity of interest is the insertion
loss, IL , which is, in decibels, the difference between the
sound pressure level in a free field and the sound-pressure

level in the presence of the curved surface at the same loca-
tion. Figure 2~a! shows the insertion loss as a function of
distance along the surface at a frequency of 5 kHz. The apex
is located at 0 cm. Negative values of distance indicate that
the receiver is on the side of the surface that faces the source
while positive values of distance indicate that the receiver is
on the shadow side of the surface. The agreement between
both calculations and the data is excellent.

Figure 2~b! shows the insertion loss along the line of
sight or limiting ray as a function of distance away from the
source where 0 cm represents the apex of the curved surface.
The agreement between the FFP and the data is excellent.
The creeping wave series predicts slightly lower insertion
losses than the FFP although the difference is less than 1 dB.
Without the correction by Berthelot,5 the insertion loss pre-
dicted by the creeping wave series would be substantially
lower for the given geometry.

Figure 2~c! shows the insertion loss along a vertical line
that crosses the shadow and bright zones. The receiver be-
gins in the shadow zone on the surface at an arc distance of
1.0 m from the apex. The receiver location proceeds verti-
cally until it crosses the line of sight at a height of 20 cm and
continues into the bright zone to a height of 40 cm. The

FIG. 1. Geometry of~a! original problem and~b! transformed problem.

FIG. 2. Insertion loss in the vicinity of the plywood surface for the creeping
wave series~—!, FFP~---!, and experimental data~d!. The insertion loss is
presented at 5 kHz as a function of distance~a! along the surface,~b! along
the line of sight, and~c! above the surface along a vertical line. The ordinate
has been auto scaled to show better resolution of the insertion loss.
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agreement between the FFP and the experimental data are
once again excellent at all receiver locations. Near the sur-
face at 0 cm, the FFP and the creeping wave series agree
quite closely as they did in Fig. 2~a!. In the bright zone at 40
cm, the creeping wave series under predicts the insertion loss
by about 1 dB.

The improvement found using the FFP formulation is
due to two factors related to the problem formulation:~1! the
assumed sound-speed profile and~2! the mapping from
x, y to r , z. While the coordinate mapping and the sound
speed profileare physically linked, they do not have to be in
a numerical implementation. For the insertion loss shown in
Fig. 2~c! we compared the solutions from:~1! Berry and
Daigle’s original creeping wave series,4 ~2! the same creep-
ing wave series with the empirical correction to the mapping
given by Berthelot,5 ~3! the FFP method using the exponen-
tial sound-speed profile and coordinate mapping presented
earlier@Eqs.~2!, ~3!, and~5!#, and~4! the same FFP method
utilizing the quasi-linear profile@Eq. ~4!# but keeping the
exponential mapping fromx, y to r , z for the source and
receiver@Eqs. ~2! and ~3!#. Numbers 2 and 3 are currently
shown in the manuscript. We found that the original creeping
wave series~not shown! under predicted the insertion loss by
about 2 dB which is consistent with Berry and Daigle’s
original work. The amended creeping wave series provides
an improved result and under predicts the data by up to 1 dB.
The FFP method presented provides the best agreement with
the data. The FFP method with the quasilinear profile was
better than the original creeping wave series but not as good
as the amended one. Therefore, the exponential sound-speed
profile is responsible for some improvement and the map-
ping is responsible for the rest. Thus the exponential sound-
speed profile and its attendant mapping, which are an exact
transform, provide the best result. The problem happens to
be solved with the FFP method in this paper but could have
just as easily been solved with some other numerical method
such as a Parabolic Equation~PE! method.3 The creeping
wave series, as posed, is constrained to the use of the quasi-
linear profile in Eq.~4!. It may be possible to reformulate an
analytic solution using the exponential profile in Eq.~5!
whose solution would be based on functions other than the
Airy functions found in the creeping wave series. This pro-
cedure will be left to future work.

B. Finite impedance surface

Next the FFP was applied to previously reported data on
a carpet-covered barrier.6 In this experiment, data were re-
corded along the surface and the line of sight.

Figure 3~a! shows the insertion loss along the surface of
the carpeted barrier. The insertion loss above this barrier is
considerably higher than above the plywood barrier, as ex-
pected due to absorption by the carpet. Once again there is
quite good agreement between both calculations and the ex-
perimental data.

Figure 3~b! illustrates the insertion loss along the line of
sight behind the carpeted surface. Both calculations yield
good agreement with the experimental data although the
creeping wave series appears to be diverging from the data at
the furthest distance examined in this data set.

II. CONCLUSIONS

The FFP method accurately predicts the sound field in
the vicinity of a curved surface. In the deep shadow there is
virtually no difference between the predictions from the FFP
and the creeping wave series. At receiver locations away
from the surface, the FFP yields slightly better agreement
with observed data but the differences are typically 1 dB or
less. The improvement is due to the more accurate sound-
speed profile and coordinate mapping used. The sound-speed
profiles examined here contain extremely large gradients in
sound speed with respect to height when compared to those
found in naturally occurring wind and temperature profiles
outdoors. Thus the observed differences in the calculations
would be negligible for naturally occurring refraction but the
differences could be significant for barrier analysis. The FFP
will be used in the future to investigate the effects of turbu-
lence on barrier insertion loss.9
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Based on nitrogen sound speeds measured by Younglove and McCarty in 1980@J. Chem.
Thermodynam.12, 1121–1128~1980!#, a multicolumn coefficient fitting method is used to derive
an empirical equation for the computation of sound speed at temperatures from 150 to 330 K and
pressures from 0.028 75 to 1.506 85 MPa. The maximum deviation between the measured sound
speeds and those computed with the empirical equation is less than 380 ppm.
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LIST OF SYMBOLS

c(T,P) nitrogen sound speed as a function of tempera-
ture and pressure, m/s

c(Ti) sound speeds as functions of temperaturesTi ,
m/s

P pressure, MPa
Ti thermodynamictemperatures5 273.151 t, kelvin
I51,2,3,...
t(68) temperature~based on International Temperature

Scale of 1968, ITS-68!, degrees Celsius
t(90) temperature~based on ITS-90!, degrees Celsius

T(68) temperature~based on ITS-68!, kelvin
T(90) temperature~based on ITS-90!, kelvin
t temperature, degrees Celsius

Pressure coefficients:
A0, A1, A2,...,An ; B0, B1, B2,...,Bn ;

C0 ,C1 ,C2 ,...,Cn ; D0 ,D1 ,D2 ,...,Dn

Temperature coefficients:

A,B,C,D; a0•••a3 ; b0•••b3 ; c0•••c3 ;

d0•••d3

INTRODUCTION

Sound speeds for gaseous nitrogen measured at tempera-
tures from 80 to 350 K over a pressure range from 0.028 75
to 1.506 85 MPa were published.1 The variations of the mea-
sured sound speeds with pressure for 16 temperature groups
are shown in Fig. 1. The temperatures shown are based on
T(68) that has been redefined2 in 1990. It is relatively diffi-
cult to obtain nitrogen sound speeds at other pressures and
temperatures that do not coincide with those measured
above. The aim here is to apply a multicolumn coefficient
two-dimensional fitting procedure~for three parameters! that
is based on curve fitting algorithm of Nelder and Mead3 to
the measured data, to derive an empirical equation that en-
ables one to compute nitrogen sound speeds as functions of
pressure andT(90) temperature over a selected temperature
range from 150 to 330 K.

I. THEORY OF MULTICOLUMN COEFFICIENT CURVE
FITTING PROCEDURE

Sound speedc as a function of pressureP and tempera-
tureT is shown schematically in Fig. 2. At a particular tem-
peratureT0 , the sound speed is represented by

c~T0!5A01B0P1C0P
21D0P

31••• , ~1!

whereA0 , B0 , C0 , andD0 are pressure coefficients obtained
by applying least-squares fit to data available for sound
speeds at various pressures measured at temperatureT0 .

Similarly, equations can be obtained for sound speeds at
other temperaturesTi :

c~Ti !5Ai1BiP1CiP
21DiP

31••• , ~2!

where i 5 1,2,3,... .
By applying least-squares fit to the above column coef-

ficients: A0 and Ai ; B0 and Bi ; C0 andCi ; andD0 and
Di , at temperaturesT0 andTi , respectively, the following
equations are obtained for temperature coefficientsA, B,
C, andD:

A5a01a1T1a2T
21a3T

31••• , ~3!

B5b01b1T1b2T
21b3T

31••• , ~4!

C5c01c1T1c2T
21c3T

31••• , ~5!

D5d01d1T1d2T
21d3T

31••• , ~6!

where a0 ,a1 ,...,an ; b0 ,b1 ,...,bn ; c0 ,c1 ,...,cn ; and
d0 ,d1 ,...,dn are temperature coefficients.

The final equation for sound speed as functions ofT and
P is

c~T,P!5A1BP1CP21DP31••• . ~7!

II. IMPLEMENTATION

The ten selected temperatures; 150, 170, 190, 210, 230,
250, 270, 290, 310, and 330 K~see Fig. 1!, were converted
to t(90) temperatures with the eighth-order polynomial
formula2 published by the Bureau International des Poids et
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Measures@the relevant formula is Eq.~1.3! on p. 17 of the
BIPM document#. For the above temperature conversion
from T(68) to T(90), the maximum difference in tempera-
ture is less than 0.015 K. By applying the above multi-
column coefficient fit method~order 4! to the nitrogen sound
speedsc(T 5 150),c(T 5 170),...,c(T 5 330) measured by
Younglove and McCarty1 at pressures from 0.028 75 to
1.506 85, a set of coefficients was obtained. These coeffi-
cients then served as the initial set of coefficients in the sim-
plex search algorithm of Neder and Mead3 to minimize the
maximum deviation between the calculated sound speeds
and the measured values. The final set of coefficients is given
in the following empirical equation for the measured nitro-
gen sound speed:

c~T,P!5~a01a1T1a2T
21a3T

31a4T
4!1~b01b1T

1b2T
21b3T

31b4T
4!P1~c01c1T1c2T

2

1c3T
31c4T

4!P21~d01d1T1d2T
21d3T

3

1d4T
4!P3. ~8!

Numerical coefficients such asA, B, C, andD in Eqs.
~3!–~6! for implementation of Eq.~8! are listed in Table I.

By substituting pressures in MPa andT(90) temperatures in
kelvin into Eq.~8!, the maximum deviation between the cal-
culated sound speeds and the measured values1 is less than
380 ppm. If all of the 16 temperature groups shown in Fig. 1
~i.e., 80–350 K instead of just 150–330 K! were selected, the
corresponding maximum deviation is slightly more than
1000 ppm. At 1 atm, the theoretical nitrogen sound speeds
calculated with known virial coefficients is in agreement
with the measured nitrogen sound speeds1 to approximately
600 ppm over the temperature range from2 3 °C to 50 °C.

It is interesting to note that over a temperature range
from 210 to 40 °C, for a pressure change from 90 to 110
kPa, the maximum variation in nitrogen sound speed is less
than 100 ppm~or approximately650 ppm from standard
pressure!. Since the above temperature range and pressure
variations encompass a majority of environmental conditions
for acoustical measurements in air that contains over 78%
nitrogen, the effects of barometric pressure variations on the
sound speed in air may be ignored.

III. CONCLUSIONS

Based on published experimental data1 on the sound
speed of gaseous nitrogen, an empirical equation is obtained
to enable calculation of nitrogen sound speed based on mea-
surement in terms of temperature over a temperature range
from 150 to 330 K and pressure over a pressure range from
0.028 75 to 1.506 85 MPa. The uncertainty of the measured
data is quoted1 as 300 ppm. When the empirical equation is
applied over the above temperature and pressure ranges, the
maximum deviation of the computed sound speed from the
measured data is less than 380 ppm.

1B. A. Younglove and R. D. McCarty, ‘‘Speed-of-sound measurements for
nitrogen gas at temperatures from 80 to 350 K and pressures to 1.5 MPa,’’
J. Chem. Thermodynam.12, 1121–1128~1980!.

2Supplementary Information for the International Temperature Scale of
1990, edited by H. Preston-Thomas and T. J. Quinn~Bureau International
des Poids et Mesures Se`vres, France, 1990!; see also H. Preston-Thomas,
‘‘The International Temperature Scale of 1990~ITS-90!,’’ Metrologia 27,
3–10 ~1990!.

3J. A. Nelder and R. Mead, ‘‘A simplex method for function minimiza-
tion,’’ Comput. J.7, 308–313~1965!. See also, W. H. Presset al., Nu-
merical Recipes~Cambridge U. P., Cambridge, 1989!.

FIG. 1. Sound speeds measured by Younglove and McCarty~Ref. 1! over a
pressure range from 0.028 75 to 1.506 85 MPa at various kelvin tempera-
tures.

FIG. 2. Sound speed as a function of pressure and temperature.

TABLE I. Coefficients of the polynomial for calculating the measured
sound speed in nitrogen.

Suffix
x

Coefficients

ax bx

0 7.498807E11 24.995914E11
1 1.637500E10 4.304042E21
2 24.255792E23 27.509721E24
3 8.418188E26 21.755359E26
4 27.103148E29 4.620853E29

Suffix
x

Coefficients

cx dx

0 23.471191E11 3.674089E10
1 7.230239E21 21.170882E21
2 25.529711E23 1.172667E23
3 1.784546E25 24.439198E26
4 22.050775E28 5.642919E29
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Fractal dimension of sustained vowel productions
in neurological dysphonias: An acoustic
and electroglottographic analysis
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~Received 22 October 1996; accepted for publication 24 February 1997!

In order to investigate whether nonlinear methods of signal analysis provide a measure of phonatory
irregularities in neurogenic voice disorders, the present study computed the fractal dimension
(D) both of the electroglottographic~EGG! and the acoustic signal of sustained vowel productions
obtained from patients with Parkinson’s disease~PD! and cerebellar atrophy~CA!. Compared with
normal speakers, the female PD group as well as the male and female CA patients showed an
increased dimension (D) of the EGG. The dimensional complexity of the acoustic signal largely
depended on vowel type. Furthermore, the dimension of the acoustic signal was reduced in male PD
patients as compared to the respective controls. ©1997 Acoustical Society of America.
@S0001-4966~97!04206-9#

PACS numbers: 43.70.Aj, 43.70.Dn, 43.70.Gr, 43.25.Rq@AL #

INTRODUCTION

Neurological dysphonias may give rise to rather abrupt
changes of the spectral characteristics of the acoustic or elec-
troglottographic~EGG! signal ~Ramig, 1986; Hertrich and
Ackermann, 1995a,b!. Prevailing perturbation measures fail
to provide a reliable quantitative account of these phenom-
ena. First, sudden spectral shifts impede accurate pitch ex-
traction which is a prerequisite to the computation of con-
ventional voice parameters such as jitter, shimmer, and
harmonics-to-noise ratio. Second, most perturbation mea-
sures suggest acoustic instabilities to reflect random alter-
ations of an underlying periodic signal~Laver et al., 1992!.
Nonlinear methods of signal analysis indicate, however, that
this assumption might not hold true~Herzel and Wendler,
1991; Herzelet al., 1995; Mendeet al., 1990!.

The computed fractal dimension of a signal can be con-
sidered a quantitative estimate of its complexity~Narayanan
and Alwan, 1995!. Besides perturbation measures, nonlinear
analysis, thus, may represent an alternative approach to the
analysis of voice abnormalities. Using an algorithm devel-
oped for the estimation of the dimensional complexity of
electroencephalographic signals~Lutzenbergeret al., 1995!,
the present study re-analyzed a corpus of voice recordings
obtained in patients with Parkinson’s disease or cerebellar
atrophy ~Hertrich and Ackermann, 1995a,b!. Based on the
results of these former studies, female Parkinsonian patients
were expected to show a particularly high dimensionality of
their laryngeal vibratory behavior.

In order to assess both the behavior of the laryngeal

source as well as the effects of vocal tract filtering, the EGG
and the acoustic signal of six different vowel categories were
considered. For the sake of applicability of the algorithm, the
present study assumed, irrespective of the nature of the ac-
tual voice signal, ‘‘stationarity’’ within vowel portions of a
duration of 0.4 s. Thus voice instabilities within the analyzed
signal portions increase dimensional complexity, whereas
discontinuities between these signal portions should give rise
to increased intrasubject variability.

I. METHODS

The present study included patients with Parkinson’s
disease~PD, 15 males, 9 females!, cerebellar atrophy~CA, 5
males, 7 females!, and a group of healthy volunteers~NC, 12
males, 13 females! ~see Hertrich and Ackermann, 1995a,b!.
Both the EGG and the acoustic signal were simultaneously
recorded in a sound-treated room onto a DAT recorder~PCM
2000; Sony! using a laryngograph~KAY Elemetrics! and a
head-mounted microphone~C410/B; AKG!. Subjects were
asked to produce three repetitions of six German vowels for
a duration of about 4 s each~order of stimulus presentation:
@u,a,i,o,y,«,o,i,«,u,a,y,«,u,i,a,y,o#!. Using commercially avail-
able software~CSL 4300; KAY Elemetrics!, the recorded
signals were sampled at 5 kHz after anti-aliasing filtering.
Computation of fractal dimension relied on 2-s intervals
starting about 0.5 s after vowel onset.

The mathematical procedure used for the calculation of
fractal dimensions has been described by Lutzenbergeret al.
~1995!. The 2-s intervals of the acoustic and EGG signals
were subdivided into seven overlapping segments ofN0

52048 samples each. In order to eliminate low-intensity ran-
dom noise, a singular value decomposition was performed,
based on a 32-dimensional parameter space of delay coordi-

a!Electronic mail: ingo.hertrich@uni-tuebingen.de
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nates. The variance corresponding to all principal compo-
nents with eigenvalues lower than twice the smallest of a
total of 32 eigenvalues was removed from the data set. On
average, 17 eigenvalues were above the threshold, account-
ing for 99% of total variance. Using the number of eigenval-
ues which accord to this criterion as the embedding dimen-
sion, the computation of the ‘‘pointwise dimension’’~Farmer
et al., 1983! was based on the numberN(r ) of signal points
located at a distance smaller thanr from a reference point.
This calculation was performed for 32 equidistant reference
points. For a given reference point, the number of samples
N(r ) lying in a hypercube with radiusr was determined. The
various radii were selected in a data-driven manner. The dis-
tance between subsequent radiir i was determined such that
each enlargement of the radius increased the total count by
an exponentially increasing number of points, i.e.,N(r i11)
52N(r i); Nr15N0/20. Using a double-logarithmic scale,
the obtained counts were plotted againstr . Whereas large
values of log(r ) lead to saturation parallel to the abscissa,
log(N) increases monotonically with small values of
log(r ). The respective linear slopes represent an estimate of
the pointwise dimension. In order to prevent the saturation
decline from the computation of slopes, the points were suc-
cessively removed from the right side until the right-most
point did not have the largest vertical distance from the lin-
ear regression line. For each of the 32 reference points the
slope of the corresponding function was calculated. The me-
dian across the 32 computed slopes provided a measure of
dimensional complexity.

Since, as a rule, high-dimension values were associated
with high variability, the dimension values were transformed
to their natural logarithm log(D). The mean of log(D)
across the 21 intervals obtained from each vowel~3 repeti-
tions3 7 signal portions! was considered a measure of av-
erage dimensional complexity under a given condition. The
respective standard deviation~s.d.! provided a measure of
intrasubject instability of log(D).

Evaluation of the effects of signal type, vowel category,
subject group, and gender on fractal dimensions relied on
repeated measures analyses of variance~ANOVAs! with the
between-subject factors group$NC,PD,CA% and sex$male,
female% and the within-subject factors signal$acoustic, EGG%
and vowel $a,«,i,o,u,y%. Two overall ANOVAs were per-
formed, one with log(D) and one with s.d. as the dependent
variable. For intrasubject effects, computation ofp values
relied on the Greenhouse–Geisser epsilon adjustment.

In case of significant interactions,post hocANOVAs
were performed in order to test for~1! differences between
males and females within each subject group and~2! differ-
ences between the patient groups and the controls, separately
for males and females.

II. RESULTS

Significant group3sex interactions emerged for both the
fractal dimension log(D) and its standard deviation s.d. in-
dicating gender-specific group effects on these measures
~Table I!. Since both between-subject factors interacted sig-
nificantly with signal, post hocanalyses were performed
separately for the acoustic and EGG signal. Apart from

signal3vowel3group on log(D), all interactions between
group and vowel failed significance, indicating a relative in-
dependence of the effects of vowel type from the ones of the
neurological disorders. Therefore, the subject means of
log(D) and its s.d. across the six vowel categories were used
as dependent variables for testing the differential effects of
group and sex. Thesepost hocanalyses~Table II and Fig. 1!
showed a prominent influence of sex on log(D) within the
control group at the acoustic level. Male voices were char-
acterized by higher dimension values than the female ones.
The average acoustic dimension of the male PD patients
(D51.16! was significantly reduced in comparison to the
respective controls (D51.72). As expected, the EGG signal
of the PD subjects showed a gender effect. In comparison
with the respective controls~males:D51.11; females:D
51.10), the two female patient groups~PD: D51.29; CA:
D51.32) as well as, to a lesser degree, the male CA subjects
(D51.23) achieved significantly increased dimension val-
ues. Both the female PD and the male CA subjects showed
an increased s.d. of log(D) at the acoustic level when com-
pared to the respective control groups. With respect to the
variability of the EGG dimension, significant differences

TABLE I. Repeated measures ANOVA results with log(D) and s.d. as
dependent variables, group and sex as intersubject, and vowel and signal as
intrasubject factors. Significance:*5p,0.01.

Source df

F values for

log(D) s.d.

Group 2, 55 0.67 9.76*
Sex 1, 55 2.03 2.37
Group3sex 2, 55 7.03* 4.01
Signal 1, 55 53.35* 7.79*
Signal3group 2, 55 6.89* 5.72*
Signal3sex 1, 55 13.03* 16.12*
Signal3group3sex 2, 55 1.84 4.34
Vowel 5, 275 84.35* 13.91*
Vowel3group 10, 275 1.07 1.00
Vowel3sex 5, 275 3.77 1.73
Vowel3group3sex 10, 275 1.33 1.48
Signal3vowel 5, 275 51.80* 11.37*
Signal3vowel3group 10, 275 3.52 1.64
Signal3vowel3sex 5, 275 3.92 2.74
Signal3vowel3group3sex 10, 275 0.72 1.03

TABLE II. Post hocANOVAs with respect to gender and subject group
effects (F values and significance!. Significance: *5p,0.05; ** 5p
,0.01.

Acoustic signal EGG

log(D) s.d. log(D) log(D) s.d. log(D)

NCmale-NCfemale 27.50** 0.72 0.04 0.0
PDmale-PDfemale 0.10 4.11 5.27* 11.02**
CAmale-CAfemale 2.00 3.08 0.48 1.0

PDmale-NCmale 10.73** 0.05 2.07 1.13
CAmale-NCmale 2.56 10.47** 5.61* 8.63**
PDfemale-NCfemale 2.41 5.26* 8.31** 11.39**
CAfemale-NCfemale 0.06 0.45 9.64** 13.06**
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emerged between the female controls and both female pa-
tient groups as well as between the CA males and the respec-
tive volunteers.

Overall ANOVA had revealed a strong main effect of
the factor vowel. In order to avoid the influence of disease-
dependent variability,post hocanalysis of vowel-specific ef-
fects on log(D) was restricted to the control group. Repeated
measures ANOVAs with sex as the intersubject and vowel as
the intrasubject factor were performed separately for the
acoustic and EGG signal. As concerns the acoustic level,
both main effects as well as their interaction achieved sig-
nificance ~sex: F@1,23#5 27.50,p,0.0001; vowel:
F@5,115#567.54,p,0.0001; vowel3sex: F@5,115#
55.15, p,0.01). In both groups the vowel /a/ had the high-
est dimension value~males:D52.54; females:D51.69),
whereas the high vowels /i/, /u/, and /y/ yielded lower values
~see Fig. 2!. With respect to the EGG signal, neither signifi-
cant main effects of vowel and sex nor a significant vowel
3sex interaction emerged (p.0.05).

III. CONCLUSION

Calculation of fractal dimensions seems to provide a
quantitative measure of at least some of the phonatory ir-
regularities observed in Parkinsonian and cerebellar dyspho-
nia. However, this parameter does not further specify the
type of voice discontinuities. In contrast to the EGG, the
acoustic signal revealed a strong influence of vowel category
on the computed fractal dimension: low vowel /a/ yielded the

largest values, whereas the high vowels were characterized
by a lower dimension. This dependency on the vocal tract
resonance function indicates that the dimensional complexity
of the acoustic signal has only a limited relevance for the
analysis of glottal source behavior.
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FIG. 1. Fractal dimension~upper panels! and respective intrasubject vari-
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Parkinson’s disease~PD!, cerebellar ataxia~CA!, and healthy volunteers
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FIG. 2. Means with standard error bars of log(D) across the subjects of the
control groups as derived from the acoustic signal of each vowel category.
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Dialect variation and formant frequency: The American English
vowels revisited
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Vowel production data collected from 15 southern Californian English-speaking monolinguals is
compared with data reported by Hillenbrandet al. @J. Acoust. Soc. Am.97, 3099–3111~1995!# and
Peterson and Barney@J. Acoust. Soc. Am.24, 175–184~1952!#. Recordings were made of nine
women and six men producing multiple repetitions of@{, (, |, }, ,, É, *, Ç, Ä, #, [o# in three consonant
contexts. The frequencies of the first three formants were measured by simultaneous comparison of
wideband spectrograms, narrow-band FFT spectral slices, and LPC spectra taken at vowel center, or
steady state where available. The Southern Californian data are seen to differ greatly from that
described by Peterson and Barney~1952! and Hillenbrandet al. ~1995!. © 1997 Acoustical
Society of America.@S0001-4966~97!04906-0#

PACS numbers: 43.70.Fq, 43.70.Hs@AL #

Reference to formant frequency data from a wide variety
of American English dialects is useful in forming and testing
theories of vowel features, of the relation between speech
production and perception, and the progress of~socio!lin-
guistic change, as well as in providing adequate information
for building speech technological applications in recognition
and synthesis, and establishing dialect-appropriate norms in
clinical speech therapy. However, there is a dearth of such
data.

The purpose of this study is to illustrate the variability
observed across American English dialects in the domain of
steady-state formant frequency, and to provide, in the ab-
sence of more extensive data from Southern Californian En-
glish, a verifiable and testable set of formant frequency
norms for adult men and women. Vowel data from college-
aged southern Californian speakers will be seen to diverge
from similar data reported for northern Midwesterners~Hil-
lenbrandet al., 1995!, and from ‘‘General American’’ speak-
ers~Peterson and Barney, 1952!. This letter is also an appeal
to other researchers to produce similar, ‘‘local’’ studies of
American English, with a view to cooperatively producing
an ‘‘acoustic atlas’’ of American English dialects as indi-
cated by formant frequency.

The data in this study comprise a subset of the data
reported in Hagiwara~1995!, which contains a fuller descrip-
tion of the complete corpus than will be included in this
letter. Undergraduate students at UCLA were asked to re-
spond to a Speaker Survey Form if they were willing to
participate in a phonetic study of /./ in dialects of American
English. Of the respondents to the survey, 15 were selected
for their similarity in age~18–26!, geographic background,
and gross socioeconomic and educational indicators. They
represent a relatively unmarked, middle-class, ‘‘suburban’’
population. They include Anglo-Americans, African Ameri-
cans, and Asian Americans, but appear to represent as uni-
fied a speech community as can reasonably be studied with-
out imposing predetermined sociometric boundaries on a
target group of speakers. That is, to the degree that ‘‘South-

ern California American English’’ is a dialect within which a
certain amount of ethno-social variation is to be expected,
these 15 appear to represent the region. Each was compen-
sated $10 U.S. for participating in the study.

Sixty-nine monosyllabic words were selected to illus-
trate the plain~nonrhoticized! vowels and three allophones
of /./ in southern California English. Thirty words illustrate
plain vowels in three consonantal environments: /b_t/, /t_k/,
and /h_d/. Three exemplify syllabic /[/ in the same environ-
ments. These 33 words together form the database for the
present study. Table I lists the words used. Only real English
words and familiar proper nouns were used; where a word of
the appropriate phonological shape did not exist, a word as
close in shape as possible to the target was substituted, as
with ‘‘put.’’ The word ‘‘hoed’’ was respelled as a proper
noun ~‘‘Hode’’ ! to avoid its relatively odd-looking spelling.

Each word was presented in the frame ‘‘Cite__twice.’’
This frame was selected to provide ‘‘citation’’ form pronun-
ciations, but in a continuous speech stream. The symmetri-
cal, nonflapping coronal environment was necessary for a
simultaneous study conducted with the same speakers. Each
word/frame was included three times in random order in a
single recording script. Each speaker was recorded reading
from the script in a sound-treated room on professional qual-
ity equipment.

The subjects’ speech was digitized from the audio cas-
sette tape of the recording session at 10 kHz using the Kay
Elemetrics Computerized Speech Laboratory. Frequencies
were measured for the first three formants (F1 , F2 , F3) of
each syllabic nucleus in the words illustrating syllabic@[o#
and other vowels. Formant frequencies were determined by
simultaneous evaluation of several transforms of the signal.
These included wideband spectrograms and narrow-band
FFT spectra averaged over a 30-ms window through the
steady-state portion of the vowel, if there was one. If no
steady state was present, the 30-ms window was placed in
the center of the vowel. Bandwidths for spectrograms and
narrow-band spectra were varied to achieve the best formant
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resolution for each token. Generally, bandwidths were 200
Hz ~wideband! and 59 Hz ~narrow band! for men, and
293/59 Hz for women. Also included were an LPC formant
history superimposed over the spectrogram and/or an LPC
slice taken in the center of the FFT window superimposed
over the FFT spectrum. The number of LPC poles used var-
ied between 10 and 14 depending on the sex of the speaker,
the number of formants visible in the spectrogram, and
whether or not more poles were needed to resolve two for-
mants which were close together.

By using multiple views of the spectral properties of the
signal, a certain degree of on-line checking was introduced
during the measurement process, with the result of greater
confidence in the state of the measurements. Moreover, well-
known problems such as discerning low-frequencyF1’s in
higher pitched voices, or the apparent merger of close for-
mants in LPC analysis, as well as the problem of locating
formants in voices that exhibit consistent spectral ‘‘eccen-
tricities’’ ~unexpected zeroes, unusually strong harmonics,
etc.! were more easily avoided. The results are summarized
in Table II.

The southern Californian /É/ and /*/ have higherF2 val-
ues than /Ä/. This is partly the result of the ‘‘duke’’ context,
in which /É/ is accompanied by a front on-glide. However,
even discounting the fronting influences of the ‘‘duke’’ con-
text, theF2 of /É/ still averages around 1500 Hz for women
and 1300 Hz for men, still quite a bit higher than /Ç/ or /Ä/.

The inclusion of the ‘‘duke’’ context, and to a lesser
extent the ‘‘boot’’ context, to add breadth to the production
database. In the near-citation forms produced in this study,
speakers sometimes produced fully round allophones of back
vowels. However, in casual speech, southern Californians
rarely produce fully rounded vowels.

The combined centrality and unrounding observed in the
southern Californian speakers result in a vowel space which
resembles a parallelogram more than the traditional trapezoi-

dal or triangular figures usually associated with vowel
spaces. This is illustrated in Fig. 1.

While several American dialects have been studied in
detail in their socio-historical contexts~see, for instance, La-
bov 1994, and references therein for some discussion!, and
these often make use of acoustic measurements, there are
relatively few well-known studies of vowels formants in
American English cited in the phonetics literature. Of these,
the classic study by Peterson and Barney~1952! is probably
the most cited. The recent paper by Hillenbrandet al. ~1995!,
being paradigmatically similar to the Peterson and Barney
study, although conducted over a much larger corpus in a
different dialect, is also a very important work.

Peterson and Barney~1952, PB hereafter! was a study
with the primary objective of showing that information ob-
tained by spectrographic analysis of speech was useful in
characterizing vowel quality. The vowels /{, (, }, ,, Ä, Å, *,
É, #, [o/ were included. Fundamental frequency,F1 , F2 , and
F3 , were measured during steady-state portions of /*–$/
productions by 33 men, 28 women, and 15 children. In gen-
eral, little can be said about the dialectal affiliations of the
speakers involved, or of the dialectal homogeneity of the
group as a whole. ‘‘Two of the speakers were born outside
the United States and a few others spoke a foreign language
before learning English. Most of the women and children
grew up in the Middle Atlantic speech area. The male speak-
ers represented a much broader regional sampling of the
United States, the majority of them spoke General Ameri-
can.’’ ~PB, p. 177!.

The acoustic data were studied two ways; first by spec-
trographic analysis, to determine formant frequencies.
Analysis of these data suggested that static formant frequen-
cies were good at differentiating vowel quality. The data
were then used in a listening test, where listeners were asked
to identify the word uttered. For the most part, correct iden-
tification was achieved, despite the less than perfect listening

TABLE I. Words illustrating the 11 vowels of Southern Californian English.

/{/ /(/ /|/ /}/ /,/ /É/ /*/ /Ç/ /Ä/ /#/ /[o/

b–t beat bit bate bet bat boot put boat bought but Bert
t–k teak tick take tech tack duke took toke tock tuck Turk
h–d heed hid hate head had hoot hood Hode hod hut herd

TABLE II. Formant averages for 15 southern Californian speakers of English. Units are Hz. Standard deviations are in parentheses.

F1 F2 F3

W M W M W M

{ 362 ~36! 291 ~31! 2897 ~176! 2338 ~205! 3495 ~239! 2920 ~219! {

( 467 ~62! 418 ~36! 2400 ~151! 1807 ~85! 3187 ~262! 2589 ~117! (

| 440 ~48! 403 ~43! 2655 ~187! 2059 ~138! 3252 ~277! 2690 ~166! |

} 808 ~167! 529 ~68! 2163 ~195! 1670 ~67! 3065 ~285! 2528 ~143! }

, 1017 ~134! 685 ~105! 1810 ~131! 1601 ~59! 2826 ~231! 2524 ~271! ,

É 395 ~48! 323 ~31! 1700 ~364! 1417 ~215! 2866 ~225! 2399 ~248! É

* 486 ~115! 441 ~40! 1665 ~166! 1366 ~122! 2926 ~261! 2446 ~173! *

Ç 516 ~130! 437 ~37! 1391 ~212! 1188 ~118! 2904 ~263! 2430 ~216! Ç

Ä 997 ~102! 710 ~97! 1390 ~99! 1221 ~69! 2743 ~201! 2405 ~175! Ä

# 847 ~154! 574 ~80! 1753 ~140! 1415 ~88! 2989 ~264! 2496 ~211! #

[o 477 ~82! 429 ~40! 1558 ~170! 1362 ~79! 1995 ~347! 1679 ~91! [o
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conditions. Where confusions occurred, they appeared to fol-
low reasonable patterns~/Ä-Å/ confusions, etc!.

The PB vowel spaces are illustrated in Fig. 2, which
presents the PBF1 and F2 averages~see PB, Table II, p.
183! plotted to the same scale as Fig. 1. The men’s and
women’s productions are superimposed in the same plot. As
in Fig. 1, the vowels represented are /{, (, }, ,, Ä, *, É/
~joined by the lines! and /#/. Figure 2 illustrates the classic
‘‘trapezoidal’’ form of the ‘‘General American’’ vowel
space defined by the point vowels.

Recognizing a number of limitations in the PB study,
Hillenbrandet al. ~1995; HGCW hereafter! collected a new
corpus, using productions from 45 men, 48 women, and 46
children. These speakers were carefully screened for dialect;
all were from the northern Midwest area. HGCW included
F4 measurements, as well as measurements from multiple

points during the vowel. They also included /|/ and /Ç/ vow-
els, excluded from the PB study. LPC formant histories were
superimposed over a wideband spectrogram, and adjustments
made until the first four formants were adequately resolved
by the LPC. Formant frequencies were then extracted from
the LPC peaks. Listening tests were also performed with the
data, and a variety of analyses offered.

The HGCW vowel centers~see HGCW, Table V, p.
3103! are plotted in Fig. 3. Note the extreme raising of /,/
relative to its position in PB or the present study, and the
centrality of /Ä/. This configuration~along with the position
of /Å/, not included in Fig. 3! is the result of a clockwise
chain shift among the low vowels typical of the northern
midwest ~the Northern Cities Shift, as described in sum by
Labov, 1994, and many sources therein!. With the raising of
/,/ out of the ‘‘low front corner’’ of the space, and the low,
central position of /Ä/, this configuration of point vowels
suggests a triangle, and is quite distinct, both in outline and
in composition from either of the two previous figures.

Comparing the present study’s data in Fig. 1 with the PB
data in Fig. 2, the obvious differences are in theF2 frequen-
cies of the back and central vowels. As noted earlier, the
canonical back vowels /É/ and /*/ are typically unrounded in
Californian speech. Thus they appear withF2 frequencies
more characteristic of the central space in the PB data in Fig.
2. Further, the canonical central vowel /#/ has a much higher
F2 in the southern California data than in PB. The low vow-
els /Ä/ and /,/ are approximately 200 Hz higher in the Cali-
fornian women than for PB’s women speakers. The men
have similarF1 values for these vowels in the two studies.

The most obvious difference between the HGCW vow-
els in Fig. 3 and the PB ones is in the position of the vowels
transcribed /,/ and /Ä/. /Ä/ in the HGCW space has moved
into a central position relative to its position in the PB space;
the /,/ vowel has been fronted and raised. The /#/ vowel, in
contrast, is almost identical in the two studies.~This is also
true of /[o/, which was included in all studies under discus-
sion, but not represented graphically in Figs. 1–3.! More

FIG. 1. Women’s~filled circles! and men’s~open squares! vowel centers
from the present study. Vowels are joined by lines in order~starting at the
upper right! /{, (, }, ,, Ä, *, É/. Not joined on the line is /#/. Other vowels
were eliminated for visual clarity and to facilitate comparison. Units are
Hertz, plotted in a Bark scale.

FIG. 2. Women’s~filled circles! and men’s~open squares! vowel centers
from Peterson and Barney~1952!, plotted in the same space as Fig. 1.
Vowels are joined by lines in order~starting at the upper right! /{, (, }, ,, Ä,
*, É/. Not joined on the line is /#/.

FIG. 3. Women’s~filled circles! and men’s~open squares! vowel centers
from Hillenbrandet al. ~1995!, plotted in the same space as Fig. 1. Vowels
are joined by lines in order~starting at the upper right! /{, (, }, ,, Ä, *, É/. In
these data, /#/ accidentally fell on the line between /Ä/ and /*/.
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subtly, the /É/ and /*/ vowels in the PB are extremely back
~have extremely lowF2’s!. While still low the HGCWF2

values for /É/ and /*/ are slightly higher than in PB.
The configuration in Fig. 3 indicates a well-established

‘‘Northern Cities Shift,’’ such as described recently by La-
bov ~1994, summarizing sources therein!. The Northern Cit-
ies Shift dialects are characterized by a centralized reflex of
/Ä/ ~more properly /~/!, and a raised /,/, among other
changes, that have been observed to varying degrees in the
cities of Detroit, Chicago, and Cleveland, as well as upstate
New York. HGCW described their speakers as being raised
in southern Michigan and other areas in the upper midwest.
Thus it is fair to assume that, even if they are not speakers of
Northern Cities Shift dialects, they are from areas heavily
influenced by them. Thomas~1958! refers to the relative cen-
trality of /Ä/ in his ‘‘Northern Central’’ dialects, which in-
clude the northern midwest, the same region studied in
HGCW.

The PB study, conducted at Bell Laboratories in New
Jersey, used speakers from a variety of places, and even
some who spoke other languages than English natively.
However, the women speakers in that study are identified as
primarily from the Middle Atlantic region. Thomas~1958!
indicates that the Middle Atlantic region includes most of
New Jersey, and specifically excludes upstate New York and
the northern Midwest.

Comparing Figs. 1 and 3 reveals as many differences
between HGCW’s vowel space and the southern Californian
space as between HGCW and PB. This clearly demonstrates
considerable variation between contemporaneous regional
variants of American English.

The purpose of this discussion is merely to demonstrate
that ‘‘American English’’ is an amorphous entity at best, and
that there are considerable regional~and also social! differ-
ences, particularly in urban centers~Labov, 1994!. In discus-
sions of vowel production, references to ‘‘General Ameri-
can’’ are not as informative as references to data from
specificdialects.

Throughout this report, an effort has been made to char-
acterize the southern Californian vowel space and the spaces
reported in HGCW and PB without reference to an arbitrary
standard. In their paper, HGCW point out that the PB results
are often regarded as the definitive set of static formant fre-
quencies describing the American English vowels, serving as
a comparator with other languages and pathological speech,
target values in speech synthesis, prototype values, etc. Such
a view clearly misrepresents the intent of PB, and belies the
reality of the whole of American English, even perhaps
‘‘General American.’’ At best, the PB results are a profile of
a ‘‘specific dialect at a specific time in the history of that
dialect’’ ~HGCW, p. 3108!.

Implicit in HGCW’s discussion is the need for more
such profiles. HGCW provide one, with the purpose not only
of replicating the PB study but also determining the how
dynamic information can be used to discriminate vowels.
The data in the present study represent another profile of a
different dialect. They were collected originally with the in-
tention of providing baselineF3 measurements against
which loweredF3 in American /./ could be compared~Hagi-
wara, 1995!. However, as this paper argues, the resulting
information about the form of the southern Californian
vowel space is interesting in its own right, particularly as it
provides counterpoint to the view of the PB or the HGCW
formant values as somehow representative of the state of
American English as a whole.

As HGCW point out, large studies are consuming of
time, money, and scholarly resources. Documentation of ev-
ery American dialect on such a scale is obviously beyond the
scope of any single researcher or research group, especially
considering that in the best case it would include more than
static formant frequency information. However, studies of a
dozen or so speakers are well within the scope of most re-
searchers, perhaps most students, and, in the absence of stud-
ies of large numbers of speakers, would be better than noth-
ing. If the results of many such studies were combined, they
would fill a significant void in objective descriptions of
American English, and help pinpoint areas where the greater
resources of larger, or more expansive studies may most
profitably be employed.

Such investigations would not only lead to a better un-
derstanding of American English vowels, but also yield a
database of general interest to phonetics, sociolinguistics,
speech training, and speech technology.
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Piano strings and ‘‘phantom’’ partials
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Additional partials can occur in the radiated tone of pianos at frequencies other than those predicted
byclassicalstringequations. ©1997AcousticalSocietyofAmerica.@S0001-4966~97!04007-1#

PACS numbers: 43.75.Mn, 43.40.Cw@DWM#

The tones of pianos can have spectral components not
predicted by classical string equations. This is illustrated by
Fig. 1, which shows a portion of the acoustical spectrum of
the tone E3 ~Nominal Fundamental Frequency5164.81 Hz!
from a mechano-acoustic piano. The span shown~2.1–2.9
kHz! contains normal transverse partials Nos. 13 through 17,
which were found to occur at frequencies predictable from
string data. Un-numbered partials, here termed ‘‘phantoms,’’
also appear in Fig. 1, the most prominent ones at frequencies
slightly below the frequencies of the~numbered! normal par-
tials. For phantoms to be distinguishable in a spectrogram
from normal partials, the normal partials must be inhar-
monic, like those of real piano strings, and the spectrum
analyzer must have sufficient resolution. As resolution is in-
creased, phantoms may be seen to accompany normal par-
tials of increasingly low number.

The phantom partials discussed here result from the
presence of normal transverse partials, and may be classified
as ‘‘even’’ or ‘‘odd.’’ An ‘‘even’’ phantom has a frequency
exactly twice that of the single responsible normal partial. If
a piano string vibrates transversely at a single frequency,
with non-negligible displacement, a longitudinal force at

twice the transverse frequency will be produced at each end
of the string. When this force is translated to the soundboard
by the soundboard bridge~on which the speaking length of
the string has been terminated!, a true second harmonic tone
will be produced. The existence of such forces can be in-
ferred by applying reciprocity to the result of Melde’s ex-
periment as described by Rayleigh,1 or by noting that the
instantaneous displacement of a transversely vibrating string
in either direction from its rest position will increase its in-
stantaneous tension.

‘‘Odd’’ phantoms are those that have frequencies equal
to the sum~or difference! of the frequencies of two normal
partials.

Example: A phantom appearing just below the frequency
of partial 13 may have a frequency equal to the sum of the
frequencies of partials 6 and 7. While it has been found that
the parent normal partials very often are numerically adja-
cent, as in the example above, other combinations~such as 5
plus 8! are common. In a few instances phantoms have been
observed that appear to be at the difference frequency of two
normal partials. To account for ‘‘odd’’ phantoms appears to
require nonlinearity, of either the piano structure, the string,
or the measuring equipment. In the findings reported here,
nonlinearity of the measuring equipment was much too small
to produce phantoms of the observed amplitudes. The re-
sponsible nonlinearity seems to reside with the vibrating
string and its terminations. Phantoms have also been found
in the acoustical output of a guitar and in the vibrations of
strings mounted on a monochord.

Phantom partials in a piano tone usually are lower in
level than their normal-partial neighbors, but this is not al-
ways the case, as shown by Fig. 1, in which the phantom just
below normal partial 15 is slightly higher in level than partial
15, and in which partial 17 and the phantom just below it
have almost the same level. The effect of phantom partials
on the perceived tone quality of mechano-acoustic pianos is
believed to be significant.

1J. W. S. Rayleigh, ‘‘On the Maintenance of Vibrations by Forces of
Double Frequency, and On the Propagation of Waves Through a Medium
Endowed with a Periodic Structure,’’ Scientific Papers, Vol. III, 1~1887!.

FIG. 1. Portion of acoustical spectrum~2.1–2.9 kHz! of the tone E3 from a
mechano-acoustic piano. Normal transverse partials 13–17 are numbered.
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Erratum: ‘‘Prediction of SNR gain for passive higher-order
correlation detection of energy transients’’ [J. Acoust. Soc. Am.
98, 248–260 (1995)]
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Appendices A and B contain typographical errors.
In Appendix A on page 258, assumption number 3 should read:

~3! The square of the distinct underlying noise process is uncorrelated acrossp realizations of the ensemble at any given time,

E$n1
2~ t !n2

2~ t !•••np
2~ t !%5E$n1

2~ t !%E$n2
2~ t !%•••E$np

2~ t !%, 1,2,...,p distinct.

In Appendix B on page 259, the first expression and following sentence should read: Theqth-order ensemble moment of
p zero-mean noise sequences, each of lengthN with t i5kiDt, is

EH F (
k50

N21

n1~ t !n2~ t !•••np~ t !DtGqJ 5~Dt !qEH F (
k150

N21

n1~ t1!n2~ t1!•••np~ t1!G
3F (

k250

N21

n1~ t2!n2~ t2!•••np~ t2!G •••F (
kq50

N21

n1~ tq!n2~ tq!•••np~ tq!G J
5~Dt !qEH (

k150

N21

(
k250

N21

••• (
kq50

N21

n1~ t1!n1~ t2!•••n1~ tq!n2~ t1!n2~ t2!•••n2~ tq!

•••np~ t1!np~ t2!•••np~ tq!J .
This expression is approximately zero whenq is odd. It is only nonzero whenq is even and times are equal in pairs.
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